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ABSTRACT

This study focuses on the changes in the global digital divide
produced by language-based, algorithmic information disparities
in relation to crisis-prevention resources for suicide available
through the Google search engine. We used agent-based testing
to emulate Google searches performed in 17 countries and in 16
different languages as a direct replication and extension of
previous work. We compare data collected in 2017 with data
collected in 2021. Our analyses revealed that Google searches in
English from within the United States still have the highest
likelihood of triggering the display of additional crisis-prevention
information prominently shown in addition to the regular search
results (i.e, Google’s suicide-prevention result). Searches in
Spanish from within the United States are informationally
disadvantaged. Display rates are only slightly lower in other
English-speaking countries and when searches are performed in
English. While information disparities and digital divides
narrowed between 2017 and 2021, substantial differences in the
display of crisis-prevention resources remain observable within
multilingual countries, especially when other languages compete
with English. In Bahrain, South Africa, and Sweden, the crisis-
prevention information functionality seems unimplemented. Our
findings suggest that the use of automated computational
methods is both wuseful to continuously observe the
implementation of new algorithmic functionalities and necessary
to hold global media institutions accountable for their actions.

Google’s corporate mission is to ‘organize the world’s information and make it univer-
sally accessible and useful’ (Google, 2021b). That not only means providing straight
facts when requested, but also adequate information that can be used to explore a
topic from different angles. In that, Google not only dominates the global search engine
market (Chaffey, 2022), but also customizes its search results, which, in turn, makes them
appear slightly different for different searchers. Google has also implemented function-
alities to detect ‘emergency situations, such as suicide, poison concerns, sexual assault,
or drug addiction’ (Google, 2021a). For example, when detecting search behavior
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potentially indicative of suicidal tendencies, Google displays a country-specific additional
info box (‘suicide-prevention result, SPR) on top of the main search results containing
crisis-prevention resources, including local telephone hotlines and chat offers.

As much as these efforts can be appreciated, Arendt et al. (2020) showed that even a
slight modification, such as adding the name of a celebrity to a suicide-related search
(e.g., ‘avicii suicide’ relative to ‘suicide’), totally inhibits Google’s algorithms from dis-
playing crisis-prevention resources. Similarly, Haim et al. (2021) showed that crisis-pre-
vention resources were displayed much less frequently in response to potentially harmful,
suicide-related searches when method-specific opioids or drugs were added (e.g., ‘easy
way to commit suicide fentanyl’). The display frequency of the Suicide Prevention Result
(SPR; Scherr et al., 2019) has also been at the center of a set of three computational
studies that provided a globally comparative estimate of the extent of this phenomenon
and thus highlighted algorithmic territory disparities in global health information, driven
mainly by region and language.

While acknowledging the research on global digital divides that might amplify gaps
in access to health information over time (Norris, 2001), much less is known about
whether and how digital divides change over time. Big Tech companies, including
Google/Alphabet, do not only not disclose their algorithmic decision-making pro-
cesses, but have also been called out for ‘black box gaslighting’ (Cotter, 2021) - a con-
cept according to which opaque decision-making is leveraged to hinder empirical
insights and thus to hamper investigations into algorithmic accountability while
claims about the potential benefits of artificial intelligence and machine learning
being able to close existing digital divides also largely remain empirically untested.
The largest comparative study to date that compared the display rate of Google’s
SPR in 11 countries using data collected in 2017 (Scherr et al., 2019) revealed a display
rate of slightly over 90% after potentially harmful search terms and about 55% after
potentially helpful search terms — when the searches were performed in English, and
at best less than half of that if another language was used. Given the scarcity of
research on changes in Google’s information disparities as well as in informational digi-
tal divides at a global level, combined with no feedback from Big Tech on such
empirical observations, we refrained from hypothesizing change, but instead
employed a longitudinal monitoring approach and asked: Did the SPR’s display fre-
quency as an indicator for access to ad hoc health crisis information change between
2017 and 2021 worldwide?

In order to answer our research question, we used agent-based testing as a digital
research method to perform a total of 1,607,145 Google searches in 17 countries
(Australia, Bahrain, Brazil, Canada, China, France, Germany, India, Ireland, Italy,
Japan, Singapore, South Africa, South Korea, Sweden, the United Kingdom, and
the United States) and in 16 languages (Afrikaans, Arabic, Cantonese, English,
French, German, Hindi, Italian, Japanese, Korean, Malayan, Mandarin, Portuguese,
Spanish, Swedish, and Telugu) in the domain of suicide prevention as a direct repli-
cation and monitoring extension of Scherr et al. (2019). We will show that Google’s
SPR is now more consistently shown at higher rates both after potentially harmful
and helpful searches, but still suffers from a global digital divide that contributes
to disparities in access to ad hoc health crisis information in ‘other-than-English-
speaking’ countries and within multilingual countries.



Google’s suicide-prevention efforts: laudable, but in need of improvement

For over a decade, Google Search has displayed an additional SPR - an info box with
country-specific helpline telephone numbers, websites, and/or chats (see Figure 1 for a
screenshot), positioned at the very top of the results page if triggered by ‘certain search
queries’ (Zeiger, 2010). Search terms that trigger the display of the SPR can be either
indicative of potentially harmful (e.g., ‘most effective way to commit suicide’) or helpful
intentions (e.g., ‘how to overcome suicide thoughts’), and in both cases, the SPR is dis-
played right at the moment when such thoughts are translated into actual search
behavior.

Originally, a Google employee raised the company’s awareness of suicide as an issue
(Cohen, 2010) that could be addressed by implementing crisis information in response to
potentially harmful searches related to suicide (e.g., method-related information on how
to kill oneself). Google consequently implemented an info box at the top of all search

Figure 1. Screenshot of Google’s Suicide-Prevention Result (SPR) on Top of the Regular Search Results



results when a suicide-related, potentially harmful search term was entered. The SPR
originally contained the National Suicide Prevention Lifeline and was available in 14
countries (Australia, Belgium, France, Germany, Hungary, Italy, the Netherlands,
New Zealand, Norway, Spain, Sweden, Switzerland, the United Kingdom, and the Uni-
ted States). In November 2010, Google estimated the increase in hotline calls in the
United States to be 9% in the months after having implemented the SPR (Google
Official Blog, 2010, November) and planned to implement the technology into its soft-
ware in more countries.

Importantly, suicide-related searches can be indicative of acute suicidality (Arendt
& Scherr, 2017). However, there is incredibly little evidence for the effects of the SPR
implementation, and we are only aware of two pieces of anecdotal evidence in this
regard. First, the previously cited Google blog entry quotes a 9% increase in ‘legitimate
calls’ as reported by the National Suicide Prevention Lifeline in the United States
within an unspecified timeframe after the implementation. Second, increased phone
calls are a desirable outcome given that the use of telephone counseling services can
decrease suicidality (Gould et al., 2018). Third, there is reported evidence that by link-
ing Google advertisements to suicide-related search terms, one-in-three users who saw
such a Google ad also clicked on it (Berlinquette, 2019). We see only small negative
repercussions of ‘false positives” in this case, that is, when people see suicide-related
help information when googling for something suicide-related even though they are
not in an acute suicidal crisis. Taken together, it is fair to say, from a suicide-preven-
tion perspective, that high Google SPR display rates are desirable and likely to help in
saving lives.

However, there is room for improvement: The SPR display rates not only vary
across search queries due to baked-in yet largely unknown algorithmic mechanisms,
but the SPR display algorithm is also sensitive toward specific keywords and is not so
much determined by the users’ past browsing behavior (Haim et al.,, 2017). More-
over, the display frequency of the SPR is much higher after potentially harmful
searches as compared to those indicative of help-seeking intentions; it varies across
countries and with the language used to perform the search; and when additional
words are added to the search (e.g., the name of a celebrity who died by a specific
suicide method, or the name of an opioid used for overdosing), the SPR display fre-
quency drops substantially (Arendt et al., 2020; Haim et al., 2017; Scherr et al., 2019).
The current algorithmic decision-making around Google’s SPR is therefore best
described as subpar. This is problematic because the SPR has been developed as
an automated nudge (Thaler & Sunstein, 2008) toward emergency information for
people in need of help and independent of whether their intentions are helpful or
harmful at the moment of their search; as of now, multiple factors prevent the
SPR from unlocking its full suicide-preventive potential, which was originally set
up to support Google’s corporate mission.

Digital divide dynamics: how language prevents them from narrowing

Nudges, prompts, or primes delivered through various channels, including fictional pro-
grams or public health campaigns, have long been known to be an effective tool to pro-
mote health, including suicide prevention (Kennedy et al., 2004; Knox & Bossarte, 2009;



Thaler & Sunstein, 2008). Hence, Google’s own data and previous health communi-
cation research are consistent with the assumption that the display of the SPR is
likely to elicit net beneficial effects. This is also in line with conceptualizations of
suicidality as a disorder that can be simultaneously characterized by a restricted
suicidal tunnel vision with suicidal plans at the top of the minds of suicidal people
(Wasserman, 2016a, 2016b), but also as a state of high ambivalence toward life and
death (Wasserman, 2016a). Thus, even small nudges, such as Google’s SPR, should
be able to prevent suicide, especially if they reach suicidal people at the right time,
that is, in a moment of ambivalence where even small nudges might be enough to
change their direction. As such, the SPR can be understood as just-in-time, health
crisis information that is presented to individuals when their actual search behavior
triggers Google’s algorithm to display an ad hoc crisis intervention prominently on
top of the regular search results.

However, previous research in this field (Arendt et al., 2020; Haim et al., 2017; Scherr
et al., 2019) shed light on the cross-country disparities in the display frequency of Goo-
gle’s SPR. Conceptually, only showing health crisis information to some users under
some conditions contributes to digital inequalities (DiMaggio & Hargittai, 2001) and
ultimately to a ‘digital divide’ (Norris, 2001) between users regarding their access to
health crisis information. The two concepts were borrowed from descriptions of socio-
economic disparities that were responsible for different degrees of physical access to
computers and the Internet, and have been refined as second-level digital divides
(i.e., differences in Internet use) since Internet-access gaps largely disappeared (Pew
Research Center, 2009). Second-level digital divides include disparities due to social
or racial/ethnic factors (Hargittai & Hinnant, 2008; Zillien & Hargittai, 2009) and
therefore implicitly touch upon language as another potential contributing factor for
online information disparities. Second-level digital divides have been conceptualized
as complex, dynamic, and with a tendency to further deepen rather than narrow auto-
matically (van Dijk, 2005; van Dijk & Hacker, 2003), and therefore they more strongly
represent problems relating to inclusivity, institutions, and individual proficiency
(Chakravorti, 2021).

Although research on Internet-use inequalities eventually tapped into the health
effects of search engines and social media (Kontos et al., 2010) and also discussed
digital divides against the backdrop of content production and geography
(Robinson, 2009; Robinson et al., 2015; Schradie, 2011), longitudinal research focus-
ing on the changes in digital divides over time (i.e., the narrowing or widening of
digital divides) is scarce. As in arguments by Warschauer (2002), even if equal
technological access was granted, language, media literacy, as well as structural
influences would still maintain digital divides (see also Graham, 2011). To date,
we have also learned that we must include algorithms on the list and consider
their main coding language (= English) as an additional contingency factor for
their functionality — content-related flags, filters, and functions work better in Eng-
lish, which makes today’s digital disparities appear to be a code-language issue
(Scherr et al.,, 2019; Valencia, 2021). It remains largely unclear how the Big Tech
companies will improve their code functionality in languages other than English
over time, and to what extent this can be related to digital divides as part of health
information disparities.



Information disparities at google, implementation gaps, and a need for
continuous monitoring

Between 2017 and 2019, multiple studies showed that the crisis-prevention resources for
suicide (SPRs) were not equally displayed for searches that a) implied help-seeking inten-
tions (e.g., ‘suicide help’) as opposed to harmful intentions (e.g., ‘easy way to commit
suicide’); b) were performed from English-speaking countries; ¢) were performed in Eng-
lish as compared to other languages, even within multilingual countries; and d) con-
tained additional search terms that further specified a suicide-related search either by
adding the name of a celebrity suicide or drugs and opioids used for overdosing (Arendt
etal., 2020; Haim et al., 2017; Haim et al., 2021; Scherr et al., 2019). Implementers at Goo-
gle either did not understand these facets in their full complexity (from a suicide-preven-
tion perspective, a high, across-the-board display frequency is desirable), or they
underestimated the impact of their work (it remains unclear to what extent displayed
help resources boost help-seeking activities) and therefore left gaps in the implemen-
tation. Implementation gap theory (Hudson et al., 2019) helps in understanding how
internal processes can contribute to the subpar execution of implementing changes in
complex systems, and strongly recommends systematically observing the implemen-
tation steps taken in order to hold Big Tech accountable. If the algorithms cannot be sat-
isfactorily observed, there will be no institutional accountability for Big Tech and no
exercise of power by governments, NGOs, and essentially all those outside of Big Tech.

In the following empirical part of this manuscript, we present a direct replication and
monitoring extension of the most recent observations of digital health information dis-
parities as produced by Google’s algorithm for its so-called SPR (Scherr et al., 2019). This
study is an empirical example that demonstrates how continuous, external evaluations of
the functionality of algorithms not only shed light on the changes (i.e., the narrowing or
widening) of existing digital divides, but also define areas of accountability, and might
therefore contribute to pushing Big Tech to actually help making the world a better
place. As of the writing of this manuscript, we are not aware that a system of continuous
evaluation of the implementation of Google’s SPR has been put in place, and by arguing
for the notion that digital divides are unlikely to narrow themselves without further input
(van Dijk, 2005; van Dijk & Hacker, 2003), we reused and cast the most recent obser-
vations (Scherr et al., 2019) into three hypotheses:

H1: There are significant differences in the display rates of Google’s SPR between a set of 17
countries.

H2: There are significant differences in the display rates of Google’s SPR within a subset of
countries with more than one official language.

H3: There are significant differences in the display rates of Google’s SPR between a subset of
English-speaking countries.

Method

Digital method setup

We employed an agent-based testing (Haim, 2019) approach as a computational method
that allowed us to continuously observe the implementation of Google’s SPR over time



(Haim, 2020). Building on the ScrapeBot implementation, we emulated human-like
search behavior on a large scale. In total, virtual agents performed N = 1,607,145 Google
web searches over the course of several weeks in 2021 as part of three separate studies. We
used all available locations from Amazon Web Services (AWS) at the time the studies
were performed to locate our study. Specifically, the servers were located in Australia,
Bahrain, Brazil, Canada, China (Hong Kong), France, Germany, India, Ireland, Italy,
Japan, Singapore, South Africa, South Korea, Sweden, the United Kingdom, and the Uni-
ted States. Installing virtual agents solely on AWS servers not only allowed us to emulate
search behavior that Google cannot distinguish from actual searches performed by locals
in the country (mostly through IP traceback/backtracking and more reliably than by
using VPN clients), but it also creates a globally comparable study setup. To further
increase the external validity of our approach, we increased within-country variance
by using two servers per server location and made use of multiple server locations in
countries where multiple locations were available (i.e., Japan, the United States). Besides
provider-dependent assignments, we used constant IP addresses for our servers to equal-
ize possible mediating effects. We used a central database for the maintenance and
orchestration of all servers and virtual agents.

General digital procedure

We directly replicated and extended Scherr et al.’s (2019) study and used the same three
lists of suicide-related helpful, suicide-related harmful, or suicide-unrelated search terms
(see this OSF https://osf.io/hnmte/?view_only=927cdd5{d7tb466dafbb1c485c2a46a6).
Suicide-related search terms were originally suggested by Biddle et al. (2008), unrelated
terms were nouns, verbs, or adjectives from the Berlin Affective Word List (V6 et al,,
2009) with a medium size arousal value. The original list of search terms was initially
extended by suggestions from local suicide experts and translated by them or native
speakers from each country. All translators were invited to further extend the list of
search terms by adding additional, country-specific expressions. Translated into classic
experimental research terminology, we emulated searches using three different lists of
queries (i.e., independent variables) that built on (a) suicide-related potentially helpful,
(b) suicide-related potentially harmful, and (c) suicide-unrelated control terms in line
with existing studies (Arendt et al., 2020; Haim et al., 2017; Haim et al., 2021; Scherr
et al., 2019).

Besides the different groups of search terms, all virtual agents had the same instruc-
tions: After each performed search, the display of the SPR was stored as the main (binary)
outcome (i.e., dependent variable). Emulations were performed using ‘ScrapeBot’ (Haim,
2019), a group of Python scripts that use Selenium for Firefox to repeatedly run so-called
recipes — a set of accurate instructions for virtual behavior on a distributed set of servers.
Every run started ‘fresh,” that is, ScrapeBot set up a new, realistic environment with a
visual desktop display, legitimate language and location specifications, as well as real
browser signatures. In order to resemble human search behavior, random slow typing
was implemented, as well as waiting times and scrolling through search results.

Specifically, each recipe instructed virtual agents to first navigate to https://www.
google.com/ then randomly draw one search term from the agent’s experimental group’s
list of search terms, and type it into Google’s query-input box. After submitting the
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search, it stored whether the SPR was displayed (= 1) or not (= 0). Figure 1 shows an
example of how the SPR looked in 2021.

Taking a screenshot of the search results for 5% of all runs per recipe allowed us to
visually inspect that the system had operated correctly. We also scraped and stored all
information boxes, including the SPR, as clear text for documentation. For backup
reasons, we also stored all links to organic, first-page search results as well as the first-
page source code.

Across all three studies presented here, data were collected in 2021 between 6 March
and 5 April (end dates included). On all AWS servers, ScrapeBot started operating every
two minutes. Each ScrapeBot randomly picked recipes from the central database and ran
them. During runtime, ScrapeBot (Haim, 2019) meticulously monitored its own behav-
ior. Due to the stability of the SPR display frequencies previously observed (e.g., Scherr
etal., 2019), the data presented here represent the daily share (in %) of searches for which
the SPR had been displayed. To include standard errors, we also employed bootstrapping
for the generation of 95% confidence intervals. All data, codes, and recipes as well as per-
group and per-study break-downs of performed searches are available at OSF under
https://osf.io/hnmte/.

Results
Study 1: Differences between countries narrowed between 2017 and 2021

The first study is a direct replication and monitoring extension of Scherr et al.’s (2019)
global study in 17 countries. The original study was based on data collected in 2017
and tested for differences in the display rates of Google’s SPR between all countries avail-
able through the AWS server environment at the time of data collection. In addition to
the original study (Australia, Brazil, Canada, Germany, India, Ireland, Japan, Singapore,
South Korea, the United Kingdom, and the United States), six countries were added for
this 2021 replication (Bahrain, China, France, Italy, South Africa, and Sweden). For each
country, we used the main spoken language by the majority of people and had the lists of
search terms translated by professional translators fluent in these languages (i.e., Afri-
kaans, Arabic, Cantonese, English, French, German, Hindi, Italian, Japanese, Korean,
Malayan, Mandarin, Portuguese, Spanish, Swedish, and Telugu). Figure 2 shows the rela-
tive display frequencies of the SPR based on a total of N = 596,068 Google searches per-
formed between 6 and 12 March, 2021 (end dates included). Random inspections of the
screenshots that were taken revealed no irregularities other than the main dependent
variable (i.e., the SPR) being displayed or not.

We observed some similarities and several changes from 2017 to 2021: First, the SPR
display rates remain substantially higher after harmful (;,;,) as compared to helpful (i)
suicide-related searches, and the control terms continue to never trigger any SPR displays
anywhere. Second, in all English-speaking countries (i.e., Australia, Canada, Ireland, Sin-
gapore, the United Kingdom, and the United States), the SPR display rate after harmful
search terms is now consistently over 90%; these numbers increased in all countries that
had been observed in 2017 (Australia: +8.0%; Canada: +100%; Ireland: +7.9%; the United
Kingdom: +8.2%; the United States: +8.4%). For helpful search terms, the display fre-
quency in English-speaking countries is now around 68%, second only to Germany,
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Figure 2. Between-Country Differences in the Display Frequency of Google’s Suicide-Prevention
Result (SPR) Note. Countries with only one black data point represent countries that were not included
in the previous study (i.e., Bahrain, China, France, Italy, South Africa, and Sweden).

where it was higher, at 76.2%. Third, between 2017 and 2021, the SPR display frequency
increased substantially in most of the other countries after both harmful and helpful
search terms (Brazil: +7.4%p / +41.0%p1p, Germany: +68.0%nm, / + 63.2%jp, Japan:
+56.2%pm / +33.6%p1,, and South Korea: +72.0%pm / +53.9%pp), and in Canada, the
SPR seems to only just have been implemented in English (Canada: +100%p.y /
+68.3%},1p). Thus, the digital divide regarding algorithmic health crisis information dis-
parities narrowed between 2017 and 2021 in all countries observed in both years, except
for in India, where the gap widened (—2.1%p,, / £0%p1p), and in China, where the SPR is
still never displayed. New first-time data is reported for Bahrain (0%), South Africa (0%),
and Sweden (0%), as well as Italy (17.3%pm, / 0%1p), and France (100%pm, / 57.2%p)-
Taken together, there are still significant differences between countries in regard to the
display frequency of Google’s SPR, which makes us accept H1, but we also observed a
substantial narrowing of the digital divide in many countries, which answers the question
that guided this research in the first place. However, while the divide is narrowing in
many countries, some countries have been ‘left behind’ thus discrediting Google’s mis-
sion statement.

Study 2: differences within multilingual countries remained between 2017 and
2021

For an investigation of the SPR display frequency in countries with more than one official
language that is widely spoken, we used the same study setup as in Study 1, except for the
observation time (14 March through 20 March, 2021, end dates included) and the num-
ber of searches performed (N =645,164). Since individuals are likely to search in their
language, that is, the one that they feel most comfortable with, we tested Spanish and
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English for the United States, Afrikaans and English in South Africa, English and French
in Canada, Hindi, Telugu, and English in India, Arabic and English in Bahrain, Man-
darin, Malayan, and English in Singapore, and Mandarin, Cantonese, and English in
China (see Figure 3).

Our analysis shows that substantial language-based within-country discrepancies per-
sist. Among those countries investigated for the first time as part of a multilingual analy-
sis in 2021, both in South Africa (English, Afrikaans) and Bahrain (Arabic), the SPR is
never displayed. In China, the SPR was never displayed for searches in Cantonese or
Mandarin, but it was for English searches (92.3%p,, / 31.6%p;,). In the United States,
the SPR was virtually always displayed after searches in English (100%p,y, / 68.3%jp,)
as in Study 1, but substantially less so when people searched in Spanish (94.0%p, /
25.4%y,,) — particularly in regard to helpful information. Thus, searches for suicide-pre-
vention resources within the United States performed in English are 2.7 times as likely to
immediately receive this information as part of the SPR as compared to US-based
searches in Spanish. In Canada, however, both searches in English (100%pm /
68.9%n1p) and French (99.3%p,y, / 62.0%y,,,) yielded similar SPR display frequencies. In
India, searches in English yielded comparably substantial display frequencies, as else-
where (100%pm, / 68.4%pp), while only some harmful searches in Hindi (12.9%pp, /
0%;,p), but no searches at all in Telugu triggered any SPR displays — thus, having immedi-
ate access to suicide-crisis information in India is 7.8 times as likely for potentially

Figure 3. Within-Country Differences in the Display Frequency of Google’s Suicide-Prevention Result
(SPR) Note. Solid lines correspond to the first language mentioned in parentheses (i.e., English),
dashed lines correspond to the second language mentioned, and dotted lines to the third language.
95% confidence intervals in gray are based on n = 1000 bootstrapping samples.
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harmful Google searches in English than for searches in Hindi, and is impossible to
achieve in Telugu. In Singapore, we also found the highest display frequencies after Eng-
lish searches (100%nm, / 68.9%u1,) and no displays for searches in Mandarin or Malayan.
These observations strongly support hypothesis H2.

Study 3: Differences between English-speaking countries

Finally, we looked at the SPR display frequency in English-speaking countries using the
same study setup as in Studies 1 and 2, except for the observation time (30 March
through 5 April, 2021, end dates included) and the number of searches performed (N
=365,913). We only compared the SPR display frequency after Google searches in Eng-
lish (see Figure 4).

The United States yields significantly higher display frequencies both for harmful and
helpful suicide-related searches (100%mm, 68.3%p,) than any other country. Significantly
lower, yet similar display frequency rates were observed for the United Kingdom
(93.3%nrm> 37.6%h1p), Singapore (93.3%p,m, 37.4%np), Australia (93.8%pm, 36.6%hp),
Canada (93.7%nrm, 36.7%h1p), Ireland (94.5%prm, 36.7%n1p), and India (93.1%pm,
36.4%pp). In China, in turn, the display frequency is slightly but significantly lower
(92.2%nm, 31.4%1p), and both in South Africa and Bahrain, the SPR never appeared.1
We therefore accept H3, confirming significant differences in the display rates of Goo-
gle’s SPR between countries in which English is widely spoken.

Discussion

We employed agent-based testing to emulate 1.6 million human-like Google searches in
order to evaluate the implementation of an algorithmic functionality at Google Search

Figure 4. Differences in the Display Frequency of Google’s Suicide-Prevention Result (SPR) in English-
Speaking Countries
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that aims at providing crisis-prevention resources. Google’s SPR has been in place since
2010 and had previously been evaluated on a global scale (Scherr et al., 2019). We repli-
cated and extended this work and especially focused on monitoring the changes in digital
divides previously observed as part of algorithmic, language-based health information
disparities now in 17 countries (Australia, Bahrain, Brazil, Canada, China, France,
Germany, India, Ireland, Italy, Japan, Singapore, South Africa, South Korea, Sweden,
the United Kingdom, and the United States) and in 16 languages (Afrikaans, Arabic,
Cantonese, English, French, German, Hindi, Italian, Japanese, Korean, Malayan, Man-
darin, Portuguese, Spanish, Swedish, and Telugu).

Our analysis revealed that digital divides both have and have not narrowed since the
last evaluation based on data collected in 2017, that is, 4 years ago (Scherr et al., 2019).
There are four main findings for the present 2021 assessment: First, in most countries
where Google’s SPR is implemented as a functionality, users see suicide-crisis infor-
mation over 90% of the time when they search for something suicide-related and poten-
tially harmful. Users also see such information about 60-70% of the time when they are
actively looking for help in a suicide-related, potential crisis. Most display frequencies
increased between 2017 and 2021, indicating the narrowing of the language-based and
algorithmically sustained digital divide. This is a considerable improvement. Yet, Google
still displays the SPR more frequently after suicide-related, potentially harmful searches
as compared to searches that are likely to involve seeking help, despite the low cost of
‘false positives.” Second, the SPR display frequency is still higher after searches are per-
formed in English and is now almost always displayed in English-speaking countries.
Informational discrepancies for the benefit of English-language searches therefore con-
tinue to exist between English- and non-English-speaking countries and within multilin-
gual countries in which English is also spoken. Third, miscellaneous observations
included slightly higher SPR display frequencies in English-speaking countries since
2017, the initiation of the implementation of the SPR in Canada, which must have
occurred since 2017, the initiation of entirely new observations beginning in 2021
(France, Italy, Bahrain, China, South Africa, and Sweden), and interestingly, India,
which was the only country where we observed a slight decline in the SPR display
frequency.

Our findings underline the importance of a continuous, external assessment of the
implementation of new functionalities within algorithmically curated information spaces
on a global scale. Without such external assessment, accountability and control over how
algorithmic functionalities are implemented and how they effectively operate over time
remains unclear, and only speculations can be made about how global informational dis-
parities prevail over extended periods of time. Implementation gap theory (Hudson et al.,
2019) suggests an entangled process of algorithmic development and its ongoing evalu-
ation to avoid implementation gaps in the first place, and to monitor and be able to close
implementation gaps along the way. In the case of Google’s SPR, English-speaking indi-
viduals in the United States had a 100% chance of receiving crisis-prevention information
from Google directly, on top and apart from the regular search results right at the
moment when they googled for a suicide-related, potentially harmful term, such as
‘most effective way to commit suicide’; the chances were about 68% when their search
implied help-seeking intentions (e.g., ‘how to overcome suicide thoughts’). However,
the same search terms typed into Google in Spanish, but also from within the United
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States, made the same suicide-prevention information available only in 95% of poten-
tially harmful searches and in only 25% of help-seeking searches, which highlights the
divide within the United States.

Without a systematic, continuous evaluation of the display rates, we have to rely on
Google’s word that such information disparities will be addressed and eliminated. The
SPR is just one example of an area in which the functionality of the Google algorithm
became at least somewhat visible. There is a need for evaluation during every step of
the implementation process, both for successful implementation and for productive
and uninterrupted use by diverse groups of users across the globe. Extended global access
to algorithmically curated media environments will increase the need for new, systematic
evaluation methods, including agent-based testing, in order to simulate different scen-
arios and communities using different languages, terms, and expressions in which an
algorithm is operating. Our 2021 analyses suggest that Google has closed some of the
implementation gaps since 2017, but our observations in India, but also within the Uni-
ted States, suggest that these changes are not necessarily reflective of the entire environ-
ment that Google, as a global company, taps into. A combination of continuous
evaluations and strengthening local algorithm development that also takes cultural differ-
ences in how people express themselves vis-a-vis search engines could be a sustainable
solution (see also Valencia, 2021).

Implementation gaps are not necessarily visible to experts, politicians, or customers,
and therefore they elude themselves from public scrutiny, which makes them hard to
detect. We can only speculate about the origins of the observed information disparities
for Google’s SPR, and there is no way to see from the outside whether Google omitted
some of the English search terms in other languages or incorrectly translated them,
thus resulting in lower display frequencies in other countries. Surprisingly, our questions
to the Tech giant have remained unanswered to this day. Observed challenges are admit-
tedly complex for Google given that users cannot only influence their localization vir-
tually (e.g., through the use of virtual private networks; VPNs), but also due to
increasing global mobility and the changing map of global language diversity (Hua
et al.,, 2019). Substantial within-country gaps in the display frequency of the SPR are
not limited to Spanish in the United States—the same applies to other countries and
to other global languages, such as Mandarin Chinese and Hindi.

Finally, Google’s SPR might affect the user search experience regarding user retention
and engagement when the SPR is shown unintentionally (from a user’s perspective). Fur-
thermore, Google’s SPR might as well produce an ‘Info Box Effect’ on users. There is lim-
ited evidence that the presentation of additional info boxes (e.g., Google’s Knowledge
Panel) significantly reduces the overall search time and the number of actual search
results people clicked on (Epstein & Mohr, 2018). Against this backdrop, one could
ask under what conditions Google decides to display additional info boxes and with
what effects on information seeking given that an info box display might affect the atten-
tion paid to ranked search results. Further studies should more closely look at this.

Limitations

We evaluated Google’s SPR display frequency across countries, languages, and over the
course of three short time periods. Although previous research revealed that the display
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rates remain very stable over time (Haim et al., 2017; Scherr et al., 2019), we cannot rule
out or generalize from these studies to make similar observations in all countries,
especially those that have not been assessed before. There might also be stronger
short-term variability in the display frequency after special circumstances, such as pro-
minent celebrity suicides (Arendt et al., 2020). Although we carefully watched the
news during the data-collection periods and systematically collected screenshots as con-
trol samples of the functionality of our approach, and even though we were not aware of
any prominent suicides, there might have been local suicide news reports, and there is a
chance that these could have triggered different local responses at Google. Longer obser-
vation periods could shed light on such possible variations. Moreover, we restricted our
analysis to all server locations that were available through the Amazon AWS environ-
ment at the time of data collection. Alternative approaches would allow for a higher
number of countries — however, at the cost of less comparability. For the same reason,
we also used the same word lists as those used in previous studies (e.g., Scherr et al,
2019) instead of changing or extending them. Finally, local contexts as well as cultural
differences on how to deal with the issue of suicide might have had an impact on the lit-
eral and social translations of the search terms, and in turn, Google search results might
as well acknowledge them. This limitation could apply both to within and between
country differences, e.g., a query that clearly suggests a crisis in one language but less
so in another language. It also remains unclear in how far Google’s algorithm acknowl-
edges or discounts for local suicide rates. Future research could further investigate if
Google’s SPR can be a more effective nudge, prompt, or prime if it varied more according
to culture and geography.

Conclusion

Holding today’s ‘Big Tech’ accountable is a future challenge for which useful tools and
procedures have yet to be developed. We targeted Google’s effort of additionally dis-
playing crisis-prevention resources that are displayed in addition to the regular search
results as an informational shortcut for those in immediate need. We simulated over 1.6
million Google searches in the domain of suicide prevention using human-like, agent-
based testing and compared the display frequencies of Google’s suicide-prevention
result (SPR) in 17 countries and for searches performed in 16 languages. While we
still found language-based, algorithmic information disparities (i.e., crisis-prevention
information that was not always displayed when potentially needed) both between
and within countries, we also observed higher display rates in English-speaking
countries as compared to 2017. Only the continuous, external evaluation of the algo-
rithmic functionality can help scholars to evaluate algorithmic content curation and
to help policymakers hold both media and tech institutions accountable for the huge
social impact they have.

Note

1. Asa control condition, we also included a list of search terms that were unrelated to suicide.
The SPR never showed up and showed up nowhere in response to any of the control terms
(which is not explicitly mentioned in the results).
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