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ABSTRACT
Despite evidence that suicide rates can increase after suicides are widely reported in the media,
appropriate depictions of suicide in the media can help people to overcome suicidal crises and can
thus elicit preventive effects. We argue on the level of individual media users that a similar ambivalence
can be postulated for search results on online suicide-related search queries. Importantly, the filter
bubble hypothesis (Pariser, 2011) states that search results are biased by algorithms based on a person’s
previous search behavior. In this study, we investigated whether suicide-related search queries, includ-
ing either potentially suicide-preventive or -facilitative terms, influence subsequent search results. This
might thus protect or harm suicidal Internet users. We utilized a 3 (search history: suicide-related
harmful, suicide-related helpful, and suicide-unrelated) × 2 (reactive: clicking the top-most result link
and no clicking) experimental design applying agent-based testing. While findings show no influences
either of search histories or of reactivity on search results in a subsequent situation, the presentation of a
helpline offer raises concerns about possible detrimental algorithmic decision-making: Algorithms
“decided” whether or not to present a helpline, and this automated decision, then, followed the
agent throughout the rest of the observation period. Implications for policy-making and search provi-
ders are discussed.

Suicide is a substantial public health problem, annually
accounting for approximately 800,000 deaths worldwide
(World Health Organization [WHO], 2014). In this regard,
the mass media can be described as a “double-edged sword”:
On the one hand, previous research has revealed that suicide
rates can increase after suicides are widely reported in the
media(Phillips, 1974; Stack, 2005). On the other hand, appro-
priate depictions of suicide in the media can help people to
overcome suicidal crises and can thus elicit preventive effects.
For example, it has been shown that suicide rates can decrease
after media reports on positive coping strategies
(Niederkrotenthaler et al., 2010).

Media effects on suicide-related behavior are mostly
explained through Bandura’s (1977) social learning theory,
stating that individuals are prone to imitating appropriate
coping strategies or suicidal behaviors. Factors influencing
media effects include a reported person’s level of prominence
(Ladwig, Kunrath, Lukaschek, & Baumert, 2012), similarity in
terms of age and gender of the role model (Yip et al., 2006), as
well as explicit or detailed descriptions of suicide methods
(Chan, Lee, Lee, & Yip, 2003). Against the backdrop of these
consistent findings, media organizations have advised their
journalists to adequately report about suicide (e.g., Corbo &
Zweifel, 2013; Mann et al., 2005). Most essentially, such
reports should include coping strategies and exclude any

romanticizing (e.g., “united for eternity”) or rationalizing
(e.g., “suicide was the logical next step”) of a suicidal act
(Niederkrotenthaler et al., 2010). Additionally, announce-
ments of suicide telephone helplines is deemed appropriate
(Sudak & Sudak, 2005), such as the announcement of tele-
phone hotlines (e.g., Till, Sonneck, Baldauf, Steiner, &
Niederkrotenthaler, 2013).

The importance of a person’s online search behavior has
already been acknowledged by previous research (Kemp &
Collings, 2011; Recupero, Harms, & Noble, 2008). For exam-
ple, Gunn and Lester (2013) found a correlation between the
total amount of searches for suicide-related terms and actual
suicide rates. Unfortunately, the role that search engines play
when individual people search for suicide-related information
is not fully understood.

Online search engines are increasingly seen as “personal gate-
keepers” for the overwhelming amount of information: Through
the personalization of online search results, providers pursue the
goal of producing faster and more adequate results for their users.
Based on individual users’ contexts—such as a user’s past search
behavior or their geographic location, and aggregate statistical
clustering—search engines such as Google claim to present differ-
ent users with different selections and/or rankings for search
results on the same search query in order to optimally match
with a user’s expectations (Feuz, Fuller, & Stalder, 2011), including
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the risk of partial information blindness: Beneficial information
(e.g., preventive content) might be excluded by the algorithm as it
is presumed to be of no vital interest to the user—the filter bubble
hypothesis (Pariser, 2011).

In this study, we tested the filter bubble hypothesis in the
suicide domain: Suicide-related search results can include
preventive as well as facilitative information, both of which,
in turn, have the potential to either protect (i.e., shelter) or
harm (i.e., abyss) suicidal Internet users. As algorithms may
recognize suicidal individuals’ suicide-related search-behavior
histories and personalize further web search results, they may
have an important impact on suicide-related search results.
Following the filter bubble hypothesis, we questioned whether
individuals with different suicide-related search-behavior his-
tories—they may have searched for suicide-facilitative (e.g.,
how to commit suicide) or suicide-preventive (e.g., how to
cope with suicidal ideation) information—get biased search
results in a subsequent situation.

To the best of our best knowledge, this is the first study
that has looked into the assumed personalizing effects of
search engine algorithms in the health communication con-
text. Due to Google’s influential position, the present study
focuses on Google.

Evidence for the Filter Bubble Hypothesis

Empirical evidence on the filter bubble phenomenon is rare.
One example is a recently published study that provides
evidence for small algorithmic effects in line with the filter
bubble hypothesis, but stronger effects of individual’s clicking
behavior on the content presented by Facebook (Bakshy,
Messing, & Adamic, 2015).

In the context of search engines, Feuz and colleagues
(2011) detected a small degree of personalization within
Google’s search results: Using a qualitative approach, the
researchers created three different Google accounts, manifest-
ing hypothetical individuals (i.e., similar to our agents)
through an adequate usage of the search engine. After this
training phase, equal searches were performed for all three
accounts, testing their degree of personalization. The
researchers found substantial personalization, but only when
looking at several hundred search results per user—a rather
unrealistic setting.

A study by Hannak and colleagues (2013) asked real
human subjects to search for certain terms, logging only
Google’s top-10 search results. Within these results, the
researchers could not confirm filter bubble effects as they
found only minor personalization effects (i.e., for logged in
users and different geolocations). Moreover, most differences
due to personalization referred to the ranking of search results
as compared to the selection of the presented results. We try
to contribute to these mixed findings by testing the filter
bubble in the health communication context.

Research Questions and Hypotheses

Following the filter bubble hypothesis, we assume that if a
user searches for query terms that can be assumed to contain
suicide-related harmful information (i.e., “how to commit

suicide”), then the filter bubble hypothesis suggests that
results on subsequent search queries will contain more sui-
cide-facilitative information. The same applies to suicide-
related helpful queries and thus suicide-preventive results.
The filter bubble claim reviewed earlier leads to the first
hypothesis.

H1: The obtained suicide-related Internet search results are
biased toward one’s individual search history.

In addition to one’s prior search behavior, Dou and col-
leagues (2007) have shown that clicks depict a major influence
on personalization algorithms. A click on a specific search
result item can be deemed as a confirmation of the search
engine’s algorithm. As their findings show, an algorithm
accounting for a user’s previous click decisions produces the
best results. We put this into a further hypothesis.

H2: Clicking the first search result increases the effect that
suicide-related Internet search results are biased toward
one’s individual search history.

As already noted, media outlets were instructed to provide
offers of help (e.g., hotlines). Google introduced a “suicide
prevention result” (Zeiger, 2010). Consequently, for certain
search queries, Google presents a special helpline result above
all other search results. This result does not depict a website
but is presented as a box including a helpline that is presented
“for certain search queries” (Zeiger, 2010). Unfortunately,
Google lacks further transparency. Due to the importance of
this matter for suicide prevention, we decided to put it into a
research question. To the best of our knowledge, no prior
research is available on these matters.

RQ1: How often does Google’s suicide-prevention result show
up and how is its presence influenced by a user’s search
and click history?

Method

We modeled online behaviors of N = 1,200 virtual agents
using agent-based testing. We utilized a three (search history
terms: suicide-related harmful, suicide-related helpful, and
suicide-unrelated) × 2 (reactive: clicking the top-most result
link and not clicking any link) experimental design. Thus,
every experimental group consisted of 200 virtual agents.
The whole study consisted of two phases: a one-week training
phase and a subsequent test phase. Our software is built upon
the CasperJS.org framework, which enables a server-based
scraping implementation of JavaScript. In addition to the
emulation of single participants, our software simulated mul-
tiple participants through regular repetition.

In the training phase, we simulated search engine user
behavior in order to train the agents. That is, the computer
randomly chose one agent of one of the six experimental
groups, loaded this agent’s past cookies, and randomly
selected one search query out of the agent’s experimental
group’s word list (i.e., suicide-related harmful, suicide-related
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helpful, suicide-unrelated). Then the computer navigated to
https://www.google.de and searched for the selected search
query. The first 10 results and their order were stored in
addition to whether Google’s suicide-prevention result (i.e.,
helpline) was displayed. The agent then randomly clicked on
the first search result or did not. Moreover, all cookies were
individually saved for each agent. This training procedure led
to M = 19.1 (SD = 1.4) training sessions for each of the 1,200
virtual agents. This roughly corresponds to 23,000 search
queries and a total of nearly 64,000 cookies.

For the construction of the search terms, we followed
Wong et al. (2013), who differentiated three main types of
online search behaviors: (1) suicidal searches without any
request for help (harmful search behavior), (2) suicidal
searches incorporating a demand for help (helpful search
behavior), and (3) a control group (neutral search behavior).
Each search term list comprised a set of words or short
phrases. The harmful search terms were formulated as sug-
gested by Biddle, Donovan, Hawton, Kapur, and Gunnell
(2008). Their list of 12 search terms was translated into
German using two common expressions for “suicide”
(Selbstmord, Suizid). As some translations were grammatically
not applicable, the final list comprised 22 harmful search
terms (e.g., “best method for suicide”). The list of helpful
terms (e.g., “overcoming suicidal thoughts”) also includes a
total of 22 queries, which were also created in accordance with
those proposed by Biddle et al. (2008). The full list can be
obtained upon request.

For the control group, we used the well-established Berlin
Affective Word List (Võ et al., 2009) that consists of 2,900
pretested German words, which had been validly rated in
terms of emotional valence, arousal, and imageability. We
filtered the list depending on the words’ emotional valence
—originally ranging from very negative (−3) to very positive
(+3)—into a list of more valence-neutral words rated between
−2 and +2. The control group’s ultimate list consisted of 2,647
words and did not include any suicide-related terms.

In the subsequent test phase, the computer randomly chose
one agent of one of the six experimental groups. The pre-
viously stored individual cookies for each agent were again
loaded in order to allow the search engine to identify a
revisiting user (i.e., the search history). The dependent vari-
ables were measured for every single agent by performing two
separate neutral suicide-related terms that allow for disambi-
guation (i.e., “suicide” and “suicide method” in German).

All simulations took place over the course of one week in
February 2015 on one computer. IP addresses varied over
time due to provider settings. However, they did not vary
systematically from agent to agent. This is beneficial because
it equalizes IP address influence (Hannak et al., 2013). The
computer was run in a large German-speaking city without
any other applications running in order not to reveal any
academic background (e.g., through IP subnet identification).

Dependent Variables

Google Search Results
For both queries (“suicide” and “suicide method”), all search
result links from the first result page were stored. Any

sponsored links as well as results from Google News or
Google Images were ignored. We collected all of the website
addresses (URLs) as well as their ordinal rank within the
results. The procedure yielded between 8 and 10 result links
for each agent.

Suicide-Prevention Result
We collected dichotomous information about the presence
of the suicide-prevention result for every agent. We coded
whether the helpline was shown (coded as 1) or not
(coded as 0).

Result

Search Results

Result pages were almost identical for all agents. As the
visual length of Google’s first result page is held approxi-
mately constant, the number of results per agent depends on
the appearance of the suicide-prevention result and varies
between 8 and 10. Thus, for all 1,200 agents, a post hoc
derived maximum sum of 9,605 different URLs would have
been possible for the first search (suicide) and 10,805 for the
second search (suicide method). However, only a total of 12
(first search term “suicide”) and 15 (second search term
“suicide method”) unique search results appeared. In other
words, for every single result link, one specific URL domi-
nated over almost all agents. Only very few agents were
presented with deviating result links. For example, for the
first search (suicide), each (100%) of the 1,200 agents was
presented with the Wikipedia page on suicide as the top
result, whereas the second result was primarily taken up by
a publisher on health literature (n = 1,183) and was sub-
ordinately occupied by an accompanying website for a book
on psychosocial health (n = 17). The latter 17 agents, how-
ever, were presented with the publisher’s website in the
third position, thus indicating a small variation, not in
terms of selection, but rather in terms of prioritization.

This lack of variance led us to an alternative (i.e., more
descriptive) way of handling the data. We planned to test for
group differences by coding single websites in order to assign
indices for (1) suicide-preventive, (2) suicide-facilitative, and
(3) neutral search results. However, this analysis strategy
could not be utilized due to the (surprising) lack of variability
regarding the search result: Only 2 out of 12 websites within
the first search using “suicide” were presented exclusively to a
subgroup of random agents—the other 10 websites were
shown to all 1,200 agents. For the second search using “sui-
cide method,” this finding applies to 3 out of 15 websites (as
visualized in Figure 1).

Hypothesis 1 (H1) predicted that the obtained suicide-
related Internet search results would be biased toward one’s
individual search history (i.e., the filter bubble hypothesis).
However, due to the lack of variance, this hypothesis was not
supported by the data. There was simply no variability.
Similarly, Hypothesis 2 (H2) predicted that regularly clicking
the first search result would increase the filter bubble effect
specified in H1. Similarly, as with the first hypothesis, clicking
could not show an effect due to the lack of variability.
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Helpline

Research question 1 asked how often Google’s suicide-preven-
tion result shows up and how a user’s search and click history
influences its presence. As noted, a dichotomous value
(whether the helpline was presented or not) was coded per
agent and for each training cycle, resulting in 22,962 binary
measures (1,200 agents × M = 19.1 training cycles).

We found an interesting pattern (visualized in Figure 2).
As expected, the suicide-prevention result was not presented
to any agent of the conditions searching for suicide-unrelated
terms (control group). Conversely, it was shown in 11% of all
cases where helpful search terms were applied. Of interest,
harmful search queries resulted in the presence of the suicide-
prevention result in 25% of the cases where agents did not
regularly follow the top-most result (i.e., nonreactive “no
click” condition) and in 31% of all reactive cases (i.e., “click”

condition). The percentage values, surprisingly, did not
change over time. They were independent of the agent’s
search history. In fact, the percentage values were constant
over time, which is why we could not rely on significance
testing.

Post Hoc Analysis
What is the reason for the constant values? We questioned
whether it was related to the specific search terms. However,
there was also no clear evidence of a relationship between the
helpline’s appearance and the specific search term entered.
Importantly, a follow-up analysis revealed spillover effects as
agents either were presented with the suicide-prevention
result all the time or never at all: If an agent was presented
with the suicide-prevention result for the first search query,
the agent was presented with the helpline for all subsequent

Figure 1. Share of agents with deviating URL from major result (ordinate axis) per ordinal result rank (abscissa axis). Line styles depict experimental groups.

Figure 2. Share of suicide-prevention results over time and across experimental groups. Ordinate axis depicts the share of suicide-prevention results. Abscissa axis
depicts the training cycle in question. That is, no matter if an agent queried Google for the first or fifth time, the share of queries for which the suicide-prevention
result was shown did not vary.
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queries as well. A total of 86 out of 1,200 agents were placed
in this category, receiving a virtual “suicide-affiliation tag” by
Google. As this is an important finding for suicide prevention,
we named this post hoc finding the tag hypothesis. We offer
three possible explanations for this phenomenon.

(1) The identified spillover effects called for a post hoc
analysis of the first search query per agent as this initial term
seemed to determine whether the suicide-prevention result
tag was applied. Yet, there was no clear pattern on this
term–result relationship. Of interest, 32 out of 44 suicide-
related search terms led to the helpline result and thus to
the tag. Moreover, every suicide-related term that was ran-
domly selected by 1 of the 86 tagged agents for their initial
search was also selected a minimum of nine times for initial
searches by other agents, which did not lead to the helpline
result. An explanation using the dependence on the initially
used search term can thus be rejected.

(2) Time of the day depicted another varying factor within
the first search and thus represents another possible reason
for tag variance. Yet, while 86 agents receiving the helpline
result conducted their first search equally distributed through-
out the first day of training, the 1,114 remaining agents did so
as well. That is, the first tagged agent started its training at
6:16 a.m. and the last one ended its initial search at 8:53 p.m.,
whereas the first untagged agent started at 5:58 a.m. and the
last one ended at 9:15 p.m. Thus, the time of the day does not
seem to influence the tagging of agents. There was no clear
pattern.

(3) Despite these somehow controllable influences, a ran-
dom factor could also be included. Such a random setting
would include an algorithm’s analysis of an agent’s search
query in order to apply a rating regarding whether the help-
line should be shown or not. Subsequently, this rating would
be subject to adaptation in two possible ways: Either a com-
pletely random factor is applied or an incrementing counter
depicts a ratio of users (agents) that are presented with the
helpline (i.e., every n-th user with a substantial suicidal rat-
ing). This random factor explanation, however, cannot be
verified validly but instead needs to be explained by the search
provider. Yet, when confronted with these findings, Google
did not answer our requests. We return to this finding in the
following section.

Discussion

The present study looked at filter bubble effects in the context
of suicide-related search queries. Our findings showed that
search histories did not influence search results for a subse-
quent search query. Search result personalization took place, if
at all, by rearranging identical results. This is in line with
some similar findings (e.g., Dou et al., 2007; Hannak et al.,
2013). Previous studies documenting filter bubble effects (e.g.,
Feuz et al., 2011) find rather small effects of personalization,
but mostly in highly artificial study settings. Additionally,
none of the mentioned studies (including our own) was cap-
able of identifying a general filter effect. That is, no study can
support the claim that Google blinds out (i.e., censors) specific
information. A personalizing filter bubble effect (at least) in
the context of suicide-related search queries must be rejected.

We obtained an important result for suicide prevention:
Google’s suicide-prevention result (helpline box) was shown to
a limited number of agents only. This is unfortunate because
the helpline box should be presented in more search results
for an increase in beneficial preventive effects. Google’s algo-
rithms seemed to attach a tag to every agent based on his or
her first search query—a tag the agents could not get rid of
throughout future search queries. For the presentation of the
helpline, we offered three possible explanations—search term
dependency, relationship to the time of a day, and random-
ness following search provider systematics—where only the
third explanation could align with empirical findings. Due to
the critical nature of our context, where the presentation of a
helpline might prevent actual suicides, this finding suggests
that more algorithmic transparency is required in the context
of search engines (e.g., Diakopoulos, 2014). Future discussions
should focus on a higher appearance rate of helplines, more
transparency in terms of their search algorithm, or a (trans-
parent) censorship of potentially harmful results.

As with every study, the present one has its limitations.
First, we tested the filter bubble hypothesis within the specific
context of suicides. Future studies should build upon the
gained knowledge and extend it to other health communica-
tion topics. Second, we used agent-based testing as a method
to test the filter bubble hypothesis. Although the present study
provides a methodological surplus value as it combines real-
world observation with the benefits of virtual-agent testing
(e.g., no harm to real humans), the method may elicit external
validity concerns. For example, we used a total of 22 search
terms for harmful and helpful searches. However, real media
users can use many more search terms.

Yet, despite the limitations, the current study revealed two-
fold results on the filter bubble hypothesis in the suicide context.
While personalization obviously does not apply in terms of
search results, algorithmic effects on partial information blind-
ness were found in terms of helpline presentation. The latter
manifests itself in a phenomenon we termed the tag hypothesis.
That is, algorithms “decided” when an agent submitted the very
first search query whether or not to present a helpline (i.e.,
whether or not to attach a tag to the agent). This automated
decision, then, followed the agent throughout the rest of the
experiment. Yet, as it cannot be ascribed to a user’s prior search
behavior, it might not be an effect essentially similar to the filter
bubble hypothesis. While this finding raises great concerns
about autonomous algorithmic decision-making, it also raises
more explicit implications: (1) Due to the changing media
environment and the increasing importance of the Internet as
a source for health-related information, a targeted research
effort on factors influencing online search behavior is important.
Following Google’s announcements on the suicide-prevention
result, the helpline presentation differs slightly from country to
country, thus requiring further (country-specific) research. (2)
The number of agents receiving the suicide-prevention box was
small. We suggest increasing the rate of helpline presentation.
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