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Abstract
Data-based clinical decision support systems (CDSSs) can provide personalized 
support in medical applications. Such systems are expected to play an increasingly 
important role in the future of healthcare. Within this work, we demonstrate an 
exemplary CDSS which provides individualized pharmaceutical drug recommen-
dations to physicians and patients. The core of the proposed system is a neighbor-
hood-based collaborative filter (CF) that yields data-based recommendations. CFs 
are capable of integrating data at different scale levels and a multivariate outcome 
measure. This publication provides a detailed literature review, a holistic compari-
son of various implementations of CF algorithms, and a prototypical graphical user 
interface (GUI). We show that similarity measures, which automatically adapt to 
attribute weights and data distribution perform best. The illustrated user-friendly 
prototype is intended to graphically facilitate explainable recommendations and pro-
vide additional evidence-based information tailored to a target patient. The proposed 
solution or elements of it, respectively, may serve as a template for future CDSSs 
that support physicians to identify the most appropriate therapy and enable a shared 
decision-making process between physicians and patients.
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1  Introduction

1.1 � Clinical decision‑making

The ability to make accurate and timely treatment decisions is a core skill and criti-
cal aspect of physician performance in medical practice (Croskerry 2009; Groves 
2012). Based on diagnosis and additional patient risk factors, such as demographic 
data, comorbidities, and life situation, the attending physician is tasked to make an 
estimation on the natural history of a disease and to predict the response to possible 
treatment options for a patient and time (Del Mar et al. 2007). Outcome, however, is 
typically multifactorial (Calero Valdez et al. 2016), meaning that multiple aspects, 
such as benefits and harms, are to be considered. At the same time, additional fac-
tors such as costs and the way of application determine the treatment decision. A 
precise definition of the targeted outcome (Kaplan and Frosch 2005) and an accurate 
prognosis are the foundation of optimal treatment decisions.

Depending on condition and indication, a great variety of pharmaceutical drugs 
and drug combinations may be available. Consequently, selecting the potentially 
most appropriate therapy option for an individual patient poses a challenging task to 
prescribers. As a result, treatment choices are often subjective and cognitive biases 
(Avorn 2018; Croskerry 2009; Trimble and Hamilton 2016), a high inter-rater and 
intra-rater variability (Kaplan and Frosch 2005), conflicts of interests (Larkin et al. 
2017) and errors (“To Err is Human” (IOM 1999)) are daily fare. Assuming that one 
optimal treatment for a patient and time exists, the aforementioned factors suggest 
that many patients are not treated optimally.

Moreover, patients self-perception shifts toward a more active role and the desire 
to be engaged in a participative decision-making process (patient empowerment) 
(Sim 2001; Kaplan and Frosch 2005; Barratt 2008). Trade-offs need to be found 
between the medical requirements and the patients’ preferences and expectations 
to support patients’ satisfaction and adherence to treatment. Explainability of treat-
ment decisions becomes an increasingly important factor. Physicians not only need 
to decide on one treatment but will be increasingly requested to clarify decisions and 
to provide detailed prognoses for the full range of options.

1.2 � Evidence‑based medicine

To reduce medication errors and remedy the stated inconsistency of treatment 
choices, evidence-based medicine (EbM) and evidence-based guidelines are sup-
posed to supplement a physician’s opinion with the best available external evidence 
from the scientific literature. EbM and guidelines, however, are susceptible to vari-
ous issues. Clinical studies, which evidence is based on, often lack generalizability. 
In particular, the presence of multimorbidity and polypharmacy can lead to differing 
therapy outcomes and increases the risk of drug interactions, adverse or unforeseen 
effects, or contraindications (Fortin et  al. 2006; Campbell-Scherer 2010; Franko-
vich et al. 2011; Faries et al. 2013; Longhurst et al. 2014; Sönnichsen et al. 2016). 
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Potential differences between clinical study collectives and real patient collectives, 
but also long-term effects, are often insufficiently evaluated before market introduc-
tion which makes pharmacovigilance an important process for drug safety. More-
over, clinical study endpoints frequently differ from the patients’ actual objectives 
such as Patient Reported Outcomes (PROs).

1.3 � Data‑driven decision support

To seamlessly integrate the most recent evidence from literature and guidelines into 
the clinical work process, appropriate technical tools are not yet available. Beyond 
that as stated above, the selection of patient-specific therapy options often cannot 
be provided on the basis of evidence from the literature and guidelines alone. An 
obvious way to address these challenges is to complement this external evidence by 
clinical experience from past patient encounters and routine care, which is stored in 
local or global data bases such as electronic health records (EHRs) and clinical reg-
istries. Exploiting such practice-based (Sim 2001) or real-world evidence (Sherman 
et al. 2016) facilitates the attending physician with empirical experience and supple-
ments external evidence where evidence from the literature is missing, inappropri-
ate, or inaccessible (Frankovich et  al. 2011; Gallego et  al. 2015; Celi et  al. 2014; 
Longhurst et al. 2014). Data-driven approaches, which assist by incorporating such 
information into treatment decision-making, can be expected to play a significant 
role in future healthcare.

To date, data-driven clinical decision support systems (CDSSs) are rare in clini-
cal practice. This is certainly due to challenges regarding integration of such sys-
tems into the clinical workflow and due to challenges related to access the relevant 
clinical data in a processable format. Lacking interpretability and explainability of 
recommendations further hamper acceptance of such systems. Particularly, collab-
orative filter (CF) algorithms, which are widely and successfully applied in other 
applications, such as e-commerce or music and movie streaming services, have 
many obvious analogies with the therapy recommendation setting as outlined above. 
A large number of optional items are ranked according to personalized preference 
predictions. Here, treatment options can be regarded as items and any of the mul-
tifactorial outcome indicators as preference. The potentially most successful treat-
ment with respect to an addressed outcome objective can be recommended to a phy-
sician and patient. By providing outcome predictions for each option and aspect, 
the final treatment decision can be made together with the patient and with special 
focus on his or her values and objectives. Moreover, especially neighborhood-based 
CF methods have the additional feature of being very intuitive. Predictions and rec-
ommendations are transparent and explainable in terms of the included neighboring 
consultations. On the one hand, this neighborhood can be inspected directly if kept 
at a moderate size. On the other hand, the computation of local summary statistics 
or a “Prototype Patient” can be supplementary or alternative means of providing 
insight into the outcome prediction and recommendation process.
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1.4 � Scope of this paper

Overall, we envision a CDSS as schematized in Fig. 1 that supports with clinical 
decision-making by integrating multiple sources of information such as (collective) 
clinical experience stored in health records or clinical registries and clinical evi-
dence from scientific literature, expert information and advisory platforms, respec-
tively. However, also patient reviews captured by online pharmacies or drug rating 
portals can be included as valuable source of patient experience, e.g., by means of 
sentiment analysis methods (Gräßer et al. 2018). This vision of a CDSS implements 
a closed loop in order to feedback treatment decisions and outcome. Consequently, 
this interactive machine learning (iML) approach (Holzinger 2016), encompassing a 
doctor-in-the-loop (DiL), facilitates a learning therapy recommender system which 
continuously improves by extending the clinical databases and adapts to applied 
research and pharmacovigilance findings.

Within this work, we present a comparative study of various implementations 
of a data-driven therapy recommender system. The applied methodologies exploit 
(phenotypic) patient characteristics and information on outcome of previously 
applied treatments. This data is considered to capture (collective) clinical experi-
ence concerning therapy options. On the basis of this previous experience, the goal 
is to provide patient-specific therapy recommendations which are optimized for a 
given patient and time considering his or her individual characteristics. Therefore, 
we transfer and adapt methodologies from CF research to the therapy recommenda-
tion application. In order to illustrate the recommender system’s intended use, we 
present a prototype and Graphical User Interface (GUI) concept which addresses—
based on the CF recommendation algorithms—explainable recommendations and 
features shared decision-making as introduced above. Beyond that the demonstrated 
prototype provides evidence-based information regarding treatment options, which 
is tailored to a target patient and consultation. The exemplary application focuses on 

Fig. 1   Therapy recommender system framework integrating multiple sources of information and encom-
passing a DiL
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the chronic inflammatory skin disease Psoriasis, however, is intended to be transfer-
able to other conditions as well.

Basic ideas of this work were initially demonstrated in our previous publications 
(Gräßer et al. 2017, 2019). Within this paper, we demonstrate the first time a com-
prehensive evaluation and comparison of various implementations and the integra-
tion into an overall prototypical therapy recommender system.

1.5 � Organization of this paper

The remainder of this article is organized as follows. Related works are summarized 
in Sect. 2. The exemplary application and available data are detailed in Sect. 3. Sec-
tions  4 and 5 provide an overview on the characteristics of the implemented CF 
algorithms and its results, respectively. Algorithmic details can be found in Appen-
dix A. In Sect. 6, the fundamental requirements and ideas behind the GUI concept 
are presented. A detailed description and screenshots are included in Appendix B. 
Finally, Sects. 7 and 8 discuss benefits and shortcomings and provide some conclu-
sions, respectively.

2 � Related work

CDSS in general are broadly defined as computer systems which are designed to aid 
clinical decision-making by providing patient-specific assessments or recommenda-
tions at the point in time that these decisions are made (Berner and La Lande 2016).

Several essential characteristics, which determine acceptance and successful 
application of CDSSs, are described in the literature. According to the analyses 
by Kawamoto (2005), decision support must be actionable recommendations, 
rather than just assessments and must be provided automatically as part of the 
clinician’s workflow at the time and location of decision-making. Moreover, the 
decision support should be provided timely and be accurate, interpretable, and 
tailored to the current needs (Beeler et  al. 2014). Finally, the growing engage-
ment of patients in clinical decision-making should be considered (Sim 2001; 
Kaplan and Frosch 2005).

Research on CDSSs in general has emerged from earlier Artificial Intelligence 
research, which aimed to design computer programs to simulate human decision-
making (INTERNIST-I (Miller et  al. 1982), MYCIN (Shortliffe 2012), DXplain 
(Barnett et  al. 1987)). Today, the literature describes a mass of CDSSs varying 
greatly in design, function and use (Shortliffe 1987; Garg et al. 2005; Wright et al. 
2011; Berner and La Lande 2016; Pandey and Mishra 2009; Sutton et  al. 2020). 
Berner and La Lande (2016) and Pandey and Mishra (2009) distinguish CDSS 
approaches according to their implementation properties into knowledge-based, 
which typically consist of compiled rules or probabilistic associations, and non-
knowledge-based approaches, which apply machine learning (ML) or other statisti-
cal pattern recognition methods to automatically learn from past experiences stored 
in the clinical data. The first approach features explainability but relies on complete 
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and accurate knowledge bases which are difficult to obtain and keep to up-to-date. 
The latter approach, on the other hand, has the potential to automatically reveal 
knowledge from data and adapt to changes. However, ML methods typically require 
large amounts of data to build reliable models and decisions are often difficult to 
interpret. Within the context of non-knowledge-based, data-driven approaches, espe-
cially the information captured in EHRs is expected to play an important role in the 
future of healthcare CDSSs (Haas 2005; Gallego et al. 2015).

Several works propose to mimic personalized observational studies by dynami-
cally identifying a subgroup of patients in the database of past patient encounters 
(Frankovich et al. 2011; Leeper et al. 2013; Gallego et al. 2015). Such virtual cohorts 
of similar patients can be assumed to be more likely to represent a realistic popu-
lation with similar characteristics than those assembled for clinical trials (Gallego 
et al. 2015). Clinicians using an EHR ideally generate such practice-based evidence 
as a by-product of routine health care. Longhurst et al. (2014) propose a Green But-
ton which is intended to provide real-time and personalized practice-based evidence 
and treatment recommendations by systematic analysis, appraisal, and presentation 
of such observational experience.

Deriving recommendations based on the collective experience and preferences of 
users is a widely and successfully used techniques to support users with the deci-
sion-making task in multiple, especially online applications (Ricci et  al. 2011; Su 
and Khoshgoftaar 2009). Recommender System (RS) algorithms which rely on a 
subset of similar users, namely neighborhood-based CF, are especially popular and 
successfully applied (Ricci et al. 2011; Su and Khoshgoftaar 2009). The underlying 
concept is very similar to the identification of similar patients to obtain practice-
based evidence from, as described above.

Various works employ RS-related techniques for health applications, denoted as 
Health Recommender Systems (HRSs), which are summarized in Table 1. The pub-
lications can be broadly categorized into reviews or frameworks on the one hand, 
and approaches addressing the objectives adverse drug event and side effect predic-
tion and prevention, outcome prediction and therapy recommendation, and disease 
risk stratification, on the other hand. As can be seen, only ten works can be catego-
rized into the group of treatment recommendations including those recommending 
clinical orders in general. In this group, in turn, no work deals with the recommen-
dation of pharmaceutical treatments exclusively. Four works in this group use treat-
ment or clinical order history, and six works use patient data as basis for recom-
mendations. In summing up, it can be said that the application of RS methods for 
treatment recommendations, especially in the domain of pharmaceutical treatments, 
are not widely represented in the scientific literature.

3 � Data and application

Clinical data today is an expensive asset and benchmark datasets, suitable for devel-
opment and evaluation of a therapy recommendation CDSS, are unfortunately hardly 
accessible due to data protection issues. Moreover, feedback on interventions from 
longitudinal observations is difficult to obtain and often associated with long time 
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constants. This shortage can be considered as one major reason for the small number 
of comparable works in the literature. Moreover, clinical data is rarely recorded in a 
structured and processable format but requires extensive preprocessing and transfor-
mation which is subject to uncertainties and noise.

In our previous work (Gräßer et al. 2019), we presented such a dataset which will 
also be used within this work. The data represents the routine health care of patients 
suffering from different types of the chronic inflammatory skin disease Psoriasis 
and is provided by an university outpatient clinic in Germany. Psoriasis is incurable 

Table 1   Related works regarding HRSs ordered by year of publication, analyzed in terms of underlying 
algorithms, category of application, and data source

Whereas patient data includes (condition related) attributes such as demographic information, diagno-
ses, or laboratory results, treatment history comprises previous treatments, order history previous clinical 
orders in general, and clinical history previous diagnoses only. ADE data summarizes datasets containing 
experience with drug–drug interactions. The 25 identified works stem from 20 research groups. Only 
publications which focus on clinical applications and utilize data related to health records do derive rec-
ommendations are included. Works dealing with recommending hospitals, doctors or social networks, 
but also nutrition or lifestyle change and behavior recommendations, are neglected

Reference Year Algorithm Category Data

Miyo et al. (2007) 2007 Memory-based ADE prediction Treatment history
Duan et al. (2008) 2008 Association analysis Treatment Treatment history
Hassan and Syed (2010) 2010 Memory-based Disease prediction Patient data
Folino and Pizzuti (2010) 2010 Association analysis Disease prediction Clinical history
Davis et al. (2010) 2010 Memory-based Disease prediction Clinical history
Duan et al. (2011) 2011 Association analysis Treatment Treatment history
Lu et al. (2012) 2012 Memory-based Treatment Patient data
Komkhao et al. (2012) 2012 Memory-based Treatment Patient data
Sezgin and Özkan (2013) 2013 – Review -
Sodsee and Komkhao 

(2013)
2013 Memory-based, content-

based, knowledge-based
Treatment Patient data

Chawla and Davis (2013) 2013 Memory-based Disease prediction Clinical history
Chen and Altman (2013) 2013 Association analysis Treatment Order history
Wiesner and Pfeifer (2014) 2014 Content-based Information Patient data
Folino and Pizzuti (2015) 2015 Association analysis, HMM Disease prediction Clinical history
Chen and Altman (2014) 2016 Association analysis Treatment Order history
Zhang et al. (2016b) 2016 Memory-based, ANN Treatment Patient data
Zhang et al. (2016a) 2016 Memory-based ADE prediction ADE data
Valdez et al. (2016) 2016 – Framework -
Hao and Blair (2016) 2016 Memory-based Disease prediction Patient data
Schäfer et al. (2017) 2017 – Framework -
Gräßer et al. (2017) 2017 Memory-based Treatment Patient data
Chiang et al. (2018) 2018 model-based, LR ADE prediction ADE data
Hors-Fraile et al. (2018) 2018 – Review -
Lattar et al. (2020) 2019 – Review –
Mustaqeem et al. (2020) 2020 Memory-based Treatment Patient data
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and requires lifelong treatment and rehabilitation and hence patients often have a 
long treatment history including various pharmaceutical treatment options. The 
given data comprises N = 1242 consultations from P = 239 patients. Eight hundred 
and fifty-two consultations from 209 patients are associated with one of the M = 22 
systemic treatment options and outcome information is given. These 852 consulta-
tions can be utilized for evaluation.

Each consultation is represented by patient data (i.e., demographic data, diag-
nosis, clinical findings, comorbidities, and life situation), treatment history (i.e., 
outcome of previously applied treatments), and outcome of the treatment applied 
in the current consultation. As it is prevalent with clinical data, the patient data is 
characterized by missing values. Since several algorithms used in the following are 
dependent on complete data, imputation strategies, depending on the mechanism 
underlying the missingness, were applied to complete this data. Outcome for each 
applied drug is measured by effectiveness, �PASI and occurrence of adverse drug 
events (ADEs). Whereas effectiveness is the physician’s assessment on a scale good, 
moderate, and bad, �PASI quantifies the effect of an applied treatment in terms of 
the psoriasis area and severity index (PASI), which combines both the skin area 
affected and the severity of lesions (Fredriksson and Pettersson 1978). All three 
outcome indicators are summarized in the affinity score as demonstrated in (Gräßer 
et al. 2017) which is defined on the interval between 0 (bad outcome) and 1 (good 
outcome). To compute the affinity score, effectiveness and relative change of PASI, 
both transferred to the interval [0, 1], are averaged and penalized if ADEs have been 
occurred after application of the respective treatment.

Patient data of the overall N = 1242 available consultations is stored in the 
D = 159 dimensional consultation representation matrix �̃ . Moreover, the sparse 
N ×M historic consultation-therapy outcome matrix �̃hist represents the affinity 
scores of all treatments applied to a patient p previously to his or her nth consul-
tation. The sparse N ×M complete consultation-therapy outcome matrix �̃all holds 
affinity scores for all treatments applied up to and including the current consultation 
n. Thus, a vector �̃all associated with the nth consultation of patient p corresponds to 
the vector �̃hist associated with the consultation succeeding consultation n (consulta-
tion n + 1 ) of this patient p. Finally, the sparse N ×M outcome matrix �̃ holds the 
affinity scores of treatments applied in consultation n.

4 � Collaborative filtering for therapy recommendation

4.1 � Background

Particularly in e-commerce applications, CF methods have gained increasing impact 
and are an active topic of research. Personalized product recommendations are typi-
cally based on estimating a user’s preference in order to derive a ranked list of items. 
As already introduced in Sect. 1 and demonstrated in previous works (Gräßer et al. 
2017), personalized therapy recommendations can be regarded as a comparable task 
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considering patients as target users and the therapy options as items. However, with 
essential differences as specified in Table 2.

In this work and our previous publication (Gräßer et  al. 2017), we employ the 
concept of user-based CF in the therapy recommendation setting. The proposed ther-
apy recommendation approach focuses on recommending treatment options which 
optimize outcome for a given patient and time. To meet the multifactorial outcome 
aspects described in Sect. 3, the proposed algorithms are optimized and evaluated 
with respect to the summarizing affinity score. Consultations are regarded as users 
and therapy options m as items. The intention is to exploit consultation similarity, 
i.e., similarity between patients at a point in time. We compare variations of two 
basic neighborhood-based, i.e., memory-based, methods differing in the data used to 
represent a consultation. Thus, patterns in response to previous treatments alone or 
supplemented by patient characteristics are supposed to be revealed.

All approaches have in common to (1) predict outcome of therapy options and (2) 
rank the treatments according to this prediction. The intention is not to recommend 
treatments based on general popularity or average efficiency, but rather to make a 
selection that is tailored to a target patient and consultation at hand. Furthermore, to 
leverage trust and reduce risk of the automatically generated therapy recommenda-
tions, (3) exclusion rules, such as contraindications and recommendations regarding 
the sequence of treatments can be applied in a post-filtering layer to highlight or 
exclude treatments from the recommendations list. The evaluation of such heuris-
tics, however, is not part of this work. Figure 2 shows the processing and evaluation 
chain for a recommendation query together with all inputs and associated outputs.

In the reporting of our methodological specifications and results, we are guided 
by the guidelines for Machine Learning in Biomedical Research of Luo et al. (2016). 
However, not all suggested reporting items are applicable to the recommendation 
setting. Following the guideline’s categorizations, the present outcome prediction 
problem can be considered as a prognostic regression task as we predict a temporal 
event. The study itself is retrospective, as we use data collected previously to our 
experiments.

4.2 � Evaluation strategy

Within this work, two evaluation criteria are utilized. Accuracy of the predicted 
outcome is evaluated by computing the root-mean-square error (RMSE) between 
predicted and actually observed outcome (affinity score). The quality of the ranked 
list of recommendations is assessed by computing the agreement between recom-
mendations derived from outcome predictions and actually applied therapies, i.e., 
the recommendations from the attending physician. The top-3 recommendations are 
assessed in the following using mean average precision (MAP) at position 3. How-
ever, as the objective is rather to recommend potentially successful therapy options 
than imitating the attending physician, the reference standard for the MAP@3 are 
recommendations only, which have actually been applied and for which good out-
come was observed, i.e., affinity scores exceed a predefined threshold thrgood = 0.5 . 
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Table 2   Key aspects that distinguish conventional RS applications from therapy recommendation appli-
cations

Aspect Description

Multifactorial outcome CFs typically aim to optimize overall user satisfaction by recom-
mending items with the highest predicted purchase probability or 
the highest predicted rating. In contrast to such uni-dimensional 
criteria, in case of therapy recommendations, the aspects for an 
optimal item span multiple dimensions such as effectiveness 
and the risk of ADEs of a drug, but also way and practicabil-
ity of application and cost–benefit balance. The priority of the 
individual aspects differs among patients.

Objective and subjective outcomes CFs leverage implicit or explicit information to derive personal 
suggestions. Whereas implicit feedback, such as previous pur-
chases, is generated automatically, explicit feedback, such as sub-
jective ratings on a predefined scale, is provided actively by the 
user. Also in the therapy recommendation setting, the application 
of a treatment can be regarded as implicit feedback and aspects 
such as practicability can be measured by explicit and subjec-
tive patient feedback. Aspects such as effectiveness or ADEs, 
however, are not subjective ratings but rather objective measures 
which quantify treatment response. Prerequisite for a meaning-
ful explicit feedback is in any case the patient’s adherence to the 
recommended drug.

Shared decision-making In contrast to traditional CF applications, in the therapy recom-
mender system setting at least two stakeholders should be 
involved into the final choice of the item. The treatment decision 
is made by the attending physician. However, to increase the 
patient’s satisfaction and adherence to the recommendation, the 
priorities are ideally defined in agreement with the patient’s val-
ues and preferences. Moreover, additional “indirect” stakeholders 
are involved such as health insurance companies, which strive for 
reducing the overall treatment costs.

Patient information Conventional CF applications base recommendations on purchase 
history only. Especially in health applications, patient character-
istics, such as comorbidities and state of health, can be assumed 
to contain essential additional information for accurate outcome 
prediction and meaningful therapy recommendation.

Fig. 2   Therapy recommendation processing and evaluation pipeline
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As an accurate outcome prediction is the foundation for appropriate therapy recom-
mendation, primary focus is put on this criterion in the following.

As the temporal consultations of the individual patients cannot be regarded to be 
independent and identically distributed, we apply a patient-wise evaluation scheme 
in this work. To make most of the available data and ideally provide an unbiased 
estimate of the true generalization error, a P × 5 nested cross-validation approach is 
applied for model selection and generalization performance estimation, which was 
found to provide almost unbiased performance estimates (Raschka 2018). The real-
ized approach is a nesting of two patient-wise cross-validation loops as pictured in 
Fig. 3 exemplarily for the consultation representation matrix �̃.

The outer loop implements a leave-one-patient-out cross-validation, which in 
each iteration p ∈ P holds out the consultations of the test patient p for evalua-
tion. For this test patient p, an individual model on the basis of all patients apart 
from p is evaluated. For each consultation of the hold out test patient, accuracy of 
the predicted outcome (RMSE) and quality of the ranked list of recommendations 
(MAP@3) are assessed. The average RMSE and MAP@3 scores reflect the overall 
performance of this model applied to the test patient p’s consultations. Finally, aver-
age and variance of RMSE and MAP@3 is computed over all iterations p to esti-
mate the overall generalization performance.

The inner loop applies shuffled fivefold cross-validation for model selection on 
the basis of all consultations apart from test patient p. To avoid bias due to potential 
sample dependencies as described above, also the inner loop is implemented such 
that in no iteration i the same patient enters different folds in the same iteration. The 
data partitioning is carried out in such a way that each fold approximately contains 
the equal number of consultations. Within this inner loop, the fivefold cross-valida-
tion performance is calculated for all considered model variants (grid search) and 
the best performing model is selected.

4.3 � Implementation of outcome prediction

In the user-based CF approach, as it is applied in this work, outcome prediction 
can be regarded as a neighborhood-based regression problem. Outcome estimates 
ŷn
m

 for individual therapy options m are computed as a linear combination of 
observed affinity scores in the neighborhood of a test consultation n. This neigh-
borhood is derived from the training subset which is defined by the cross-valida-
tion iterations p and i. Each training consultation k is represented by a respective 
vector �̃k from �̃all and holds the outcome of previous and current therapies as 
described in Sect.  3. The �̃k for a cross-validation iteration are aggregated in a 
matrix �̃train . Figure 4 shows the outcome prediction for a treatment option m1 and 
an exemplary test consultation n.

The neighborhood of size K is determined using heuristic similarity measures sn,k 
for each test consultation n. The similarity measures sn,k are further employed as the 
k ∈ K regression coefficients to estimate ŷn

m
 by computing the (weighted) average of 

all observed outcomes for each m according to
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Here, it must be kept in mind that outcome estimates can be computed for therapies 
only which appear at least once in the neighborhood of n. That means, besides pre-
dicting outcome the algorithm already selects a subset of therapies from all available 
options.

In a subsequent recommendation step, all treatment options for which an affin-
ity prediction is available are ranked according to that prediction. The top-N ranked 
entries are evaluated to assess recommendation quality. If ties occur, i.e., the affinity 

(1)ŷn
m
=

∑K

k=1
ãk
m
⋅ sn,k

∑K

k=1
�sn,k�

Fig. 3   Nested cross-validation approach for model selection and evaluation. The outer loop implements 
a patient-wise cross-validation over all p ∈ P patients, the inner loop implements a fivefold cross-valida-
tion, however, without mixing consultations of a patient p into test and training partition in any iteration 
i. Here, the example for the consultation representation matrix �̃ is shown. �̃hist , �̃all , and �̃ are parti-
tioned the identical way
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score prediction of two therapy options equal, they are broken by recommending the 
more effective treatment according to the training partition.

To evaluate the accuracy of the predicted outcome, RMSE between predicted and 
actually observed outcome is computed as described in Sect. 4.2. For each test con-
sultation n, only one ground truth value, i.e., applied therapy and known outcome 
is available in �̃n

test
 . Furthermore, prerequisite to compute a RMSE is that an affinity 

score estimate can be provided for this actually applied therapy. This in turn depends 
on whether the therapy is available in the neighborhood under consideration. Miss-
ing overlap of prediction and ground truth does not affect the RMSE calculation 
as the average score is only calculated using the existing values. However, reliabil-
ity of RMSE suffers if computed from little overlapping observations. Beyond that 
this overlap directly affects the MAP@3, which quantifies the quality of the ranked 
list of recommendations. On the one hand, one can assume that a neighborhood of 
similar consultations is not only characterized by similar outcome but is also char-
acterized by commonly applied therapies yielding good MAP@3 scores even when 
recommending only few options. On the other hand, for small neighborhood sizes 
K, the coverage of available treatment options can become very low, which reduces 
the possibility of recommendations overlapping with the actually applied treat-
ment. Therefore, ratio of neighbors from which RMSE can be computed (overlap) 
and ratio of overall recommended treatment options (coverage) are also monitored. 
When defining the neighborhood sizes K, a trade-off needs to be found, as large 
K increase overlap at the expense of deteriorating prediction accuracy and recom-
mendation quality due to inclusion of inappropriate consultations. Based on those 
considerations and with respect to the overall objective to optimize outcome predic-
tion accuracy, two criteria are defined to be met for a model to be selected in the 
inner cross-validation loop: (1) the average number of recommendations overlap-
ping with the actually applied treatment is overlap ≥ 75% and (2) prediction accu-
racy (RMSE) is minimal.

The data to represent consultations and the applied similarity measure sn,k to 
compare consultation representations, have crucial impact on the prediction results. 
In the following, six CF variations are compared which differ in the data and simi-
larity measure utilized. Additionally, prediction accuracy and therapy ranking 

Fig. 4   Outcome ŷn
m
 of treatment options m1 is estimated for a test consultation n by aggregating all out-

comes observed for m1 in the treatment history of the K most similar training data consultations. There-
fore, the (weighted) average of all outcomes for m1 observed in that neighborhood is computed



1032	 F. Gräßer et al.

1 3

performance are benchmarked against two baseline approaches. All implemented 
algorithms are introduced briefly below and their characteristic features summarized 
in Table 3. Detailed descriptions are given in Appendix A.

CF (Cosine), CF (Euclidean): Firstly, a conventional user-based CF approach, 
described in Appendix A.1, is implemented (Gräßer et al. 2017). Consultations are 
compared based on the outcome of commonly applied therapies. Consultations are 
regarded as similar if outcome on commonly applied therapies is similar accord-
ing to the applied similarity measure. The experience with therapies observed in the 
neighborhood of a target consultation can then be transferred to this consultation. 
Two metrics to measure similarity are contrasted, Cosine similarity (CF (Cosine)) 
and Euclidean distance (CF (Euclidean)).

DR (Gower), (DR (Euclidean): The proposed conventional CF approach requires 
the associated test patient to have experience with at least one therapy in its therapy 
history (cold start problem). Moreover, reliability of the computed similarity can 
depend on the number of co-occurring therapies in consultation representation vec-
tor which can affect the accuracy of recommendations. To overcome such limita-
tions and to make use of the additional, presumably meaningful information in the 
patient data, the described conventional CF is extended to a hybrid approach which 
additionally incorporates the available patient data into the similarity computation 
(Gräßer et al. 2017). Firstly, the Gower similarity coefficient is applied to compare 
consultation representations (DR (Gower)). It is inherently capable of measuring 
similarity at the presence of mixed data types and can cope with missing values. 
Secondly, Euclidean distance, converted to a similarity measure by means of a 
Gaussian radial basis function (RBF), is applied (DR (Euclidean)). In contrast to the 
Gower similarity approach, this similarity measure requires data transformation and 
normalization.

DR-RBA: Individual attributes typically are of varying importance concerning the 
similarity coefficient sn,k . The curse of dimensionality further requires the dimension 
of the data to be as low as possible to facilitate a meaningful concept of similarity. 
As a consequence, both, the unweighted inclusion of attributes and the inclusion 
of irrelevant or redundant attributes, can affect the performance of neighborhood-
based CF algorithms substantially. Accordingly, it is an obvious strategy to mod-
ify the above-proposed patient-data CF approach in order to weight the individual 
attributes according to their relevance (attribute weighting) and to remove irrelevant 
ones (attribute selection) before computing similarity. Here, a relief-based algorithm 
(RBA) is adapted to the given problem as detailed in Appendix A.3. The proposed 
algorithm weights and selects attributes on the basis of a priori assumptions regard-
ing similarity an dissimilarity of instances. Finally, Gower similarity coefficient, 
which allows to assign weights wd or discard attributes, is applied to compare con-
sultation representations in the scaled and reduced attribute space.

DR-LMNN: Especially linear transformation, which takes correlations among 
attributes and the data’s distribution in the attributes space into account, is a widely 
and successfully used preprocessing strategy in the context of classification and data 
analysis. In contrast to the RBA approach, such transformations not only scale the 
dimensions of the attribute space but rotate the basis of the coordinate system in 
order to adapt to the data at hand. This bears the potential to yield more meaningful 
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neighborhoods. Also in the context of the proposed patient-data CF, it is assumed 
that the multivariate distribution of the data has crucial impact on the similarity 
computation and hence the outcome estimation of the regression algorithm. Further-
more, it is assumed that certain attributes are redundant or correlate strongly. Hence, 
in order to improve outcome prediction accuracy, linear transformation of the data 
before computing similarity may be a beneficial preprocessing approach. Here, a 
generalized Mahalanobis metrics is learned from the data based on a priori infor-
mation which can be regarded as a linear transformation of the attribute space before 
applying Euclidean distance. As detailed in Appendix A.4, the large Margin nearest 
neighbor (LMNN) algorithm proposed by Weinberger et al. (2005) and tailored to 
the problem at hand, is employed for Mahalanobis metrics learning.

Baseline approaches: Additionally, two baseline approaches are compared with 
the proposed CF algorithms. Firstly, average efficiency, i.e., the average affinity 
scores for each treatment, is computed as outcome prediction baseline (Base-EFF). 
Ranking those predictions according to outcome provides one recommendation 
baseline. Secondly, overall popularity, i.e., the individual therapies’ frequency of 
application in the training partitions, are employed as second recommendation base-
line (Base-POP). As no outcome prediction is provided, no RMSE can be computed 
for the overall popularity baseline.

5 � Results

In the following, the performance of the introduced CF algorithms and variations 
are compared. In subsection 5.1, results from model selection, i.e., the inner cross-
validation loop, are contrasted, and the best model for each approach is selected. 
In subsection 5.2, generalization performance estimates, yielded in the outer cross-
validation loop, are compared and discussed.

5.1 � Model selection

Depending on algorithm, various free parameters need to be optimized. The most 
crucial parameter which all approaches have in common is the neighborhood size 
K. As specified in Sect.  4.3, the primary evaluation criterion for model selec-
tion is the accuracy of outcome predictions. However, as additional criterion, the 
ratio of neighbors overlapping the actually applied therapy is defined to exceed 
overlap ≥ 0.75 to base the selection on reliable values. Table 4 summarizes mean 
values and standard deviations of the inner cross validation results (i.e., average over 
all 5 folds) for each of the discussed scores and the selected K. Further parameter 
settings are discussed in the following.

In case of the conventional CF (CF (Cosine) and CF (Euclidean)), optimal K of 
the Cosine similarity approach is considerably smaller than K of the Euclidean dis-
tance. Nevertheless, outcome prediction performance (RMSE), which in both cases 
deteriorates with increasing neighborhood size, shows superior results when using 
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the Euclidean distance compared with Cosine similarity. Regarding the ability to 
rank the actually applied and successful therapy among the top options, Cosine simi-
larity outperforms the Euclidean distance. Cosine similarity is capable of retriev-
ing already at very small neighborhood sizes a large ratio of neighbors overlapping 
the actually applied therapy (overlap). Simultaneously, coverage is comparably low, 
meaning that the retrieved neighboring consultations are very accurate with respect 
to the applied treatments and hence introduce only little noise into the recommenda-
tion. Both results in high MAP@3 values. Yet, the neighboring consultations only 
allow for comparably bad outcome prediction. The Euclidean distance, on the other 
hand, facilitate much better RMSE values which, however, is based on smaller over-
lap. The comparably large coverage yields inaccurate recommendations and low-
quality therapy ranking.

In case of the patient-data CF (DR (Gower) and DR (Euclidean)), outcome pre-
diction performance (RMSE) is comparable for both measures compute similarity 
between consultation representations. However, K is distinctly smaller for the Gower 
similarity. With this K, the Gower similarity approach is capable of yielding larger 
agreement with the physician’s successful recommendations (MAP@3) with smaller 
coverage. When considering the course of MAP@3 over K, MAP@3 is even larger 
for smaller K than the point where the overlap criterion is met. These observations 
indicate that considering scale of measurement, i.e., data type, is obviously benefi-
cial when comparing attributes. Yet, for both similarity measures the patient-data 
CF only allows for bad outcome predictions compared with the conventional CF.

As introduced in Sect. 4.3, the proposed RBA approach scales each attribute d 
according to assigned importance weights wd before computing Gower similarity, 
whereas only those attributes assigned with positive weights are taken into account. 
The free parameters, number of nearest hits and nearest misses KRBA and neigh-
borhood size K, are determined by means of a grid search within the inner cross-
validation loop. Concerning KRBA , the best RMSE could be constantly found for 
KRBA = 15 . As given in Table 4, by applying this attribute weighting approach, the 
prediction error is reduced compared to the unweighted Gower similarity approach 

Table 4   Inner cross-validation loop results

Mean and standard deviation of neighborhood size K, outcome prediction accuracy (RMSE), recom-
mendation list agreement (MAP@3), average overlap with applied treatment and coverage of treatment 
options

Method K RMSE MAP@3 Coverage Overlap

CF (Cosine) 13.13 (5.01) 0.18 (0.00) 0.77 (0.01) 0.31 (0.03) 0.90 (0.01)
CF (Euclidean) 62.32 (6.23) 0.14 (0.00) 0.40 (0.01) 0.64 (0.02) 0.77 (0.02)
DR (Gower) 14.11 (18.20) 0.21 (0.00) 0.46 (0.09) 0.32 (0.10) 0.80 (0.07)
DR-RBA 12.22 (7.85) 0.17 (0.00) 0.55 (0.05) 0.36 (0.08) 0.85 (0.05)
DR (Euclidean) 39.78 (12.02) 0.22 (0.00) 0.34 (0.06) 0.46 (0.05) 0.94 (0.03)
DR-LMNN 9.68 (3.37) 0.14 (0.00) 0.66 (0.02) 0.29 (0.03) 0.85 (0.03)
Base-EFF – 0.29 (0.00) 0.13 (0.02) 0.97 (0.00) 0.99 (0.00)
Base-POP – – 0.11 (0.01) 0.97 (0.00) 0.99 (0.00)
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and also MAP@3 is overall increased. DR-RBA outperforms the unweighted ver-
sion for an even smaller neighborhood size. Nevertheless, coverage is generally 
larger and the recommender hence tends to be less selective.

Two free parameters, additional to the CF neighborhood size K, must be defined 
for the metric learning method: the LMNN neighborhood size KLMNN , which deter-
mines the included target neighbors and impostors, � , which controls the impact of 
the competing objectives �pull and �push , and learning rate � . Best results could be 
found for KLMNN = 10 , � = 0.5 , and � = 0.001 for the entire range of evaluated K. 
Furthermore, as the yielded distances are distributed over a wider range after data 
transformation, the RBF spread parameter is adjusted to � = 0.5 . The DR-LMNN 
Overlap is rather large already for small K which results in a very small neighbor-
hood size K. This large ratio of overlapping treatments which coincides with very 
small RMSEs values is a clear indicator for a meaningful neighborhood. Moreover, 
also MAP@3 is increased and coverage reduced compared to the basic Euclidean 
distance patient-data CF especially for rising K.

According to the inner cross-validation loop, all neighborhood-based CF 
approaches are clearly capable of outperforming the two baselines. In terms of 
RMSE, average efficiency as outcome predictions (Base-EFF) is still inferior to all 
other methods. Nevertheless, ranking treatment according to this predictions is still 
superior to only ranking treatments according to overall popularity (Base-POP). Not 
all treatment options are present in all inner cross-validation folds, resulting in cov-
erage and overlap below 100%.

5.2 � Generalization performance evaluation

When considering the outer cross-validation results summarized in Table 5 and 
visualized in Fig.  6a and b, the large variance of the results becomes apparent. 
Within each outer cross-validation loop, all consultations except the test patient p 
are available. Hence, the applied leave-one-patient-out cross-validation approach 
is assumed to be almost unbiased. The major downside of many small folds is the 
large variance of the individual estimates as it is observed. In each iteration p, 
the performance estimate is based on the consultations of patient p only, which 
is highly variable. Especially variance of MAP@3 scores, pictured in Fig. 6b, is 
remarkably large and partly spread over the entire value range.

Statistical hypothesis tests are applied to evaluate the proposed algorithms 
performance differences with respect to their statistical significance. Both, cen-
tral tendency of outcome prediction (RMSE) and of recommendation quality 
(MAP@3) are examined. Due to multiple algorithms to be compared, firstly an 
omnibus test under the null hypothesis is conducted and, in case of rejection of 
the null hypothesis, pairwise post hoc tests are performed. The null hypotheses 
are that the RMSE and MAP@3 results from each algorithm, including the base-
lines average efficiency and overall popularity, stem from the equal distribution. 
The pre-defined level of significance is � = 0.05.

As the leave-one-patient-out cross-validation uses the identical patients and 
consultations for evaluation, the individual algorithms’ results are considered to 
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be paired. Both, RMSE and MAP@3 results are numerical values but cannot be 
considered to be normally distributed. As the majority of errors are small and the 
frequency decreases as the error value increases, the RMSE distribution is right-
skewed. In case of the MAP@3 score, the MAP@3 distribution is left-skewed as 
the majority of observed scores are large or is bimodal. Consequently, a nonpara-
metric, namely the Friedman test (Friedman 1937) is used in both cases although 
having less statistical power than parametric tests. The probability distribution of 
the Friedman test statistic is approximated by the Chi-squared distribution. Only 
the intersection of patients with available RMSE or MAP@3 score are used for 
the hypothesis testing in the following, encompassing n = 193 and n = 201 obser-
vations, respectively. As both, the number of algorithms to be compared ( k = 8 ) 
and the number of included partitions ( n = 193 and n = 201 ) are sufficiently large, 
this distribution assumption can be regarded to be valid and provide reliable 
p-values. Concerning both, RMSE and MAP@3 score, the Friedman test shows 
significant differences between the algorithms included.

For pairwise post hoc testing, we applied Wilcoxon signed-rank tests (Wil-
coxon 1945) on all pairs of algorithms and both evaluation metrics. To account 
for multiple testing, the Bonferoni–Holm-correction is applied (Holm 1979). The 
individual test samples in each outer cross-validation iteration can be regarded 
identically distributed but cannot be considered independent due to overlapping 
data. As a consequence, the test results should be interpreted with caution.

Overall, the estimated generalization performance reproduces the inner cross-
validation results in terms of both aspects, RMSE and MAP@3. Whereas central 
tendency—in most cases—are comparable, variance of the outer loop results is, 
as initially discussed, remarkably large, especially for MAP@3.

Looking at the results summarized in Table 5 and p-values in Fig. 5a and b, it 
becomes obvious that all examined algorithms perform significantly better than 
the two baseline methods in terms of both, outcome prediction and therapy rank-
ing. Hence, it can be concluded that estimating outcome based on local data alone 
is highly beneficial.

In the case of the conventional CFs, the prediction performance of the Euclidean 
distance is significantly superior to the Cosine similarity and even outperforms all 
other approaches apart from the metric learning (DR-LMNN) and attribute scaling 
(DR-RBA) patient-data CFs. In terms of agreement of the recommendation list with 
the attending physician’s successful choices, however, a statistically significant supe-
riority of the Cosine similarity conventional CF algorithm over all other evaluated 
approaches is evident. As was already observed for the inner loop, prediction accu-
racy is improved at the expense of MAP@3 and vice versa. In terms of prediction 
accuracy (RMSE), both patient-data CFs are clearly inferior to the conventional CF 
and also MAP@3 is at the lower end of the results overall being achieved. Regard-
ing MAP@3, the Gower similarity approach performs even worse in the outer than 
in the inner loop. Whereas outcome prediction obviously benefits from the data type 
sensitive similarity measure, no statistically significant performance difference can 
be shown between Gower similarity and the Euclidean distance in terms of therapy 
ranking quality.
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Applying the proposed RBA algorithm significantly improves the Gower simi-
larity baseline regarding both aspects, prediction accuracy and recommendation 
quality. This finding indicates that linear attribute scaling and the inherent attribute 
selection is a suitable approach. The RMSE improvement yielded by the LMNN 
approach is even larger compared to the Euclidean distance baseline. Rotation of 
the attribute space beyond attribute scaling is obviously additionally beneficial. The 
distance metric optimized to the given task achieves the best prediction accuracy 
compared to all demonstrated methods.

Fig. 5   Results regarding outcome prediction and list agreement of almost all algorithms are significantly 
different. p-values of pairwise post hoc tests (Wilcoxon signed-rank tests), comparing all presented algo-
rithms concerning (a) outcome prediction (RMSE) and (b) recommendation list agreement (MAP@3). 
Statistical significant performance differences ( p > 𝛼 ) are colored blue

Table 5   Outer cross-validation loop results

Mean and standard deviation of outcome prediction accuracy (RMSE), recommendation list agreement 
(MAP@3), average overlap with applied treatment and coverage of treatment options

Method K RMSE MAP@3 Coverage Overlap

CF (Cosine) 13.13 (5.01) 0.16 (0.11) 0.77 (0.30) 0.29 (0.16) 0.91 (0.19)
CF (Euclidean) 62.32 (6.23) 0.14 (0.11) 0.39 (0.33) 0.63 (0.11) 0.82 (0.28)
DR (Gower) 14.11 (18.20) 0.20 (0.11) 0.30 (0.33) 0.52 (0.14) 1.00 (0.00)
DR-RBA 12.22 (7.85) 0.14 (0.12) 0.70 (0.34) 0.30 (0.14) 0.99 (0.09)
DR (Euclidean) 39.78 (12.02) 0.22 (0.11) 0.34 (0.35) 0.51 (0.14) 1.00 (0.00)
DR-LMNN 9.68 (3.37) 0.11 (0.11) 0.67 (0.31) 0.34 (0.14) 0.98 (0.10)
Base-EFF – 0.29 (0.13) 0.12 (0.16) 1.00 (0.00) 1.00 (0.00)
Base-POP – – 0.15 (0.32) 1.00 (0.00) 1.00 (0.00)
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6 � Therapy recommender system prototype

In order to clarify the presented algorithms’ intended use and application, a pro-
totypical recommender system including a GUI is developed and presented within 
this work. We have opted for a web application approach (client-server-model) and a 
browser-based GUI as it ensures independence and easy portability among platforms 
and devices. It further facilitates maintenance and problem resolution. As already 
introduced in Sect.  2, several CDSSs requirements, which determine acceptance 
and successful application are described in the literature (Kawamoto 2005; Beeler 
et al. 2014; Sim 2001; Kaplan and Frosch 2005). Moreover, according to a survey 
of explanations in recommender systems (Tintarev and Masthoff 2007), seven crite-
ria to assess interpretability and explainability of recommendations can be defined. 
From those, especially transparency how recommendations are generated, effective-
ness and efficiency of recommendations, and user’s trust into the system and rec-
ommendations are of particular interest for the given therapy recommendation task. 
Additionally, communication of recommendation reliability and uncertainties, as 
mentioned in (Calero Valdez et al. 2016), can be regarded an important requirement. 
To summarize, during prototype and GUI design, we put focus on the following 
characteristics in order to meet these requirements:

–	 Provide actionable recommendations, rather than just assessments.
–	 Provide recommendations instantaneously at the time and location of decision-

making.
–	 Provide recommendations tailored to the current patient characteristics and 

needs.

Fig. 6   Outer cross-validation loop results. (a) Outcome prediction accuracy (RMSE—lower is better) 
and (b) recommendation list agreement (MAP@3—larger is better) evaluated for all proposed methods
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–	 Provide interpretable and explainable recommendations and communicate uncer-
tainties.

–	 Facilitate the integration of patient preferences and values and shared decision-
making.

The developed prototype implements two basic functionalities: on the one hand 
patient data input and presentation, and on the other hand treatment recommenda-
tion visualization (recommendation dashboard). The implementation of both func-
tionalities, under consideration of the above characteristics, is described in detail in 
Appendix B along with screenshots.

7 � Discussion

7.1 � Insights and findings

Overall, it can be concluded that the neighborhood-based CF methods, which esti-
mate outcome and rank treatment options based on local data, i.e., a virtual cohort of 
similar patients only, show great potential. Patient-specific recommendations can be 
facilitated to supplement a physician’s experience and external evidence with prac-
tice-based evidence as proposed by Longhurst et al. (2014). Assuming an EHR with 
relevant condition related data to be a by-product of routine care and data to be pro-
vided in a structured format, such recommendations can be provided automatically 
as part of the clinician’s workflow at the time and location of decision-making as 
demanded in (Kawamoto 2005). The proposed recommendation dashboard exploits 
the intuitive characteristic of the neighborhood-based CF. The visualization of out-
come prognoses and statistics on all outcome aspects from the included local data 
can help to find and optimal treatment which is in accordance with the patient’s pref-
erences and needs. The patient can be incorporated into decision-making, which, in 
turn, can be expected to increase his or her satisfaction and adherence to the applied 
treatment. The presentation format can be regarded as actionable recommendations 
tailored to the current needs as requested in (Beeler et al. 2014) and also the growing 
demand for patient-engagement (Sim 2001; Kaplan and Frosch 2005) is accounted 
for. Moreover, the proposed visualization of the included data can provide additional 
insight into recommendations and recommendation reliability to remedy acceptance 
issues. Both are important features to push acceptance of CDSSs (Berner and La 
Lande 2016; Sim 2001) but are hardly addressed in the related works identified in 
Sect. 2. Particularly, the evidence-based post-filtering to highlight or exclude treat-
ments from the recommendations list, but also making patient-specific information 
regarding external evidence available, leverages trust into such a CDSS and reduces 
the risk of automatically generated therapy recommendations.

The essential strength of the neighborhood-based CF methods is twofold. On the 
one hand, the modeling based on local data clearly increases accuracy when predict-
ing outcome of the actually applied therapy. On the other hand, CF additionally fea-
tures the selection of a subset of therapy options which benefits the recommendation 
quality, i.e., MAP@3. Only treatment options are included into the recommendation 
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list which are observed in that neighborhood of the target patient. As a consequence, 
the proposed neighborhood-based CF methods are capable of predicting outcome of 
therapy options more accurately than average outcome (average efficiency baseline). 
Based on outcome predictions and selection of a subset of options, the potentially 
most successful therapy recommendations are derived which are independent from 
treatment popularity. As was shown, these recommendations clearly outperform the 
overall popularity baseline concerning agreement with the attending physicians suc-
cessful choice.

In case of the conventional CF, the similarity measure must be chosen depend-
ent on the main objective whether to improve outcome prediction accuracy or the 
agreement (RMSE) between recommendations and actually and successfully applied 
treatments (MAP@3). On the one hand, a large overlap of commonly applied 
treatments increases similarity in case of Cosine similarity. Therefore, this simi-
lar measure is more selective concerning treatments observed in the neighborhood 
which yields larger MAP@3 and lower coverage. The Euclidean distance, on the 
other hand, especially focuses on similar outcome when computing similarity which 
results in small RMSE scores. This metric is, however, not sensitive to the num-
ber of co-occurring treatments in two vectors to be compared. As introduced above, 
algorithm selection here is based on outcome prediction accuracy rather than the 
ranking of treatment options. Hence, the conventional CF using Euclidean distance 
can be considered as the overall preferable conventional CF algorithm.

Considering either of the evaluation criteria, the patient-data CF approaches are 
clearly inferior to the conventional approaches. There are two data properties that 
basically contribute to the observed performance difference. Firstly, the significantly 
larger attribute space (22 vs. 159) increases the curse of dimensionality effects. The 
computed similarity or distance measures, which are fundamental for selecting a 
patient’s neighborhood, become imprecise and meaningless with increasing attribute 
space. Secondly, lacking relevance but also redundancy of attributes introduces sig-
nificant noise into the similarity or distance computation and worsen its informative 
value. Attributes which are not relevant for the outcome prediction problem degrade 
accuracy. Hence, attribute selection and weighting is a crucial factor of the patient 
data approach. Therefore, results could be significantly improved by the proposed 
supervised attribute selection and scaling method (DR-RBA). As a by-product this 
approach additionally features insight into relevancy of attributes and lowers compu-
tational complexity and required storage. The underlying distance metric optimized 
by the LMNN algorithm is not reducing the attribute space and also the physical 
meaning of attributes get lost in the transformed space. However, in terms of out-
come prediction accuracy, the DR-LMNN approach even yields larger improve-
ments and is the overall best-performing algorithm. On the one hand, the shown 
RBA and LMNN results indicate that the applied optimization algorithms are suit-
able for the given task. On the other hand, also the assumptions regarding similarity, 
which provide the ground truth for this demonstrated supervised learning methods, 
prove to be valid. Overall, the hypothesis that the additional patient data contributes 
important information is proven. To conclude, the optimized DR approaches are 
the preferable algorithms. Firstly, they are capable of yielding superior prediction 
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accuracy. Secondly, cold start problems can be overcome and reliability issues 
caused by sparse consultation representation can be reduced.

The demonstrated system targets the treatment of Psoriasis and optimizes ther-
apy recommendations regarding a summarizing outcome objective (affinity score). 
However, this algorithm framework allows to optimize recommendations in terms 
of each treatment response individually or regarding other criteria and is transferable 
to other conditions as well. In general, optimizing and evaluating treatment decision 
support regarding outcome rather than agreement with expert recommendations or 
guidelines can be considered more reliable. Using outcome as ground truth can be 
regarded more objective in contrast to subjective and sometimes ambiguous physi-
cian decisions or inadequate guideline recommendations.

7.2 � Limitations and future works

The general challenge with applying neighborhood-based CF methods to the therapy 
recommendation domain is the dependence on representative and reliable data. Such 
data must consist of structured patient representations as complete and as error-free 
as possible. In particular, the outcome criterion to be optimized must be reported 
objectively and free of gaps. Such data, however, is hardly generated in routine care 
today which limits the integration of such recommender systems into existing infra-
structures. Data protection and usage regulations make implementation additionally 
difficult in practice. Another limitation is the integration of new treatment options 
which are underrepresented in the data (cold start problem) as they are less likely to 
appear in the neighborhood and hence recommendation list of a target patient.

The major challenge and limitation of the presented comparative study 
is the small data foundation on which it is based. Two factors determine the 
demand for a large data basis. On the one hand, a large variety of patients must 
be included in order to find a sufficiently homogeneous neighborhood for each 
target patient. On the other hand, sufficient representations of each relevant 
treatment option must be available within this homogeneous neighborhood to 
provide reliable outcome statistics. As was stated, benchmark datasets with suit-
able longitudinal data are not available, which emphasizes the uniqueness of this 
work. Based on larger datasets, also state of the art model-based CF algorithm, 
such as matrix factorization (MF) (Koren et  al. 2009) or sparse linear method 
(SLIM) (Ning and Karypis 2011), can become alternative approaches, however, 
making visualization and explainability of recommendations difficult. Another 
critical issue is the aspect of only partially observed (hidden) ground truth (Mei 
et al. 2015), meaning that only one outcome per recommended and applied treat-
ment option for each consultation is available. On the background of low inter-
rater agreement, it is obvious that the given ground truth derived from the physi-
cians’ recommendations and consequently the MAP@3 scores lack reliability. 
But also RMSE ground truth derived from the observed outcome relies heavily 
on the patients’ adherence to the recommended treatment. Both limitations can 
be countered by a larger dataset that covers a wide variety of patients and treat-
ment options.
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A key drawback of all proposed algorithms is their reduced capability to con-
sider the temporal dependencies of consultations. The sequence of a patient’s 
consultations can be considered as observations over a defined period of time 
resulting in time sequences of varying length. On the one hand, treatment rec-
ommendation considering these time dependencies can be formulated as a 
sequence classification or regression task. Here, one model for each treatment 
option is trained to predict an outcome which characterizes the entire (multi-
variate) input sequence. Exemplary algorithms capable of performing such tasks 
while considering time dependencies are, e.g., hidden Markov models (HMMs) 
(Rabiner 1989) but also recurrent neuronal networks (RNNs) such as long short-
term memories (LSTMs) (Hochreiter and Schmidhuber 1997) or gated recurrent 
units (GRUs) (Cho et  al. 2014). On the other hand, this consultation sequence 
can be considered as session-aware recommendation scenario (Symeonidis et al. 
2020) which exploits past sessions of registered users. Various approaches have 
been presented in the literature which also apply neuronal networks such as 
GRUs (Hidasi and Karatzoglou 2018) or combinations of convolutional neuronal 
networks (CNNs) and LSTMs (Moreira et  al. 2019). However, besides inter-
pretability issues, the required data volume hampers the usage of such methods 
within the scope of this work.

Particularly notable are the very small included neighborhoods in case of 
the best performing approach DR-RBA and DR-LMNN. In this context, future 
works will focus on further visualization concepts such as means to inspect the 
neighborhood of a target patient directly. Moreover, the integration of further 
information sources, such as information from advisory platforms or patient 
reviews from online pharmacies or drug rating portals will be considered in 
future works. Finally, the proposed system’s benefits, applicability, acceptance 
and usability—with special focus on explanation—must be evaluated in a clini-
cal study.

Future work will also address the generalizability and transfer of the proposed 
methods to other applications. As with the presented application psoriasis, the 
challenge will be the definition of patient representations, i.e., relevant attributes, 
and the identification of appropriate condition specific outcome criteria. Both are 
highly application dependent but crucial and must be done in close alignment 
with the various stakeholders.

8 � Conclusion

Within this work, the application and adaption of neighborhood-based CF meth-
ods for therapy recommendation was demonstrated. Moreover, a GUI concept 
that, based on the CF algorithm, intends to present recommendations in an intui-
tive and interpretable format was introduced. Beyond visualizing recommen-
dations, prognosis for several outcome aspects and information from external 
evidence tailored to a target patient are given. Regarding the underlying CF algo-
rithms, in particular the incorporation of patient-data yields small outcome pre-
diction errors and recommendation lists which overlap with the actually applied 
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and successful therapy to a large extend. A prerequisite is attribute weighting or 
transformation of the attribute space before computing similarity among patients 
and consultations. Two supervised methods are proposed and successfully 
applied, namely a RBA and LMNN metric learning. Even though evaluated on 
a small data basis, we consider this work to be an important contribution to the 
HRS domain and motivation to further research.

Appendix: Algorithmic details

Conventional collaborative filter (CF)

This approach is comparable to recommending items based on users’ rating 
behavior on previously purchased products. The underlying assumption of this 
approach is that therapies applied to a given patient within his or her treatment 
history and the associated outcomes reincorporate meaningful information about 
that respective patient and consultation.

Here, the similarity measure sn,k is defined by a function s(�̃n
test

, �̃k) which calcu-
lates a pairwise similarity between the test consultation representation �̃n

test
 , derived 

from the historic consultation-therapy outcome matrix �̃hist , and all training consul-
tation representations �̃k , derived from the training partition of the complete consul-
tation-therapy outcome matrix �̃all and which are stored in matrices �̃train and �̃test , 
respectively. Figure 7 visualizes the neighborhood of an exemplary test consultation 
representation �̃n

test
 . All attributes in �̃train and �̃test have equal quantitative data type 

and are measured with equal scale. Hence, no normalization of the data is required 
to equal the impact of the individual dimensions. There are numerous functions for 
computing pairwise similarity sn,k between two consultation representations n and 
k with such properties. In the context of CF, especially Cosine similarity is widely 
used, however, also Minkowski metrics, such as the Euclidean distance, are appro-
priate for similarity computation. As the proposed CF algorithm is based on similar-
ity measures sn,k , Euclidean distance metric need to be converted to similarity meas-
ures. Here, a RBF with spread parameter � = 0.25 is employed for that purpose.

The proposed conventional CF approach requires the associated test patient to 
have experience with at least one therapy in its therapy history (cold start prob-
lem). Moreover, reliability of the computed similarity can depend on the number 
of co-occurring therapies in consultation representation vector which can affect 
the accuracy of recommendations.

Patient‑data collaborative filter (DR)

The described conventional CF is extended to a hybrid approach which addi-
tionally incorporates the available patient data into the similarity computation 
(Gräßer et  al. 2017). The advantage is twofold. Firstly, the cold start problem, 
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which encounters for patients having no experience with previous treatments, and 
reliability issues of to view co-occurring items to be compared can be met. Sec-
ondly, the additional, presumably meaningful information in the patient data is 
made use of.

In the hybrid patient-data CF approach described in the following, consultations 
n and k are represented by vectors �̃n

test
 and �̃k which are derived from the consulta-

tions data matrix �̃ and stored in matrices �̃train and �̃test , respectively. �̃ combines 
both, patient data and outcome of previously applied therapies. Hence, the heuristic 
similarity measure sn,k which determines the included neighborhood and the regres-
sion coefficients is defined by the function s(�̃n

test
, �̃k) . Figure 8 visualizes the neigh-

borhood of an exemplary test consultation representation �̃n
test

.
In contrast to the consultation-therapy outcome matrices �̃train and �̃test , the 

attributes in the consultations data matrix �̃ are highly heterogeneous, i.e., they are 
of various level of measurement. Thus, the similarity function applied in Sect. 1 to 
determine sn,k are not appropriate for the concatenated data. Two similarity meas-
ures are contrasted

The Gower similarity coefficient measures similarity at the presence of mixed data 
types and can even cope with missing values. The similarity function sGSC(�̃ntest, �̃

k) 
defines an overall coefficient sn,k which is computed out of the individual attribute 
similarities �n,k

d
 , depending on their presence �n,k

d
 and assigned weights wd.

�
n,k

d
 quantifies the similarity between two instances according to the dth attribute, 

depending on the data type. The coefficient �n,k
d

 controls whether to include �n,k
d

 into 
the similarity computation or not. �n,k

d
 is set to 1 if the respective attribute is known 

for both instances and set to 0 otherwise.
Furthermore, also the Euclidean distance can be employed do derive a sim-

ilarity function sEuc(�̃ntest, �̃
k) using a RBF as introduced above. Prerequisite for 

(2)sn,k =

∑D

d=1
�
n,k

d
⋅ wd ⋅ �

n,k

d∑D

d=1
�
n,k

d
⋅ wd

Fig. 7   In the conventional CF approach, consultations are compared regarding treatment history stored in 
�̃k and �̃n

test
 , respectively



1046	 F. Gräßer et al.

1 3

computing the Minkowski metric are all attributes in the attribute space having 
a numeric (quantitative) data type which allows for pairwise attribute subtrac-
tion. Hence, categorical (qualitative) attributes must be converted to a numeric 
scale, namely at least the interval scale. Subtraction of dichotomous attributes can 
be regarded to yield valid distance measures in the value range [0, 1]. Nominal 
attributes are converted by applying one-hot-encoding which creates one dichoto-
mous dummy feature for each of the available categories of a specific attributes. 
Those, in turn, allow for subtraction as stated before. Ordinal attributes, finally, 
require transformation to an interval scale under appropriate assumptions regard-
ing the distance between adjacent ordinal categories. Here, for the sake of sim-
plicity, all ordinal variables are assumed to have equidistant categories. As a 
result of this attribute preprocessing strategy, the dimension of the consultation 
representation �̃ is further expanded to D = 159 attributes. Additionally, in com-
parison with the patient-data CF utilizing the Gower similarity coefficient, which 
already incorporates data normalization, utilizing Euclidean distance requires 
normalization as an essential preprocessing step. All attributes are rescaled to 
the closed unit interval [0, 1] by subtracting minimum values and dividing each 
attribute �̃ by its range (min-max normalization). Comparably to the Gower simi-
larity coefficient, also Euclidean distance is only computed on mutually avail-
able attributes when comparing consultation representations. Hence, sEuc(�̃ntest, �̃

k) 
defines the similarity coefficient sn,k as

with the coefficient �n,k
d

 controlling whether to include the dth attribute into the simi-
larity computation or not and the RBF kernel K�(⋅).

(3)sn,k = K𝜎

⎛
⎜⎜⎜⎝

�����
∑D

d=1
𝛿
n,k

d
⋅ (�̃k

d
− �̃n

test,d
)2

∑D

d=1
𝛿
n,k

d

⎞⎟⎟⎟⎠

Fig. 8   In this patient-data CF approach, consultations are compared regarding patient data and treatment 
history stored in �̃k and �̃n

test
 , respectively
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Attribute weighting (DR‑RBA)

Selection or adjustment of attribute weights can either be based on a priori knowl-
edge or is extracted automatically from the given data. Various filter methods from the 
feature selection domain (Kira and Rendell 1992; Peng et al. 2005; Yu and Liu 2003; 
Pudil et al. 1994) are suitable to assign numeric values to individual attributes which 
reflect their importance regarding a given classification or regression task. Based on 
supervised information, such as known class labels or dependent variables, univariate 
or multivariate criteria are typically defined which measure importance. In the pro-
posed neighborhood-based CF approach, it is an obvious choice to incorporate a priori 
assumptions concerning similarity and dissimilarity between consultation representa-
tions and determine attribute weights such that a similarity criterion is optimized.

A widely and successfully used class of attribute weighting and selection algorithms, 
which exploit the concept of similarity, are RBAs, as initially proposed in Kira and 
Rendell (1992) and, among others, extended by Kononenko et al. (1997). Within this 
work, a generalization of the mentioned algorithms is adapted to the given patient-data 
CF approach as was demonstrated in Gräßer et  al. (2019). The attribute weights are 
determined for each outer cross-validation loop using assumptions regarding similarity 
and dissimilarity of training instances �̃p

train
 . Within an iterative process, the attribute 

weights wd are updated such that large distances for similar instances are penalized and 
vice versa.

The adaption of an attribute weight wd is determined by the KRBA nearest neighbors 
of the target with the same class, i.e., the nearest hits and the KRBA nearest neigh-
bors with different class, i.e., nearest misses. The average of observed value differ-
ences 𝜌̄hits

d
 and 𝜌̄misses

d
 computed for an attribute d between target �̃j and the respec-

tive neighboring instances determine the update of the attribute weight wd in each 
iteration. The values 𝜌̄hits

d
 and 𝜌̄misses

d
 are normalized by the number of iterations J. 

In accordance with the applied Gower similarity coefficient, similarity between two 
samples is quantified with a �d depending on the data type of the dth attribute. As 
proposed by Kira and Rendell (1992), all attribute weights dropping below a prede-
fined relevance threshold thrw , are discarded. In total, three additional hyperparam-
eter need to be determined within the inner cross-validation loop. The number of 
nearest hits and nearest misses KRBA , the initial feature weight vector �init , and the 
weight threshold thrw for feature selection.

The RBA assumes a supervised classification problem where each sample is 
associated with a distinct class. In the context of the present problem, each sam-
ple, i.e., consultation, is characterized by a numeric outcome indicator for the 
applied therapy option and unknown outcome for all other options which have 
not been applied (hidden ground truth). Consequently, a priori assumptions con-
cerning the relationship, i.e., similarity or dissimilarity between a pair of con-
sultations can only be derived from those samples which applied therapies in 
common and for which in both cases outcome is known. Regarding this relation-
ship, three groups can be distinguished. (1) Two consultations are similar to each 

(4)wd = wd + (𝜌̄hits
d

− 𝜌̄misses
d

)∕J
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other, if the respective patients respond similarly to the given treatment option. 
Both consultations are labeled with the same therapy and outcome is similar. (2) 
Two consultations are dissimilar to each other, if the respective patients respond 
differently to the given treatment. Both consultations are labeled with the same 
treatment but outcome differs. (3) No information on similarity is available for a 
pair of consultations which are labeled with different therapies. The response of 
the respective neighboring patient on the treatment given to the target patient is 
unobserved. As stated, in the context of the RBA algorithm, nearest hits are the 
closest observations to the target observation which are considered to be simi-
lar, whereas nearest misses are the closest observations which are considered 
to be dissimilar. Therefore, applying the groups described above, nearest hits to 
a target consultation �̃j are the KRBA closest consultations associated with equal 
therapy and similar patient response, whereas nearest misses are the KRBA clos-
est observations to �̃j associated to equal therapy but differing outcome. Here, 
similar response means that both outcome indicators, i.e., affinity scores have the 
same polarity regarding a predefined threshold thrgood = 0.5 which divides treat-
ment responses into good and bad outcome classes. The neighboring consulta-
tions to a target consultation �̃j associated with different therapy options are, 
independent of their outcome, not included into the KRBA neighbors as they hold 
no information regarding the relationship between �̃j and those consultations.

Figure  9 illustrates an exemplary neighborhood of the representation �̃j 
of a target consultation j where the applied treatment, here m1 , showed good 
response (affinity > 0.5 ). All KRBA neighboring consultations �̃k are labeled as 
similar to �̃j if the same treatment is present in �̃k , which is derived from the 
complete consultation-therapy outcome matrix �̃all , and if the respective treat-
ment has also shown good response, i.e., equal polarity (green). Conversely, all 
KRBA neighboring consultations are labeled as dissimilar to consultations �̃j if the 
same treatment is present in �̃k but this treatment has shown bad response, i.e., 
has different polarity (red). Neighboring consultation representations with equal 
treatment applied and equal polarity are considered as nearest hits and repre-
sentations with equal treatment applied but differing polarity are considered as 
nearest misses. Regarding neighboring consultation representations �̃j for which 
is true that the in consultation j applied therapy was never applied, no infor-
mation regarding the similarity label is available. Training consultation k = 54 
(white) is not associated with therapy m1 but with different therapy options and 
hence is discarded.

Metric learning (DR‑LMNN)

Mahalanobis distance (Lowsky et  al. 2013; Panahiazar et  al. 2015) incorporates 
linear transformation before computing Euclidean distance between two samples �i 
and �j in the transformed attribute space according to

(5)dM(�i, �j) = (�i − �j)
T�(�i − �j)
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Any positive semidefinite matrix is applicable as squared transformation matrix � 
in order to yield a valid (pseudo-) metric. Employing the inverse covariance matrix 
as � , the data is decorrelated by rotating the basis, and scaled to unit variance. 
Accordingly, the classical Mahalanobis distance considers the distribution of the 
data by measuring distance in standard deviations along the principal components 
of the present data. Generalized Mahalanobis metrics can exploit additional a priori 
information. The objective of such supervised approaches is to learn a Mahalanobis 
metric based on a transformation matrix � that takes into account both, the distribu-
tion of the data and known similarity and dissimilarity constraints. The LMNN algo-
rithm proposed by Weinberger et al. (2005) and adapted to therapy recommendation 
in our previous work (Gräßer et  al. 2019) learns such a generalized Mahalanobis 
metric and is especially intended for neighborhood-based classification algorithms. 
Prerequisite for applying linear transformation to the data is that all attributes in the 
attribute space must have equal quantitative data type and are normalization to the 
closed unit interval [0, 1] as described in “Patient-data Collaborative Filter (DR)” 
section.

Comparable to the proposed RBA algorithm, a squared transformation matrix � 
is learned for each outer cross-validation loop using the entire training sets �̃p

train
 . 

The overall intention of the LMNN algorithm is to learn a global transformation 
such that it causes a target consultation representation �̃j to be surrounded by con-
sultations of the same class while being separated from consultations of different 
classes. To do so, the loss function to be minimized is composed of two compet-
ing objectives �pull and �push . Its relative impact is controlled using a meta param-
eter � ∈ [0, 1] which is to be tuned in the inner cross-validation loops. Firstly, for 
each target consultation representation �̃j , the KLMNN nearest neighbors with the 
same class, denoted as target neighbors should be close. Therefore, large average 

Fig. 9   RBA algorithm assumes a supervised classification problem. Consultations in the neighborhood 
of a target consultation j are labeled as similar or dissimilar if the same treatment was applied, here treat-
ment option m1 , and the outcome polarity is equal (green) or different (red), respectively. No information 
regarding the similarity label is available for consultations were the treatment applied in consultation j 
was never applied (white)
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distances between �̃j and the KLMNN closest consultation representations �̃k labeled 
as similar are penalized. Here, the binary matrix � indicates whether �̃k is a target 
neighbor of �̃j and the binary matrix �0 indicates whether labels in �̃j and �̃k match, 
respectively.

Secondly, small distances between �̃j and consultations labeled as dissimilar and 
which invade the perimeter established by the target neighbors, denoted as impos-
tors, are penalized. To increase the robustness of the underlying K-nearest-neighbor 
classifier (KNN) classification and to cope with noise in the training data, an addi-
tional unit margin is added around the KNN decision boundaries, i.e., the perimeters 
established by the target neighbors. The hinge loss [z]+ = max(z, 0) ensures not all 
samples with different label but only impostors to contribute to the loss function.

By minimizing the combined loss function

a transformation is learned which pulls the KLMNN target neighbors toward �̃j and 
pushes impostors outside the KNN decision boundaries plus unit margin.

As the RBA, the LMNN algorithm assumes a supervised classification prob-
lem where each sample is associated with one class label which corresponds to 
a distinct ground truth. Target neighbors are the KLMNN closest observations to 
a target observation, which are considered to be similar, whereas impostors are 
too close observations, which are considered to be dissimilar. Applying the three 
groups described in “Appendix  Attribute Weighting (DR-RBA)”, target neigh-
bors are the KLMNN closest consultations associated with equal therapy and simi-
lar patient response, whereas impostors are consultation representations invading 
the neighborhood defined by the target neighbors which are labeled with equal 
therapy but differing outcome. Equally to the RBA definition, treatment responses 
are divided into good and bad outcome classes by applying the predefined affinity 
threshold thrgood = 0.5 . All consultations which are labeled with different therapy 
options compared to the target consultation �̃j are not included into the respective 
cost definition as they hold no information regarding the relationship between �̃j 
and these consultations.

Figure  10 illustrates an exemplary neighborhood of a target patient �̃j with 
good outcome where all KLMNN = 3 target neighbors (green), i.e., neighboring 
consultations with equal polarity, are supposed to be pulled toward �̃j . Consulta-
tion representations with differing polarity, i.e., bad outcome, which invade the 
neighborhood defined by the target neighbors are considered as impostors (red) 
and are supposed to be pushed outside the KNN decision boundaries plus unit 

(6)𝜖pull(�) =
∑
j,k

𝜂jk||�(�̃j − �̃k)||2

(7)𝜖push(�) =
∑
j,k,l

𝜂jk(1 − y0
jl
)[1 + ||�(�̃j − �̃k)||2 − ||�(�̃j − �̃l)||2]+

(8)�(�) = (1 − �)�pull(�) + ��push(�)
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margin. Consultation k = 54 (white) is associated with a different therapy options 
and hence is discarded.

Therapy recommender system user interface

Patient data input and presentation

For each patient and new visit, the physician is prompted to update or confirm 
condition related patient data, such as demographic data, diagnosis, disease sever-
ity, comorbidities, and life situation. Severity and impairment caused by the dis-
ease is measured using clinical scores such the PASI score. The development of 
such numeric scores over the course of treatment is visualized in charts. Moreo-
ver, the treating physician is requested to assess outcome of the currently applied 
treatment (efficiency and ADEs) and to add the newly prescribed or administered 
treatment option. PASI development and the physician’s assessments are utilized 
to derive the summarizing affinity score associated with an applied drug and 
hence is the foundation of the above proposed recommendation algorithms. The 
individual data categories are grouped into cards. Figure 11 displays the data of 
an exemplary patient and visit.

Recommendation dashboard

The proposed recommendation dashboard is shown in Fig. 12. Outcome estimates 
(i.e., affinity score) for each therapy option are visualized in a bar chart and are 
intended to give an overall prognosis and actionable decision support. By hovering 

Fig. 10   LMNN algorithm assumes a supervised classification problem. Consultations are labeled with 
respect to a target consultation j and a priori similarity and dissimilarity assumptions as introduced in 
Sect. 3. The LMNN algorithm intents to cause the target consultation representation �̃j to be surrounded 
by samples of the same class while being separated from samples of different classes
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Fig. 11   Psoriasis therapy recommender system GUI: Patient and previous therapy data presentation. 
Patient data, such as demographic data, diagnosis, comorbidities, and clinical scores, as well as informa-
tion on previous therapies and outcomes are presented for the selected patient and consultation and are 
editable
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over a bar, additional information as brand name and biochemical or physiologic 
effects, i.e., pharmacodynamics of the selected drug, are displayed below the chart. 
Optionally, therapy options can be sorted alphabetically, by pharmacodynamics, or 
by predicted affinity score. Clicking on a treatment option opens a pop-up window 

Fig. 12   Psoriasis therapy recommender system GUI: Recommendation dashboard. The predicted affin-
ity scores for each therapy option after post filtering are visualized in a bar chart. The bar colors indicate 
already applied and discontinued treatments (grey), and relative (yellow) and absolutely (red) contraindi-
cated options. By hovering over an option, summary statistics derived from the local neighborhood of the 
target consultation are shown for each of the outcome indicators. Moreover, the pharmaceutical’s mecha-
nism of action, mode of administration and dosage information are shown
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with supplementary information, namely treatment costs and information on indi-
cation and absolute and relative contraindications as exemplarily shown in Fig. 13. 
This information is derived from the relevant clinical guideline (Nast et al. 2017) and 
pharmaceutical directories and is tailored to the selected patient’s characteristics. 
Absolute and relative contraindications are further grouped into the four categories 
(i) drug not approved for the present diagnosis, (ii) contraindication due to comor-
bidities or life situation (e.g., pregnancy), (iii) contraindication due to drug–drug 
interaction, and (iv) violation of the sequence of drug application defined by the 
guideline. Therapy options can optionally be color-coded or filtered, if absolute or 

Fig. 13   Psoriasis therapy recommender system GUI: Recommendation dashboard. Clicking on a treat-
ment option opens a pop-up window with supplementary information. For the selected systemic pharma-
ceutical, available products along with costs are shown. Additionally, detailed information on indication, 
absolute and relative contraindications, which is derived from clinical guidelines and pharmaceutical 
directories, are displayed
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relative contraindications are applicable for that particular therapy option and patient 
characteristics. Also the included information source—clinical guideline and phar-
maceutical directory—and the included contraindication category mentioned above 
can be customized by the user. The proposed presentation of patient-specific infor-
mation and the evidence-based post-filtering of recommendations allows an integra-
tion of external evidence and a reduced risk of recommending contraindicated or 
even health-endangering drugs. The customization of added information and filters 
intends to meet the requirement for tailoring recommendations to patient character-
istics and current needs.

Beyond the overall recommendation, the dashboard provides supplementary 
details regarding individual outcome aspects for a selected therapy option. For each 
outcome indicator, summary statistics from the local neighborhood, on which the 
recommendation is based, are shown for a selected therapy option. Therefore, within 
this neighborhood the fraction of manifestations—in case of nominal or ordinal indi-
cators—or observed values falling into a respective bin—in case of nominal indica-
tors—, are visualized in pie charts and summarized in tables. When hovering over 
an outcome aspect and category, either on pie chart or table, the respective frac-
tion of the selected outcome aspect and category is shown for each therapy option 
instead of the affinity score bars. This function is exemplarily shown in Fig. 14 for 
the aspect “ADEs” and category “yes”. The benefit of this visualization approach is 
twofold. Firstly, presenting the observed local distribution of the individual affinity 
score components increases transparency and interpretability of recommendations 
and facilitates assessment of recommendation reliability. Secondly, presenting the 
fraction of an outcome aspect and category for each therapy option can be inter-
preted as the probability for the individual treatments to yield a similar response. 
This, in turn, facilitates to choose treatment options not based on the summarizing 
affinity score prediction but with respect to a specific outcome aspect depending on 
the target patient’s preferences. If, for example, the target patient’s main objective is 
a treatment with low ADE risk, the fraction of neighboring patients with no ADEs 
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is shown for each treatment options and the treatment with the largest value can 
be chosen. This allows patient preferences and values to be taken into account and 
treatment decisions to be made together with the patient.

Fig. 14   Psoriasis therapy recommender system GUI: Recommendation dashboard. By hovering over an 
outcome aspect and category, either on pie chart or table, the respective fraction of the selected outcome 
aspect and category is shown for each therapy option instead of the affinity score bars. This function is 
exemplarily shown for the aspect “ADEs” and category “yes”
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