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#### Abstract

This paper presents computationally feasible rank-one relaxation algorithms for the efficient simulation of a time-incremental damage model with nonconvex incremental stress potentials in multiple spatial dimensions. While the standard model suffers from numerical issues due to the lack of convexity, our experiments showed that the relaxation by rank-one convexification delivering an approximation to the quasiconvex envelope prevents mesh dependence of the solutions of finite element discretizations. By the combination, modification and parallelization of the underlying convexification algorithms, the novel approach becomes computationally feasible. A descent method and a Newton scheme enhanced by step-size control prevent stability issues related to local minima in the energy landscape and the computation of derivatives. Numerical techniques for the construction of continuous derivatives of the approximated rank-one convex envelope are discussed. A series of numerical experiments demonstrates the ability of the computationally relaxed model to capture softening effects and the mesh independence of the computed approximations. An interpretation in terms of microstructural damage evolution is given, based on the rank-one lamination process.
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## 1 Introduction

The degradation of materials is a critical issue in continuum mechanics. Hence, the modeling of damage processes is important. The formation and evolution of voids in a material on the microscale deteriorates the mechanical properties and thus weakens the material on the macroscale. The microscopic damage affects the macroscale material response and effects such as stress softening and strain softening occur. The first one describes a reduction of material stiffness with an increase of stress, while strain softening refers to the reduction of stress with increasing strain. The phenomenological scalar-valued ( $1-D$ )-approach for modeling damage and capturing these softening effects was introduced in [35]. This approach has been rigorously analyzed and further extended to the finite strain setting in [45, 57]. While this model describes real materials accurately, the direct description of strain softening possesses mathematical complications. Namely, strain softening often implies some degree of non-convexity in the underlying incremental stress potential (generalized energy density) and, thus, mesh
dependence will be observed. Mesh dependence refers to the behaviour that integral values of the finite element simulation will change despite choosing a very fine mesh, see e.g. [22, Section 6.4.2], [47, Section 11.2]. Another mathematical perspective on this issue is that the underlying Euler-Lagrange equation looses ellipticity. To analyze this, a framework that yields a pseudo-elastic potential is required, since most mathematical results on the existence of minimizers cover the case of a potential formulation with dependence on the gradient. The appropriate tool is the incremental variational framework, which was introduced in a series of papers, see e.g. [15, 32, 46, 51, 52]. This framework provides thermodynamically consistent potentials and condenses the dependence on the dissipative internal variable out of the problem, leading to a pseudo-elastic formulation per incremental step. The resulting generalized energy density incorporates, due to the condensation of the internal variable, non-convexity, which reflects the dissipative process. To circumvent the loss of ellipticity and, thus, mesh dependence, various regularization methodologies exist. The temporal regularization introduces viscous terms, see e.g. [29, 42, 43, 49, 59], while spatial regularization introduces non-locality either through neighbourhood integrals or gradient extensions regarding the damage variable [24, 25, 34, 40, 53, 55]. In the context of crack propagation, an alternative is the incorporation of nonlocal normalizations of crack surfaces, see [54, 61]. All these methodologies have in common that an additional parameter is introduced, which corresponds either to viscosity or an internal length scale.

The identification of these parameters is a difficult task and sometimes contradictory to the required numerical values. Another possible regularization technique is relaxation, which is the focus of this paper. In relaxation, one approach is to replace the original non-convex incremental stress potential by a (semi)convex envelope, which is the greatest (semi)convex function below the original function. This was done for the one dimensional setting of damage at finite strains in $[9,36,37,56]$, where all semiconvex notions coincide with convexity. For higher spatial dimensions, the microsphere approach, cf. [5, 28, 44], was used to obtain a three-dimensional material model via relaxed one-dimensional contributions. However, in the finite-strain setting of continuum damage mechanics, a full higher dimensional relaxation with a suitable semiconvex envelope has not been accomplished so far. To the authors' best knowledge, [58] is the only contribution with a numerical relaxation in the multidimensional case. There, a macroscopic averaged response is obtained by emulating a representative volume element under certain assumptions which yields a convex envelope per time step, thereby violating the compatibility conditions. On the contrary, semiconvex relaxation does not violate the compatibility condition; however, the construction of a semiconvex envelope is a sophisticated task. The
construction of a semiconvex envelope can be done analytically or numerically. The former is hard to realize for complex material laws and, thus, only few results are known as e.g. St.-Venant-Kirchhoff elasticity [41] on $\mathbb{R}^{d \times d}$ (does not constrain $\operatorname{det} \boldsymbol{F}>0$ ), single slip plasticity [10, 12, 16, 18, 20] and nematic elastomers [23]. The latter can be approached in diverse ways either through enforcing laminate patterns in microstructural computations, cf. [6, 19, 39], or by solving several optimization problems. This contribution addresses the higher dimensional numerical rank-one relaxation in direct extension to [2, 26,27] embedded in finite element simulations to show mesh insensitivity and properties of the obtained rank-one envelope which may enable the description of strain softening. The information tracked in the iterative convexification procedure is used to give a microstructural interpretation in terms of damage evolution.

This article is structured as follows. Section 2 discusses the $(1-D)$ approach and the resulting pseudo-time-incremental damage model. Afterwards, the notions of semiconvexity and the numerical relaxation via rank-one convexification, especially the algorithmic aspects, are discussed in Sects. 3 and 4. Further, some general implementation aspects are described in Sect. 5 and followed by the numerical simulation of boundary-value problems which show the mesh insensitivity as well as in-depth studies of the convexifications and their interpretation in terms of microstructural damage in Sect.6. We conclude in Sect. 7 with some remarks on the results and future research topics, especially in the context of the efficiency regarding the numerical convexification.

## 2 Incremental damage modeling

We first introduce notation and basic concepts of continuum mechanics. We consider a physical body (connected, Lipschitz boundary) which in reference configuration is denoted by $\mathcal{B} \subset \mathbb{R}^{3}$ with coordinates $\boldsymbol{X} \in \mathcal{B}$. The nonlinear deformation map $\varphi_{t}: \mathcal{B} \rightarrow \mathcal{B}_{t}:=\varphi_{t}(\mathcal{B})$ describes the deformation of the body relative to its reference configuration for times $t \in \mathbb{R}^{+}$. The deformation gradient is therefore given by $\boldsymbol{F}(\boldsymbol{X})=\operatorname{Grad} \varphi_{t}(\boldsymbol{X})$ and we consider the right CauchyGreen tensor $\boldsymbol{C}=\boldsymbol{F}^{T} \boldsymbol{F}$ as deformation measure. Isotropic hyperelastic strain energy densities can be formulated in terms of the first, second and third principal invariants
$I_{1}=\operatorname{tr} \boldsymbol{C}, \quad I_{2}=\operatorname{tr}(\operatorname{Cof} \boldsymbol{C}), \quad I_{3}=\operatorname{det} \boldsymbol{C}$
of the Cauchy-Green tensor. The corresponding strain energy densities of virtually undamaged materials can then be phrased in the format
$\psi^{0}(\boldsymbol{C})=\psi^{0}\left(I_{1}, I_{2}, I_{3}\right)$.

As examples we utilize the St. Venant-Kirchhoff
$\psi_{\mathrm{St.V-K}}^{0}(\boldsymbol{C}):=\frac{\lambda}{8}\left(I_{1}-3\right)^{2}+\frac{\mu}{4}\left(I_{1}^{2}-2 I_{1}-2 I_{2}+3\right)$
and the compressible Neo-Hookean effective strain energy density
$\psi_{\mathrm{NH}}^{0}(\boldsymbol{C}):=\frac{\mu}{2}\left(I_{1}-3\right)-\mu \ln (J)+\frac{\lambda}{2} \ln (J)^{2}$
with the Lamé parameters $\mu, \lambda \in \mathbb{R}$ and $J=\sqrt{I_{3}}$. In presence of damage, the modified strain energy density
$\psi(\boldsymbol{C}, \beta)=(1-D(\beta)) \psi^{0}(\boldsymbol{C})$
is often considered, see e.g. [45]. Here, $\beta$ is an internal variable and evolves according to the discontinuous damage approach
$\beta_{t}:=\max _{s \leq t}\left[\psi^{0}\left(\boldsymbol{C}_{s}\right)\right]$ for $s, t \in \mathbb{R}^{+}$
and $D: \mathbb{R} \rightarrow[0,1)$ is the non-decreasing damage function of the form
$D(\beta)=D_{\infty}\left(1-\exp \left(-\frac{\beta}{D_{0}}\right)\right)$,
where $D_{\infty} \in(0,1)$ is the asymptotic limit of the damage function and $D_{0} \in \mathbb{R}^{+}$is the damage saturation parameter.

To relax the phenomenological scalar-valued continuum damage mechanics energy density, we briefly recapitulate the derivation of the associated incremental stress potential as obtained in [9]. Let $t_{0}, \ldots, t_{N}$ denote a time discretization of the time interval $[0, T]$ and $\Delta t_{k+1}:=t_{k+1}-t_{k}$ denote the incremental time steps. Furthermore, let $\dot{\psi}$ denote the time derivative of strain energy density and $\phi$ the dissipation potential. According to [51], the generalized work done in the body within the time increment $\Delta t_{k+1}$ is then given by
$\mathcal{W}\left(\boldsymbol{F}_{k+1}, \beta_{k+1}\right):=\int_{t_{k}}^{t_{k+1}} \dot{\psi}+\phi \mathrm{d} t$.
The incremental stress potential
$W\left(\boldsymbol{F}_{k+1}\right)=\inf _{\beta_{k+1}}\left[\mathcal{W}\left(\boldsymbol{F}_{k+1}, \beta_{k+1}\right)\right]$,
which only depends on the deformation gradient $\boldsymbol{F}_{k+1}$, minimizes $\mathcal{W}$ with respect to the internal variable $\beta_{k+1}$ in each incremental time step. Via the second law of thermodynamics, one can derive that the dissipation potential is of the form
$\phi:=\psi^{0} \dot{D}$. With this in mind, the analytical integration and minimization of (2.8) yields
$W(\boldsymbol{F})=\psi(\boldsymbol{F}, D)-\psi\left(\boldsymbol{F}_{k}, D_{k}\right)+\beta D-\beta_{k} D_{k}-\bar{D}+\bar{D}_{k}$.
For a more detailed derivation, the reader is referred to [9]. Here, $\bar{D}$ denotes the antiderivative of the damage function. For an improved readability, the time-step dependence was shortened by dropping the index $k+1$ and the abbreviations $D:=D(\beta), D_{k}:=D\left(\beta_{k}\right), \bar{D}:=\bar{D}(\beta)$, and $\bar{D}_{k}:=\bar{D}_{k}(\beta)$ denote evaluations of the function $D$ and its antiderivative $\bar{D}$ at the minimizers $\beta$ of the current time step and the values of the internal variable at the last time step $\beta_{k}$.

Let the potential energy of external forces $\hat{t}$, which are applied at the Neumann boundary $\partial \mathcal{B}_{\sigma}$, be denoted by $\Pi^{\text {ext }}$. Further, let $\partial B_{\varphi}$ denote the Dirichlet boundary and $\hat{\varphi}$ the Dirichlet boundary conditions on $\partial B_{\varphi}$. We consider the total potential energy
$\Pi(\varphi):=\int_{\mathcal{B}} W(\boldsymbol{F}(\varphi)) \mathrm{d} V+\Pi^{\mathrm{ext}}(\hat{t}, \varphi)$.
The goal is now to follow the principle of minimum potential energy to obtain the state of mechanical equilibrium and to find minimizers of this energy subject to the boundary conditions, i.e.

$$
\begin{equation*}
\inf _{\varphi}\left\{\Pi(\varphi) \mid \varphi=\hat{\varphi} \text { on } \partial \mathcal{B}_{\varphi}, t=\hat{t} \text { on } \partial \mathcal{B}_{\sigma}\right\} \tag{2.10}
\end{equation*}
$$

Setting the first variation of $\Pi$ to zero leads to the weak form in the total Lagrangian setting
$\int_{\mathcal{B}} \boldsymbol{P}: \operatorname{Grad} \delta \boldsymbol{u} \mathrm{d} V-\int_{\partial \mathcal{B}_{\sigma}} \hat{t} \cdot \delta \boldsymbol{u} \mathrm{~d} S=0$,
subject to Dirichlet boundary conditions $\boldsymbol{u}=\hat{\boldsymbol{u}}$ on $\partial \mathcal{B}_{\varphi}$, see e.g. [33, Sec. 8.3] for a detailed derivation. The first Piola-Kirchhoff stress tensor $\boldsymbol{P}$ and its derivative, the nominal tangent moduli $\mathbb{A}$, are computed as
$\boldsymbol{P}=\frac{\partial W(\boldsymbol{F})}{\partial \boldsymbol{F}}, \quad \mathbb{A}=\frac{\partial \boldsymbol{P}}{\partial \boldsymbol{F}}=\frac{\partial^{2} W(\boldsymbol{F})}{\partial \boldsymbol{F} \partial \boldsymbol{F}}$.
The problem (2.11) can be solved numerically by using the finite element method with a suitable solver for the resulting system of nonlinear equations. For a steepest descent scheme like [4, Algorithm 9.1], only the first Piola-Kirchhoff stresses $\boldsymbol{P}$ are required, whereas for second order methods, such as the Newton method (cf. [4, Algorithm 4.2]), the derivative of these, the tangent moduli $\mathbb{A}$, need to be computed or approximated additionally.

Due to the dissipative nature of damage evolution processes, the time-incremental energy density (2.9) becomes non-convex. Therefore, the direct numerical simulation of
this problem suffers from stability issues and mesh dependency.

## 3 Relaxation by rank-one convexification

To treat the drawbacks resulting from non-convexity, we apply a relaxation approach and replace the energy density $W$ by a (semi)convex envelope. From a mathematical perspective, the quasiconvex envelope $W^{\text {qc }}$ would be the hull of choice; however, for general energy densities no efficient algorithm is known for the numerical approximation. Apart from that, the growth conditions required in order to prove weak lower semicontinuity of the integral functional when dealing with quasiconvex energy densities limit physical requirements such as $W(F) \rightarrow \infty$ for $\operatorname{det}(F) \rightarrow 0$. Hence, the incorporation of lower and upper bounds for $W^{\text {qc }}$ the convex, polyconvex and rank-one convex envelopes-is reasonable. Their relations are described by the inequality chain
$W^{\mathrm{c}} \leq W^{\mathrm{pc}} \leq W^{\mathrm{qc}} \leq W^{\mathrm{rc}} \leq W$.

Replacing $W$ by the convex envelope $W^{\text {c }}$ may lead to a nonphysical material behavior and is therefore of limited relevance in continuum mechanics models, cf. [17, Theorem 4.8-1]. The rank-one and the polyconvex hull are the closest available approximations, for which computational algorithms exist. In this paper, we focus on the rank-one convex hull. In particular, we will show that this choice is able to capture strain softening to some extent.

### 3.1 Definition and alternative characterizations

A function $W: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ is called rank-one convex, if

$$
\begin{equation*}
W(\lambda \boldsymbol{A}+(1-\lambda) \boldsymbol{B}) \leq \lambda W(\boldsymbol{A})+(1-\lambda) W(\boldsymbol{B}) \tag{3.1}
\end{equation*}
$$

holds for all $\lambda \in[0,1]$ and all matrices $\boldsymbol{A}, \boldsymbol{B} \in \mathbb{R}^{d \times d}$ that are rank-one connected, i.e. $\operatorname{rank}(\boldsymbol{A}-\boldsymbol{B})=1$. This condition is equivalent to the property that $W$ is convex along rankone directions, i.e. the function $g: \eta \mapsto W(\boldsymbol{F}+\eta \boldsymbol{a} \otimes \boldsymbol{b})$ is convex for all $\boldsymbol{a}, \boldsymbol{b} \in \mathbb{R}^{d}$ and $\boldsymbol{F} \in \mathbb{R}^{d \times d}$. The rank-one convex envelope $W^{\mathrm{rc}}$ of a function $W$ is the largest rank-one convex function below $W$, i.e.
$W^{\mathrm{rc}}(\boldsymbol{F})=\sup \left\{\tilde{W}(\boldsymbol{F}) \mid \tilde{W}: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}\right.$ with $\tilde{W} \leq W$,
$\tilde{W}$ is rank-one convex\}.

Various characterizations for the rank-one convex hull can be found for example in [21, Chapter 5]. The first example is the construction by successive lamination. This is done by
setting $W^{0}=W$ and for $k>0$ the next laminate is obtained by

$$
\begin{align*}
& W^{k+1}(\boldsymbol{F}) \\
& \quad=\inf _{\substack{\lambda \in[0,1] \\
\boldsymbol{A}, \boldsymbol{B} \in \mathbb{R}^{d \times d}}}\left\{\begin{array}{l|l}
\lambda W^{k}(\boldsymbol{A})+(1-\lambda) W^{k}(\boldsymbol{B}) & \begin{array}{c}
\lambda \boldsymbol{A}+(1-\lambda) \boldsymbol{B}=\boldsymbol{F}, \\
\operatorname{rank}(\boldsymbol{A}-\boldsymbol{B})=1
\end{array}
\end{array}\right\} \tag{3.3}
\end{align*}
$$

at all points $\boldsymbol{F} \in \mathbb{R}^{d \times d}$. The lamination-convex envelope $W^{\text {lc }}$ is defined in a pointwise manner through the limit
$W^{\mathrm{lc}}(\boldsymbol{F}):=\lim _{k \rightarrow \infty} W^{k}(\boldsymbol{F})$.

In [38, 5.C], it is shown that the rank-one convex envelope can be obtained by successive lamination, that is $W^{\mathrm{rc}}=W^{\mathrm{lc}}$. This characterization of the rank-one convex envelope is exploited in the algorithmic computations below.

An alternative characterization links the rank-one characterization via the successive lamination to so called $\mathcal{H}_{M}$ sequences. We utilize the notation from [26]. Shorthand, $\mathcal{H}_{M}$ is a condition on a set of matrices $\boldsymbol{F}_{1}, \ldots, \boldsymbol{F}_{M}$ that they are in some sense hierarchically rank-one connected, the mathematically rigorous definition is given in the following. The sequence of tuples $\left(\xi_{i}, \boldsymbol{F}_{i}\right) \in[0,1] \times \mathbb{R}^{d \times d}$ for $i=1, \ldots, M$ is said to be an $\mathcal{H}_{M}$ sequence (notation: $\left.\left(\xi_{i}, \boldsymbol{F}_{i}\right) \in \mathcal{H}_{M}\right)$ if $\sum_{i=1}^{M} \xi_{i}=1$ and the following condition holds:

- in case $M=2$ it holds $\operatorname{rank}\left(\boldsymbol{F}_{1}-\boldsymbol{F}_{2}\right)=1$;
- in case $M>2$ up to a permutation of the indices $\{1, \ldots, M\}$ it holds $\operatorname{rank}\left(\boldsymbol{F}_{1}-\boldsymbol{F}_{2}\right)=1$ and for all $i \in$ $\{2, \ldots, M-1\}$ define

$$
\begin{array}{ll}
\mu_{1}=\xi_{1}+\xi_{2}, & \hat{\boldsymbol{F}}_{1}=\frac{1}{\mu_{1}}\left(\xi_{1} \boldsymbol{F}_{1}+\xi_{2} \boldsymbol{F}_{2}\right) \\
\mu_{i}=\xi_{i+1}, & \hat{\boldsymbol{F}}_{i}=\boldsymbol{F}_{i+1}
\end{array}
$$

and it holds $\left(\mu_{i}, \hat{\boldsymbol{F}}_{i}\right) \in \mathcal{H}_{M-1}$.

With this definition at hand the rank-one convex envelope can be characterized by

$$
\begin{align*}
& W^{\mathrm{rc}}(\boldsymbol{F})=\inf \\
& \left\{\sum_{i=1}^{M} \xi_{i} W\left(\boldsymbol{F}_{i}\right) \mid M \in \mathbb{N},\left(\xi_{i}, \boldsymbol{F}_{i}\right) \in \mathcal{H}_{M}, \boldsymbol{F}=\sum_{i=1}^{M} \xi_{i} \boldsymbol{F}_{i}\right\} \tag{3.4}
\end{align*}
$$

where $M \in \mathbb{N}$ cannot be bounded in general. The equivalence of the characterization is shown in [21, Proposition 5.16].

## 4 Numerical rank-one convexification

This section presents algorithms for the numerical approximation of rank-one convex envelopes along with micromechanical interpretations in terms of iterative rank-one lamination.

### 4.1 The basic algorithm

We begin by recalling the important aspects of the algorithm presented in [2] and [4, Chapter 9.3.4]. By $|\cdot|_{\infty}$ we denote the component-wise maximum norm of a vector or a matrix, e.g. $|\boldsymbol{A}|_{\infty}=\max _{i j}\left|\boldsymbol{A}_{i j}\right|$. We assume a discretization of the energy density $W: \mathbb{R}^{d \times d} \rightarrow \mathbb{R}$ as a continuous piecewise linear approximation $W_{\delta, r}$ on a mesh
$\mathcal{N}_{\delta, r}=\delta \mathbb{Z}^{d \times d} \cap\left\{\left.\boldsymbol{A} \in \mathbb{R}^{d \times d}| | \boldsymbol{A}\right|_{\infty} \leq r\right\}$
with parameters for the mesh width $\delta \in \mathbb{R}$ and the radius of the ball $r \in \mathbb{R}$. The radius needs to be chosen sufficiently large so that the mesh is able to capture all relevant minima contributing to the convexification. Further, a discrete set of rank-one directions is considered

$$
\begin{gather*}
\mathcal{R}_{\delta, r}^{1}=\left\{\boldsymbol{a} \otimes \boldsymbol{b} \mid \boldsymbol{a}, \boldsymbol{b} \in \delta \mathbb{Z}^{d},\|\boldsymbol{a}\|_{\infty} \leq 2 d r, 1-d \delta \leq\right. \\
\left.\|\boldsymbol{b}\|_{\infty} \leq 1+d \delta\right\} . \tag{4.2}
\end{gather*}
$$

For the sake of readability, we denote the discretized rankone set by $\mathcal{R}$. Set $W_{\delta, r}^{0}(\boldsymbol{F})=W(\boldsymbol{F})$ for all $\boldsymbol{F} \in \mathcal{N}_{\delta, r}$. The iterative lamination is now performed in a pointwise manner. Therefore, for all $\boldsymbol{F} \in \mathcal{N}_{\delta, r}$ the optimization problem

$$
\left.\begin{array}{rl}
W_{\delta, r}^{k+1}(\boldsymbol{F})= & \inf \left\{\lambda W_{\delta, r}^{k}\left(\boldsymbol{F}+\delta l_{1} \boldsymbol{R}\right)+(1-\lambda) W_{\delta, r}^{k}(\boldsymbol{F}\right. \\
& \left.+\delta l_{2} \boldsymbol{R}\right) \left\lvert\, \begin{array}{c}
\boldsymbol{R} \in \mathcal{R}, \lambda \in[0,1], l_{1}, l_{2} \in \mathbb{Z} \\
\lambda l_{1}+(1-\lambda) l_{2}=0
\end{array}\right. \tag{4.3}
\end{array}\right\}
$$

is solved. Function values corresponding to points that are not represented in the mesh $\mathcal{N}_{\delta, r}$ are obtained by linear interpolation. The constraint on $l_{1}, l_{2}$ and $\lambda$ in the above optimization problem ensures that the convex combination of the arguments of $W_{\delta, r}^{k}$ leads to $\boldsymbol{F}$. The iteration is stopped until either a number of maximal iterations $k_{\max }$ is reached or the change in two consecutive iterates is small enough, i.e. $\left|W_{\delta, r}^{k+1}-W_{\delta, r}^{k}\right|_{\infty} \leq$ tol.

The solution of the minimization problem can be performed by considering for every rank-one direction $\boldsymbol{R} \in \mathcal{R}$ the one-dimensional convexification along the line $\boldsymbol{F}+\eta \boldsymbol{R}$ for $\eta \in \mathbb{R}$. We adapt the notation of [27] and denote by $\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})$ the points along the rank-one direction $\boldsymbol{R} \in \mathcal{R}$ through the point $\boldsymbol{F}$, i.e.
$\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})=\{\boldsymbol{F}+l \delta \boldsymbol{R} \mid l \in \mathbb{Z}\} \cap \operatorname{conv}\left(\mathcal{N}_{\delta, r}\right)$.

For fixed iteration $k$ and fixed mesh point $\boldsymbol{F} \in \mathcal{N}_{\delta, r}$ as well as direction $\boldsymbol{R} \in \mathcal{R}$, let $w_{l}=W_{\delta, r}^{k}(\boldsymbol{F}+l \delta \boldsymbol{R})$ denote the function values of $W_{\delta, r}^{k}\left(\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})\right)$ and $I_{\ell}$ the index set of all $l$ of (4.4). Since the matrices in $\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})$ are not directly represented in the mesh in general, the function values of these intermediate points are obtained by interpolation. The mapping $q: I_{\ell} \rightarrow W_{\delta, r}^{k}\left(\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})\right)$ can now be interpreted as a one-dimensional function, mapping each index $l \in I_{\ell}$ to the value $w_{l}$. This one-dimensional function needs now to be convexified. This allows for the application of the convexification procedure presented in Algorithm 1. Afterwards the minimum over all $\boldsymbol{R} \in \mathcal{R}$ is stored as the resulting relaxed value for the mesh point $\boldsymbol{F}$ in the current iteration.

### 4.2 One-dimensional convexification

Let $L$ be the number of matrices in the set $\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})$, i.e. $L:=\left|\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})\right|$, and assume that the distribution of points along the rank-one line is equidistant with distance $\delta$. Let the $x_{i} \in \mathbb{Z}$ for $i=0, \ldots, L$ denote the indices in the set $I_{\ell}$. The convexification of the mapping $x_{i} \mapsto w_{i}$ (a shifted/renumbered version of $q$ ) can then be realized through the following procedure described in Algorithm 1.

```
Algorithm 1 convexify (x, w)
    Input: \(\mathrm{x}, \mathrm{w} \quad \triangleright\) arrays of length \(L\)
    Output: \(\mathrm{y}, \mathrm{c} \quad \triangleright\) arrays of length \(n\)
    \(y[1]=w[1], y[2]=w[2], c[1]=w[1], c[2]\)
    \(=\mathrm{w}[2]\)
    \(n=2\)
    for \(i=3,4, \ldots, L\) do
        while (c[n] - c[n-1]) * (x[i] - y[n]) >=
                        (w[i] - c[n]) * (y[n] -
    \(y[n-1])\) and \(n>=1\) do
        n -= 1
        \(\mathrm{n}+=1\)
        \(y[n]=x[i], C[n]=w[i]\)
    return \(\mathrm{y}, \mathrm{c}\)
```

This algorithm realizes the convexification by iteration from left to right of the interval, successively computing difference quotients and checking two adjacent slopes for convexity. Depending on the angle of the two slopes, either the points already visited are deleted (by overwriting y [n] and $c[n]$ ) or the new point is added (line 9). The algorithm realizes the convexification in linear complexity in the number of input points $L$, due to the deletion of points already visited and not contributing to the convex hull. The resulting arrays of length $n$ contain the supporting points of the convex hull. In computational geometry, this procedure is also known as Graham's scan [31]. An adaptive convexification strategy, which accelerates the convexification significantly by using second order derivative information, can be found in

(A) Mesh $\mathcal{N}_{\delta, r}$ (blue) and discretized direction set (orange) in a single mesh point

Fig. 1 Rank-one convexification. a schematic representation of the deformation gradient mesh $\mathcal{N}$ (projected to two dimensions) and discretized rank-one directions (orange lines) through point $F$. b onedimensional convexification of the function based on the interpolations from a. Original function is drawn in light blue, piece-wise linear inter-

(B) Convexification of the one dimensional mapping $I_{\ell} \rightarrow W_{\delta, r}^{k}\left(\ell_{\delta}(\boldsymbol{F}, \boldsymbol{R})\right)$ (gray) by Algorithm 1 delivers the green hull
polation in gray, resulting one-dimensional convex hull in green, the function value for $F$ (red) is obtained by linear interpolation, which is given by the convex combination of function values corresponding to $F^{+}$and $F^{-}$

Deeper insights into the structure of the hull can be gained if further knowledge is tracked. This is possible by considering the hierarchical construction of the $\mathcal{H}_{M}$ sequences. By tracking the solution arguments of the optimization problem (4.3), it is possible to set up a lamination tree for each point $\boldsymbol{F}$ that is convexified, as illustrated in Fig. 2. For each convexified node $\boldsymbol{F}$, a child is appended for $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$and their associated convex coefficient $\lambda$ is tracked as weight over the edges. After each global iteration $k$, the tree has to be updated in terms of the new minimizers and their subtrees (see Algorithm 2 for details). A slight adjustment is required if the tree is computed numerically; the points (gray points on the orange rank-one line in the left picture of Fig. 1) $\boldsymbol{F}^{+}=\boldsymbol{F}+\delta l_{2} \boldsymbol{R}$ and $\boldsymbol{F}^{-}=\boldsymbol{F}+\delta l_{1} \boldsymbol{R}$ (where $\boldsymbol{R}, l_{1}, l_{2}$ denote the minimizing arguments of (4.3)) are in general not represented in the mesh. Due to this aspect, one has to consider the nearest neighbours of these points that contribute to the linear interpolation. Hence the rank-one tree contains branching subject to the interpolation ( 16 children) and subject to the rank-one lamination (two children).

Even if the setup of the tree seems straightforward from an iterative perspective, the tree can change substantially in one iteration, due to the occurrence of different minima corresponding to new lamination distributions. Hence, whole subtrees are subject to change in an iteration.

The tree can be used to approximate derivatives (or in general subdifferentials) of the convex hull by linear combination of the leaves of the tree. Those leaves correspond to the last branching, i.e. the case $\mathcal{H}_{2}$. Examples of lamination trees and the microstructural interpretation will follow in Sect. 6.

The consecutive optimization problems (4.3) only require the function values of the iterates $W_{\delta, r}^{k}$ for all mesh points.


Fig. 2 A rank-one tree obtained by successive lamination (for iterate $k=3$ ) of a function $W$ at the point $\boldsymbol{F}$. Note that only branching due to lamination and not due to interpolation is illustrated. The $\boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$ can be identified with $\boldsymbol{F}^{-}$and $\boldsymbol{F}^{+}$. In the deeper parts of the tree
$\boldsymbol{F}_{121}$ and $\boldsymbol{F}_{122}$ are for example associated to $\boldsymbol{F}_{12}^{-}$and $\boldsymbol{F}_{12}^{+}$, due to the branching of $\boldsymbol{F}_{12}$. In general, the rank-one tree can be unbalanced due to bifurcation only in one subtree

### 5.2 Adaptive discretization of the deformation-gradient space

The mesh $\mathcal{N}_{\delta, r}$ was constructed in (4.1) as an equidistant discretization, to be more precise, a hypercube with edge length $2 r$ and resolution $\delta$ of the space $\mathbb{R}^{d \times d}$. The mesh size parameter $\delta$ and the radius of the hypercube were applied to all of the components of the matrix space. Letting $N=\frac{2 r}{\delta}$ denote the number of grid points in one matrix component, i.e. unit direction of the space $\mathbb{R}^{d \times d}$, the mesh consists of $N^{d^{2}}$ points. To reduce the number of mesh points, we now treat each component individually. Instead of setting up a hypercube of edge length $2 r$ we consider points in the cuboid that is characterized by $F_{i j}^{\min } \leq F_{i j}^{\max }$ for $i, j=1, \ldots, d$. Furthermore, the mesh-width parameter is adjusted for each dimension, i.e. $\delta_{i j} \in \mathbb{R}$. Overall, we utilize the discrete set of points
$\mathcal{N}_{\delta, r}=\left\{\boldsymbol{F} \in \mathbb{R}^{d \times d} \mid F_{i j} \in \delta_{i j} \mathbb{Z}, F_{i j}^{\min } \leq F_{i j} \leq F_{i j}^{\max }\right\}$
as our deformation gradient grid. For simplicity, we use the shorthand notation $\mathcal{N}$ instead of $\mathcal{N}_{\delta, r}$ for the deformation gradient mesh as long as there is no confusion about parameters. To be more precise, depending on the boundary value problems and the expected occurrence of deformations, the bounds of each entry in the discretization are set accordingly and the shear components are not fully resolved in the mesh $\mathcal{N}$ but only represented by a coarse discretization.

Together with the reduction of the discretized rank-one direction set this discretization approach turns out reasonable in our numerical experiments. Complexity in (other) applications may also be reduced by other (adaptive) deformation gradient space discretizations while using larger rank-one sets simultaneously. The complexity reduction by considering smaller rank-one discretized sets or the possibility
to reduce complexity via the deformation gradient meshsize should also incorporate the possibility of parallelization, i.e. parallelization over the directions only allows the usage of number of directions as threads, whereas the parallelization over mesh points and larger computational resources offers the possibility for major computational gain.

### 5.3 Reliable computation of derivative information

To perform a descent method or a (quasi-)Newton scheme, first-order and second-order derivative information of the incremental stress potential is required to set up the first and second variation of the energy functional. However, the constructed piecewise linear rank-one convex envelope is only $C^{0}$ and its derivative is not well defined, e.g. in the mesh points. With the regularity results of [7] in mind, our consistent computation of derivatives utilizes the two-folded decomposition of the approximated rank-one convex hull $W_{\delta, r}^{k}(\boldsymbol{F})$ in its $\mathcal{H}_{k}$ sequence and, if necessary, the weighted sum of the linear interpolation to formulate a derivative in dependence on the smoother function $W(\boldsymbol{F})$, i.e.
$\partial_{F} W_{\delta, r}^{k}(\boldsymbol{F})= \begin{cases}\xi \partial_{F} W_{\delta}^{k-1}\left(\boldsymbol{F}^{+}\right)+(1-\xi) \partial_{F} W_{\delta, r}^{k-1}\left(\boldsymbol{F}^{-}\right) & \boldsymbol{F} \in \mathcal{N} \\ \sum_{i}^{2 \times d} w_{i} \\ w_{F} W^{k}\left(\boldsymbol{F}_{i}\right) & \boldsymbol{F} \notin \mathcal{N} .\end{cases}$

Note that the index $k$ only refers to the lamination/global iteration. The branching in the tree due to interpolation is only encoded in the sum of current iteration $(k)$ laminates. In the case $\boldsymbol{F} \in \mathcal{N}$, the matrices $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$correspond to the minimizing arguments of the optimization problem (4.3). Since the linear interpolation (as handled in the case $\boldsymbol{F} \notin \mathcal{N})$ can have in the two-dimensional case a maximum of $2^{2 \times 2}=16$ nodes per cell, the tree can branch into a maximum of sixteen different children where the volume fractions correspond to the interpolation weights, i.e. the $w_{i} \in[0,1]$ for the mesh points $\boldsymbol{F}_{i}$. Further, if a given deformation gradient $\boldsymbol{F}$ is in the set $\mathcal{N}$, the branching is bounded by two children. However, the resulting tree is unbalanced and not structured at all, which renders a sophisticated construction task. Thus, we present a stack (queue) based algorithm to construct the two-folded decomposition tree. Algorithm 2 presents the procedure and works as follows: first, the root node is constructed and the queue is initialized. The queue consists of a tuple containing the node and its parent. The first candidates are queued from line 6 to 14 and if the given deformation gradient $\boldsymbol{F}$ is not part of the convexification grid, it is decomposed into the weights and points that contribute to the interpolation sum. Afterwards a two staged while loop begins. In the first stage, the children are pushed into the associated parent node container, and in the second stage, the queue is filled with new potential lamination candidates. This while loop ends as soon as the queue is empty, returning
the root node, which is connected to all its descendants that are needed to construct the recursive derivative.

```
Algorithm 2 buildtree ( \(\boldsymbol{F}, \mathcal{N}\), lamination
forrest, startdepth)
    Input: \(\boldsymbol{F}, \mathcal{N}\), laminationforrest, startdepth
    Output: root
    \(\triangleright\) Initialize tree with empty children array and \(\xi=1.0\)
    root \(=\operatorname{Tree}(\boldsymbol{F}, 1.0\), startdepth \(+1,[])\)
    initialize queue
    if \(\boldsymbol{F} \in \mathcal{N}\) then
        laminate \(=\) getlaminate \((\boldsymbol{F}\), laminationforrest,
        startdepth)
        push(queue, (laminate, root))
    else
        points, weights \(=\) decompose \((\boldsymbol{F}, \mathcal{N})\)
        for (weight, point) \(\in\) (weights, points) do
            depth = highestlaminateorder
        (point, laminationforrest)
            candidate = Tree (point, weight, depth, [])
            push (queue, (candidate, root))
    while queue \(\neq \emptyset\) do
        (lc,parent) \(=\) pop (queue)
        if 1 c is a laminate then
                \(\xi=\left(\|\right.\) parent \(\left.. \boldsymbol{F}-1 \mathrm{c} \cdot \boldsymbol{F}^{-} \|_{1}\right) /\left(\left\|1 \mathrm{c} \cdot \boldsymbol{F}^{+}-1 \mathrm{c} . \boldsymbol{F}^{-}\right\|_{1}\right)\)
                push (parent.children, Tree (node. \(\boldsymbol{F}^{-}\), (1 -
    \(\xi), 1 \mathrm{c} . k,[])\) )
        push(parent.children,
        Tree (node. \(\boldsymbol{F}^{+}, \xi\), lc. \(\left.k,[]\right)\) )
        else
            push (parent.children,lc)
        for child \(\in\) parent. children do
            depth \(=\) child. \(k-1\)
            if child. \(\boldsymbol{F} \in \mathcal{N}\) then
                    laminate \(=\) getlaminate
        (child. \(\boldsymbol{F}\), laminationforrest, depth)
            push(queue, (laminate, child))
                else
                    points, weights = decompose(child. \(\boldsymbol{F}, \mathcal{N})\)
                    for (weight, point) \(\in\) (weights, points) do
                        candidate \(=\) Tree (point, weight,
        depth+1, [])
                    push (queue, (candidate, child))
    return root
```

With the tree at hand, the derivative can be recursively evaluated according to (5.2). A pseudocode of this procedure is given in Algorithm 3. The constructed tree is traversed until a leaf node is found and, in this case, the original non-convex function and its derivatives can be evaluated. Afterwards, the values are returned and multiplied by the convex combination or weighting coefficient, respectively.

```
\(\overline{\text { Algorithm } \mathbf{3} \text { eval(tree,material,history): }}\)
Recursive function and derivative value construction
    Input: tree, material, history
    Output: \(W, \boldsymbol{P}, \mathbb{A}\)
    \(W=0, \boldsymbol{P}=\mathbf{0}, \mathbb{A}=\mathbf{0}\)
    \(n=1\)
    if tree.children \(=\emptyset\) then \(\quad \triangleright\) tree is a leafnode
        \(W+=W(\) tree. \(\boldsymbol{F}), \boldsymbol{P}+=\partial W(\) tree. \(\boldsymbol{F}), \mathbb{A}+=\)
    \(\partial^{2} W\) (tree. \(\boldsymbol{F}\) )
    else
        for child \(\in\) tree.children do
            \(W_{c}, \boldsymbol{P}_{c}, \mathbb{A}_{c}=\) eval(child, material,history) \(\triangleright\)
    recursion call
10: \(W+=\) child. \(\xi W_{c}, \boldsymbol{P}+=\operatorname{child} . \xi \boldsymbol{P}_{c}, \mathbb{A}+=\)
    child. \(\xi \mathbb{A}_{c}\)
    return \(W, \boldsymbol{P}, \mathbb{A}\)
```

An alternative approach for the construction of derivative information is to consider a representative subdifferential of the constructed multidimensional linear interpolation of the rank-one convex envelope, whenever an entry of the deformation gradient lies on a cell boundary. Multiple subdifferentials in the approximate neighborhood need to be evaluated and averaged. However, at points where change of signs in the subdifferential occurs as it is the case at the transition from compression to tension, a special treatment is required. Since the compression and tension regime are not of the same size, symmetry is not given and, thus, the subdifferential average is distorted. Hence, the subdifferential is set to zero in this case.

### 5.4 Overall procedure

For a given boundary value problem, in each pseudo-time iterate a nonlinear solver is utilized where the rank-one convexification is performed in each quadrature point. The construction of the derivatives was already outlined and hence a steepest descent method or a Newton scheme can be applied with a line search or Armijo-Goldstein stepsize criterion. For steepest descent and Armijo-Goldstein, see [4, Algorithm 9.1]; for Newton, see [4, Algorithm 4.2]. The rankone convexification is performed with a direction set (5.1) or (4.2) according to the optimization problem (4.3). From a computational point of view, the direction set $\mathcal{R}$ is obtained by creating all vectors $\boldsymbol{a}, \boldsymbol{b}$ whose outer products characterize the direction set.

### 5.5 Implementation details

Implementation details play a crucial role to get into a range of computational efficiency where a concurrent computation of the rank-one convex envelope is feasible. Thus, this subsection discusses implementation decisions. Our implementation in Julia [8] enables a significant gain in compu-
tational efficiency by parallelization of the one-dimensional convexifications. Each deformation gradient and, thus, the convolution over the deformation gradient grid is parallelized. A crucial step for the parallelization is the use of lazy datastructures, cf. [50]. Here, the notion of lazy datastructures refers to a datastructure whose underlying data generation is postponed to the very moment it is queried. In particular, this means for the deformation gradient grid that each grid point is computed ad hoc and not saved in a large multidimensional array. With an explicit data structure, which buffers the full deformation grid in an array, we observed significant performance degradation. Another import part is the parallelization strategy, which is like the concept of workstreams, cf. [60]. Each deformation gradient point in the deformation gradient grid formulates a task and for each thread an associated buffer is assigned, such that the allocation is thread-wise minimal. The only difference to the workstreams approach is that no coloring is required since the convexification grid points can be treated independently. The tensorial representation of the deformation gradient, stresses and tangent moduli is realized by the continuum mechanics tensors library Tensors.jl [13]. The multi-dimensional linear interpolation of Interpolations.jl [1] is used for the construction of $W_{\delta, r}^{k}$ and boundary value problems are assembled with the finite element toolbox Ferrite.jl [14]. The code for the numerical rank-one convexification can be found in the following git repository https://github.com/koehlerson/Numerical Relaxation.jl.

## 6 Numerical experiments

This section demonstrates the functionality of the proposed rank-one convexification algorithm. First, the convexification procedure is numerically analyzed when applied to sample energy densities. Then, the efficiency of the proposed algorithmic extensions is illustrated in a series of numerical experiments (Subsections $6.1-6.4$ ). In the Subsections 6.5 - 6.8 we proceed with the examination of several boundary value problems in terms of mesh insensitivity and their ability to capture strain softening. Finally, we conclude with a microstructural interpretation of the relaxation process in Subsection 6.9.

The presented experiments are based on the effective strain energy densities $\psi^{0}$ of the St. Venant-Kirchhoff (STVK) model (2.2) and the Neo-Hooke (NH) model (2.3). For the initial examples in two spatial dimensions, we consider a mesh $\mathcal{N}$ that is parameterized by $F_{i j}^{\min } \leq F_{i j} \leq F_{i j}^{\max }$ and $\delta_{i j}$ for $i, j=1, \ldots, d$. Hence, every matrix component is discretized individually as discussed in Sect. 5.2. We use the same discretization for both diagonal elements represented by the parameters $F_{i i}^{\min }, F_{i i}^{\max }$ and $\delta_{i i}$. A different discretiza-
tion represented by the parameters $F_{i j}^{\min }, F_{i j}^{\max }$ and $\delta_{i j}$ for $i \neq j$ is utilized for both off-diagonal entries.

As a stopping criterion for the global loop of the convexification procedure, we apply $\max _{\boldsymbol{F} \in \mathcal{N}}\left|W_{\delta, r}^{k+1}-W_{\delta, r}^{k}\right|_{\infty} \leq$ $10^{-4}$ while at the same time guaranteeing that a total of $k_{\max }=20$ iterations is not exceeded. The number $k_{\max }$ corresponds to the maximal lamination depth of the microstructure evolution.

### 6.1 Convergence for the different direction sets

First we analyze the distance between two consecutive iterates to illustrate the convergence behavior of the algorithm. We compare the obtained approximations of the rank-one convex envelopes when using the reduced rank-one set $\mathcal{R}_{1}^{1}$ and the full direction set $\mathcal{R}_{\delta, r}^{1}$, the latter one can be interpreted as reference solution. For this purpose, a material point study for the incremental potential $W$ (as in (2.9)) is carried out for both, an NH and an STVK effective strain energy density $\psi^{0}$. The material parameters and the convexification grid parameters used are listed in Table 1. Note that we used the same discretization stepsize $\delta_{i j}$ for all matrix components.

The tables presented in Fig. 3 show the convergence of the algorithm for an incremental stress potential $W$ as in (2.9) based on the given parameter set in Table 1. In the case of the STVK model, 1000 was set as the starting value which was chosen instead of setting it to $\infty$. The maximal decrease
$\max _{\boldsymbol{F} \in \mathcal{N}} W_{\delta, r}^{k}(\boldsymbol{F})-W_{\delta, r}^{k+1}(\boldsymbol{F})$
in iteration $k$ is compared for both, the full direction set (4.2) and the reduced direction set (5.1). The results show that the reduced set of directions is enough and information of decrease in function values of the mesh points is sufficiently propagated by the smaller set of directions. The observed increase in iterations and hence slower convergence of the reduced directions is manageable since the overall costs massively outperform the full rank-one set. The number of elements in the set $\mathcal{R}_{1}^{1}$ is sixteen, which is significantly lower than the number of elements in the $\mathcal{R}_{\delta, r}^{1}$ set, which consists of 93925 and 122199 elements for the NH and SVKT parameters given in Table 1, respectively. The quality of the converged hull is compared in the next subsection.

### 6.2 Comparison of reduced and full rank-one direction sets

Figures 4 and 5 show the relative error of the approximations of the two direction sets, i.e.,

| $k$ | $\mathcal{R}_{\delta, r}^{1}$ | $\mathcal{R}_{1}^{1}$ |
| :---: | :---: | :---: |
| 1 | 1000.00 | 1000.00 |
| 2 | 1000.04 | 1000.04 |
| 3 | 0.18478 | 0.18478 |
| 4 | 0.02101 | 0.07939 |
| 5 | 0.00278 | 0.01625 |
| 6 | 0.00105 | 0.00237 |
| 7 | 0.00062 | 0.00132 |
| 8 | 0.00043 | 0.00075 |
| 9 | 0.00013 | 0.00045 |
| 10 | - | 0.00037 |
| 11 | - | 0.00014 |
| 12 | - | - |
| 13 | - | - |
| 14 | - | - |
| 15 | - | - |

(A)

| $k$ | $\mathcal{R}_{\delta, r}^{1}$ | $\mathcal{R}_{1}^{1}$ |
| :---: | :---: | :---: |
| 1 | 2.84696 | 2.84696 |
| 2 | 1.68770 | 1.62022 |
| 3 | 1.14215 | 1.14215 |
| 4 | 0.01503 | 0.09311 |
| 5 | 0.00453 | 0.01674 |
| 6 | 0.00174 | 0.00401 |
| 7 | 0.00072 | 0.00182 |
| 8 | 0.00044 | 0.00084 |
| 9 | 0.00026 | 0.00056 |
| 10 | 0.00012 | 0.00042 |
| 11 | - | 0.00031 |
| 12 | - | 0.00027 |
| 13 | - | 0.00020 |
| 14 | - | 0.00013 |
| 15 | - | 0.00011 |

(B)

Fig. 3 Distance of consecutive iterates (6.1) for the models based on the strain energy densities $\psi^{0}$ for the STVK (left) and NH (right) model, stopping tolerance $10^{-4}$
$\mathcal{E}^{\mathrm{rel}}(\boldsymbol{F})=\frac{\left|W_{\delta, r, \mathcal{R}_{\delta, r}^{1}}^{\hat{k}}(\boldsymbol{F})-W_{\delta, r, \mathcal{R}_{1}^{1}}^{k}(\boldsymbol{F})\right|}{\gamma+\left|W_{\delta, r, \mathcal{R}_{\delta, r}^{1}}^{\hat{k}}(\boldsymbol{F})\right|}$
for $\boldsymbol{F} \in \mathcal{N}$. Here, $\hat{k}$ corresponds to the converged iteration index of the reference approximation computed by the full rank-one direction set and $k$ corresponds to the iteration for the converged approximation computed by the reduced direction set. The stablization parameter $\gamma$ is introduced, since both functions exhibit a value of zero multiple times and, thus, the division by zero produces undefined values. The stabilization parameter has been set to $\gamma=10^{-8}$.

For all plotted planes in Figs. 4 and 5 the fixed axes correspond to initial, undeformed configuration deformation values $\boldsymbol{F}_{0}=\boldsymbol{I}$. In other words, all plots show slices of the mesh hypercuboid that contain the identity matrix, i.e. the point $\boldsymbol{I}$. Compared to the absolute function values of $W_{\delta, r}^{k}$, the difference in the two possible approximations is quite small from a quantitative perspective. Hence, replacing the full rank-one direction set $\mathcal{R}_{\delta, r}^{1}$ by $\mathcal{R}_{1}^{1}$ seems reasonable in this representative model problem.

Notice that due to the asymmetry of the compression $\left(0 \leq F_{i i} \leq 1\right)$ and tension $\left(1 \leq F_{i i}\right)$ regime in the $\mathbb{R}^{d \times d}$ space, the equidistant discretization favors the tension regime in terms of error distribution. This is due to the smaller size of the compression region and therefore coarser approximation, while the same discretization step size in the tension range is able to capture the behavior of the incremental stress potential slightly better because of the slower function growth for $F_{i i} \rightarrow \infty$. For an overall better approximation in the compression zone, one should prefer a finer discretization in the deformation gradient space instead of taking a larger rank-

Table 1 Material and convexification parameters for the $2 \times 2=4$ fully resolved deformation grid material point study

Fig. 4 Relative error $\mathcal{E}^{\text {rel }}$ for $W_{\delta, r, \mathcal{R}_{\delta, r}^{1}}^{9}$ and $W_{\delta, r, \mathcal{R}_{1}^{1}}^{11}$ obtained by the direction sets $\mathcal{R}_{1}^{1}$ and $\mathcal{R}_{\delta, r}^{1}$ based on the STVK model for $\psi^{0}$

Fig. 5 Relative error $\mathcal{E}^{\text {rel }}$ for $W_{\delta, r, \mathcal{R}_{\delta, r}^{1}}^{10}$ and $W_{\delta, r, \mathcal{R}_{1}^{1}}^{15}$ obtained by the direction sets $\mathcal{R}_{1}^{1}$ and $\mathcal{R}_{\delta, r}^{1}$ based on the NH model for $\psi^{0}$

| $\psi^{0}$ | $\lambda$ | $\mu$ | $D_{0}$ | $D_{\infty}$ | $\beta_{k}$ | $\delta_{i j}$ | $F_{i i}^{\min }$ | $F_{i i}^{\max }$ | $F_{i j}^{\min } \forall i \neq j$ | $F_{i j}^{\max } \forall i \neq j$ | $\|\mathcal{N}\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NH | 0.5 | 1.0 | 0.3 | 0.9 | 0.06 | 0.15 | 0.1 | 3.4 | -2.55 | 2.55 | 648025 |
| STVK | 0.5 | 1.0 | 0.3 | 0.9 | 0.07 | 0.1 | 0.1 | 2.0 | -2.0 | 2.0 | 672400 |


one direction set. The information of 'function lowering' due to convexification seems to be propagated by the reduced direction sufficiently (requiring a higher number of global iterations) and a refinement in terms of directions seems to raise no substantial gain. Hence, with regard to refinement at the cost of higher workload, the spatial resolution of the deformation gradient should be improved instead of increasing the number of rank-one directions.

### 6.3 Lamination matrix

The Figs. 6 and 7 show slices of the computed states corresponding to the last row of the tables in Fig. 3 for the STVK and NH model, respectively. The pictures show lamination values on slices of the mesh hypercuboid through the point $\boldsymbol{I}$ as described in the previous subsection. For two given matrix component values, the lamination order for the full (4.2) and reduced directions (5.1) are illustrated. Again, the higher lamination order of the reduced directions is observable while the qualitative behavior is similar. Also the convex (lamination order 0 ) regime around the identity matrix $\boldsymbol{I}$ is visible. This illustration also motivates the replacement of $\mathcal{R}_{\delta, r}^{1}$ by $\mathcal{R}_{1}^{1}$.

### 6.4 Strong scaling of the rank-one convexification

The parallelized version of the convexification algorithm is tested in a strong scaling setting on a single cluster node with an increasing number of threads with a fixed amount of total work, i.e. convexification grid size. The scaling study was done without building the decomposition tree. If the tree is needed either each thread has its own partial lamination forest which needs to be merged after the parallel part of the code or a parallel safe data structure for the lamination forest can be used. In our implementation, each thread has its own partial lamination forest that is merged after the parallel part of the code. The implementation's performance can be seen in Fig. 8 which is close to the logarithmic perfect scaling. Julia's garbage collector is realized by a stop the world implementation, cf. [48, Section 7]. Therefore, the gain of having the deformation grid not buffered in the memory comes with a tradeoff. While, initially, there is a gain in performance due to the avoided paging faults, cache misses and similar effects, the performance degrades from perfect scaling since there are more threads whose local memory needs to be cleaned in a serialized way after finishing the threaded convexification. However, since convexification meshes scale drastically in memory, we still advocate for lazy convexification grid representation.

Fig. 6 Matrix of lamination order for St. Venant-Kirchhoff $\psi^{0}$. The color corresponds to the iteration $k$ for which the last time a laminate was built. (top) shows the obtained lamination matrix for $\mathcal{R}_{\delta, r}^{1}$ and (bottom) in the case of $\mathcal{R}_{1}^{1}$. Note that the convex regime, i.e. the area, where either a fully dissipated configuration $\left(D=D_{\infty}\right)$ is reached or ellipticity is not lost yet ( $\boldsymbol{F} \approx \boldsymbol{I}$ ), does not need lamination

Fig. 7 Lamination matrix for Neo-Hooke effective strain energy density. Again, the qualitative behavior is similar between the (top): $\mathcal{R}_{\delta, r}$ direction set and (bottom): $\mathcal{R}_{1}^{1}$ approach


Until now, the focus was on the pure application of the convexification algorithm, its convergence and lamination properties using different direction sets. In the next subsections, we test the obtained rank-one convex hull approximations in terms of mesh dependence under different loading and material conditions.

### 6.5 Uniaxial mesh independence test

As a first mesh independence test, we consider the two element perturbation test of [30] and [9]. However, here bilinear quadrilateral elements are considered. The boundary value problem is depicted in Fig. 9a and the associated force-


| $*$ | Rank-One Convexification Implementation $\mathcal{R}_{1}^{1}$ |
| :--- | :---: |
|  | Rank-One Convexification Implementation $\mathcal{R}_{\delta, r}^{1}$ |
| $-\because-$ | Perfect Scaling, $\mathcal{R}_{1}^{1}$ |
| $-\div-$ | Perfect Scaling, $\mathcal{R}_{\delta, r}^{1}$ |

Fig. 8 Strong scaling of Neo-Hooke example with a convexification mesh consisting of 43681 points on a cluster node with an Intel Xeon Phi 7210 processor. The scaling consists of fixing the total workload while varying the number of threads by $1,2,4,8,16,32$, and 64
displacement curve in Fig. 9b. Within this boundary value problem, a pure uniaxial deformation is exhibited. Therefore, only the diagonal entries of the deformation gradient are resolved by the convexification grid. In order to introduce inhomogeneity to the problem, the asymptotic damage limit $D_{\infty}$ in one of the two finite elements is perturbed by a small, physically meaningless value $\epsilon=10^{-5}$, such that $D_{\infty}$ is replaced by $D_{\infty}-\epsilon$. The total length $L=1$ is fixed; however, the individual element size of both elements is varied by the parameter $\kappa$. The derivatives were constructed with the subdifferential approach in this case. Then, only the first variation of the potential is known, and therefore, the descent method of [4, Algorithm 9.1] with Armijo-Goldstein based
linesearch is used. The parameters of the Armijo-Goldstein linesearch were set to $\alpha=0.5$ and $\hat{\mu}=0.01$, respectively. As material parameters, the following settings were chosen: The Neo-Hookean effective strain energy density $\psi_{\mathrm{NH}}^{0}$ is used with $\lambda=0.5, \mu=1.0, D_{0}=0.3, D_{\infty}=0.9$ and the convexification grid was spanned with a stepsize of 0.15 from 1.0 to 3.4 for both diagonal entries of the deformation gradient. From the force-displacement curve, an analogous behaviour as in [9] can be seen. As soon as the non-convex regime is entered, the relaxed model is activated and a constant stress response is observed. Since the deformation path can be parameterized by a rank-one path, the approximated rank-one convex envelope is convex along the path, thus the constant stresses. Furthermore, a mesh-independent response can be observed since different discretizations $\kappa$ do not lead to a different response. This contrasts the unrelaxed basic model, which shows heavy mesh sensitivity.

### 6.6 Biaxial mesh independence test

The biaxial tension boundary value problem illustrated in Fig. 10 is used for a further mesh sensitivity tests. The damage limit parameter in the right element is again disturbed by a small parameter $\epsilon=10^{-5}$ and the discretization of the individual elements is varied by the parameter $\kappa \in\{0.3,0.4,0.5,0.6,0.7,0.8,1.0\}$. The disturbance parameter $\epsilon$ is applied for varying $\kappa$ to the right element. Material and convexification parameters can be found in Table 2. In contrast to the material point study, the relaxation is performed in each non-convex step until the convexified regime is reached. After that, the approximated rank-one convex envelope is fixed and reused in subsequent incremental time steps. The Figs. 11a and 12a show the unrelaxed and the Figs. 11b and 12b the relaxed (and then fixed) incremental

Fig. 9 The same uniaxial perturbation test as in $[9,30]$ for a Neo-Hooke effective strain energy density. Due to the exhibited rank-one path of the deformation, the same convex response as in the aforementioned contributions can be seen for the relaxed model. The unrelaxed model shows mesh dependence, where the descent method snaps back into different minima for different values of $\kappa$

(A) Uniaxial boundary value problem

(B) Uniaxial mesh sensitivity in load displacement diagram


Fig. 10 Boundary value problem for the biaxial mesh sensitivity test with disturbance $\varepsilon=10^{-5}$ in the asymptotic damage limit parameter in the right element. The parameter $\kappa$ characterizes length of the elements
stress potential along rank-one and rank-two lines which are given by the paths

$$
\boldsymbol{F}_{s}^{\mathrm{r} 1}=\left[\begin{array}{ll}
1 & 0  \tag{6.2}\\
0 & 1
\end{array}\right]+s\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad \boldsymbol{F}_{s}^{\mathrm{r} 2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]+s\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

for varying $s$. Along the rank-two line (which corresponds to the evolution of the deformation of this boundary value problem), non-convexity of the deformation path is visible. Indeed, the non-convexity along the paths is required to reflect some strain softening (since a decreasing slope is required) as illustrated in Fig. 13.

This illustration shows the resulting material responses of the biaxial test using STVK and NH effective strain energy densities. In both cases, the derivative was computed with the novel tree decomposition procedure. It was not possible to obtain a convergent finite element solver by using the subdifferential description of the derivative. Since the tree decomposition approach is also capable of describing tangent moduli (which may vanish across rank-one lines), a Newton scheme with Armijo-Goldstein based line search was applied for the St. Venant-Kirchhoff case. As pointed out in [4, Remark 9.6], the second derivative can vanish for semi-convex envelopes; however, in this special case ranktwo deformation paths are expected and, thus, the second derivative does not vanish. In the Neo-Hooke effective strain energy density case, the descent method with line search as in the uniaxial example was used again.

The unrelaxed model shows strain softening, but also considerably strong mesh sensitivity. Despite the observed non-convexity along the rank-two line, the response is mesh independent. Note that although some strain softening is observed along specific lines, the relaxation approach presented here with fixed convex envelopes does not represent a suitable model for the description of a realistic strain softening. The reason is two-fold: (i) strain-softening cannot be modeled specifically, and (ii) strain-softening cannot be obtained along rank-one lines, which, however, may be par-
ticularly relevant in practice. If specifically strain-softening needs to be modeled, the concept of the approach in [36] can be considered, where the convex hull is recomputed in each time step.

### 6.7 Lamination depth convergence study

As already mentioned, the number of global iterations of the convexification algorithm can be interpreted as the number of successive rank-one laminations, and hence the number of laminates that can occur in the microstructure. In Fig. 14, the response of the biaxial boundary value problem of the previous section is shown in relation to the lamination depth (or number of global lamination iterations in the convexification algorithm). While so far, only criteria with respect to the function values were discussed, we discuss in this section the convergence in terms of the first Piola-Kirchhoff stresses $\boldsymbol{P}$. The stresses serve as a better convergence indicator, since their value will be used in the finite element solver. Only in special cases, e.g. line searches, the rankone convex envelope function value is needed. Since the hull is fixed, the evolution path of the deformation gradient in the biaxial setting somehow crosses some left non-convexities which could be an explanation for the buckling. Interestingly, at some points, the approximation coincides with the converged response. It is recognizable that 5 global iterations already deliver a suitable convex hull since the higher lamination depths do not produce a notable change in material response. In other words, the convexification procedure delivered a meaningful material response after only five iterations.

### 6.8 Triaxial test

We consider a generalization of the boundary value problem of the previous section to three spatial dimensions and show that the proposed convexification procedure is also applicable in this higher, nine-dimensional setting. However, this has currently been limited to a single increment in a single material point and, thus, corresponds to a single determination of a three-dimensional microstructure. Again, the off-diagonal entries, the six shear components, have been represented in the mesh $\mathcal{N}$ by a very coarse discretization. All parameters related to energy densities and convexification are listed in Table 3.

Figure 15 shows slices of the energy densities that correspond to paths of uni-, bi-, and triaxial boundary value problems. These paths are characterized as follows. Let $\boldsymbol{I}_{d} \in \mathbb{R}^{d \times d}$ denote the identity matrix. The plotted rank- $d$ lines are described by
$\boldsymbol{F}_{s}=\boldsymbol{I}_{d}+s \boldsymbol{I}_{d}$,

Table 2 Parameter settings for the biaxial perturbation test.

| $\psi^{0}$ | $\lambda$ | $\mu$ | $D_{0}$ | $D_{\infty}$ | $\delta_{i j}$ | $F_{i i}^{\min }$ | $F_{i i}^{\max }$ | $F_{i j}^{\min } \forall i \neq j$ | $F_{i j}^{\max } \forall i \neq j$ | $\|\mathcal{N}\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NH | 0.5 | 1.0 | 0.3 | 0.9 | 0.15 | 1.0 | 3.4 | -0.15 | 0.15 | 2601 |
| STVK | 0.5 | 1.0 | 0.4 | 0.99 | 0.15 | 1.0 | 3.1 | -0.15 | 0.15 | 2025 |

Here, the convexification grid is specially constructed by coarsely discretizing the off-diagonal components of the deformation gradient


Table 3 Material and convexification parameters for the $3 \times 3=9$-dimensional convexification for the uni-, bi-, and triaxial deformation configurations

| $\psi^{0}$ | $\lambda$ | $\mu$ | $D_{0}$ | $D_{\infty}$ | $\beta_{k}$ | $\delta_{i j}$ | $F_{i i}^{\min }$ | $F_{i i}^{\max }$ | $F_{i j}^{\min } \forall i \neq j$ | $F_{i j}^{\max } \forall i \neq j$ | $\|\mathcal{N}\|$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| NH | 0.5 | 1.0 | 0.3 | 0.9 | 0.0625 | 0.15 | 1.0 | 3.4 | -0.15 | 0.15 | 3581577 |
| STVK | 0.5 | 1.0 | 0.3 | 0.9 | 0.07 | 0.1 | 0.1 | 2.0 | -0.1 | 0.1 | 5832000 |



Fig. 13 Biaxial force-displacement response for Neo-Hooke effective strain energy density at the left-hand side and St. Venant-Kirchhoff effective strain energy density at the right-hand side, respectively. The relaxed model shows, despite the strain softening behavior, a mesh independent response; in contrast, the unrelaxed model shows the typical mesh dependence



Fig. 14 Lamination depth study in terms of the obtained first PiolaKirchhoff stresses obtained by tree decomposition and evaluation. Here, the same material parameters as well as loading scenarios are evaluated as in the biaxial perturbation test. The left-hand side shows the Neo-


Hooke and the right-hand side the St. Venant-Kirchhoff effective strain energy density, respectively. The stresses converge to a smooth function for a lamination depth $k \geq 5$ that includes strain softening
the fact that a different minimum can be found when higher lamination orders are allowed.

The illustrations in Fig. 16 have been simplified and only contain branching induced by lamination and not due to interpolation. The trees can be utilized to show that the leaves form an $\mathcal{H}_{M}$ sequence, where $M$ equals the number of leaves, i.e. $M=2$ for $k=2, M=3$ for $k=2, M=6$ for $k=3$. In order to show that these trees visualize $\mathcal{H}_{M}$ sequences, we have to come up with suitable $\xi$ 's as introduced in the definition in Sect. 3. These values can be interpreted as volume fractions of the leaves in the microstructure and can be computed by the product of the convex coefficients (the $\lambda$ 's) along the paths, e.g. in the case $k=2$ the volume fraction associated to the leave node diag[1.2,1.2] is given by $\xi=\lambda_{1} \cdot \lambda_{11}=0.136$. The volume fractions associated to the other two leave nodes are given by $\lambda_{1} \cdot \lambda_{12}=0.664$ and $\lambda_{2}=0.2$, respectively.

We now utilize the information encoded in the tree structure for a microstructural interpretation. For each of the trees in Fig. 16, the associated microstructure is displayed in Fig. 17. Each computed laminate is illustrated as follows. The rank-one direction $\boldsymbol{R}$, which is the minimizing argument of the minimization problem (4.3) and connects $\boldsymbol{F}^{+}$ and $\boldsymbol{F}^{-}$, characterizes the branching of the two (the weakly and the strongly damaged) phases. The normal vector of each lamination direction is given by the right singular vector corresponding to the only nonzero singular value of the rank-one direction matrix that is associated to the branching.

For example, the right singular vector corresponding to the non-zero singular value of the rank-one direction matrix $\operatorname{diag}[0,1]$ associated to the only splitting in 16 a is given by $[0,1]^{T}$. The normal vector of this laminate is hence pointing in the $y$-direction.

The number of phase oscillations/phase changes in a single laminate can not be determined and is therefore only an

Fig. 15 Uni-, bi-, triaxial tests based on the undamaged NH (left) and STVK (right) strain energy densities $\psi^{0}$. The value $s$ refers to the characterization of the rank-one (uniaxial), rank two (biaxial) and rank three (triaxial) deformation gradient paths as parameterized in (6.3). The dashed lines describe the unrelaxed energy density $W$ while the solid lines represent the computed rank-one hulls

parameterized deformation gradient $s$

parameterized deformation gradient $s$

(A) $k=1$
(B) $k=2$

(C) $k=3$

Fig. 16 Rank-one trees of the deformation gradient $\boldsymbol{F}=\operatorname{diag}[1.3,1.3]$ for the lamination iterations $k=1(\mathbf{a})$ and $k=2(\mathbf{b})$ and $k=3$ (c). Shown is a special example which contains only branching subject to lamination, due to special setting where the interpolation delivers clearly one favoured nearest point


Fig. 17 Microstructures associated to the trees in Fig. 16 for $k=1$ (left), $k=2$ (mid), $k=3$ (right) and the fixed deformation gradient $\boldsymbol{F}=\operatorname{diag}[1.3,1.3]$. Note that the microstructures are described by gradient Young measures and, thus, do not encode a length scale or frequency of the phase oscillations, respectively, but instead only the
exemplary realization; however, the volume fraction is given by the convex coefficients $\lambda$ and $1-\lambda$ associated to the branching. Weakly damaged phases (small deformation) are coloured in blue, stronger damaged phases (large deformation) are coloured in red.

Each global iteration $k$ of the procedure provides the possibility of branching in two phases. For the microstructure in the case $k=2$ (middle of Fig. 17), only the weaker phase splits into a new laminate. This time, the normal vector obtained from the non-zero right singularvector to the direction $\operatorname{diag}[1,0]$ is perpendicular to the first lamination. The associated convex coefficients to this branching now influence the illustration in the weaker phase in terms of proportion but again the frequency (three phase changes) is only taken for illustration purposes.

The microstructure for the case $k=3$ is conceptually different again, as it was the case in Fig. 16 for the tree representation. Here, the first laminate differs in terms of proportion as well as intensity of the phases. Each of those first order laminate phases is then refined by one branching, and a second branching in one of the phases. Again the orientation and relative fraction of those phases can be inferred by the information given in the tree 16 c .

Note that the volume fractions $\xi$ of the leave nodes in each tree can be found as area ratio of the corresponding colour in the illustrated cell in 17 . Since the volume fractions of all leave nodes add up to one (cf. Section 3) the mean valued colour of the three cells should match and be associated to the fixed deformation gradient $\boldsymbol{F}$.

Note that for general cases, e.g. a more complex deformation gradient, the laminates can be orientated diagonally and the resulting microstructures could be more complex.
amplitude and volume fraction of the deformation gradients. Weakly damaged phases resulting from small deformations are coloured in blue, stronger damaged phases resulting from large deformations are coloured red

## 7 Conclusion

In this paper, we showed that the numerical multidimensional relaxation via rank-one convexification yields mesh independent solutions for two element perturbation tests. For this purpose, a concurrent relaxation scheme was used, which was embedded into finite element simulations. To this end, efficient parallelized schemes were presented as well as reliable algorithms for the reconstruction of a continuous derivative, which is needed by the finite element solver. In addition to that, some strain softening was observed, which resulted from the non-convexity along paths with rank more than one. Along rank-one paths, the function is convex and thus the stress responses from $[9,56]$ are obtained. Further, we showed the necessity of high-order laminates, since only laminates of order five or higher show a converged stress response. The extension of the algorithm by [2, 4] with the reduced rank-one direction set of $[26,27]$ was necessary for the concurrency of the relaxation. The relaxation process allowed interpretation in terms of microstructural damage evolution. However, due to the computational costs, the presented work is still limited in terms of the applicable boundary value problems. Future work needs to reduce algorithmic complexity further, by e.g. adaptivity in mesh and direction discretization and utilization of known properties of the energy density. For the former, pioneering work has been recently presented in [11], where the given macroscopic deformation gradient is the driving refinement criterion. Due to the presented tree decomposition, a different adaptive criterion is needed, which resolves around the laminate supporting points $\boldsymbol{F}^{+}$and $\boldsymbol{F}^{-}$.

Despite the model's capabilities to describe strain softening along paths with rank higher than one, the softening response is rather untypical for brittle materials which exhibit large deformations. Therefore, a generalization of the evolu-
tion of microstructure in the sense of [36] to higher spatial dimensions is needed, such that a realistic strain softening behavior can be captured.
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