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Abstract—Network operators require real-time traf c mon-
itoring insights to provide high performance and security to
their customers. It has been shown that arti cial intelligence and
machine learning (ML) can improve the visibility of telemetry
systems, especially with encrypted traf c. However, current
solutions cannot cope with high traf ¢ rates and volumes in large-
scale networks. To realize the ML-driven network intelligence
paradigm at terabit scale, we designMarina, a system that
spreads monitoring over a highly efcient data plane, which
can extract traf ¢ statistics at line rate, and a powerful ML
server, which can run monitoring inference using complex ML
models. We apply temporal microaggregation into sub-second
time slots and extract moment-based statistics. These allow to
exibly obtain accurate ML-based monitoring decisions during
the next time slot. To demonstrate the scalability of our design,
we implement and evaluate aMarina data plane prototype on
a Barefoot Wedge 100BF-65X P4 switch, which can monitor
more than 520,000 concurrent ows at full switching capacity of
6.4Tbps We validate the analytics capabilities enabled by our Fig. 1. Design principles for the deployment of ML-based network telemetry
Marina implementation for four ML-driven real-time monitoring systems.
tasks with a broad set of standard ML models, achieving
comparable or better than state-of-the-art results.

Index Terms—Network monitoring, articial intelligence,  networks, push network operators to deploy broader and
machine learning, encrypted traf ¢, real-time monitoring, P4, more efbcient network monitoring solutions to improve
programmable data plane. T .

their visibility, to quickly detect and resolve performance
or security issues, as well as to optimize resources. While
I. INTRODUCTION Row-level network telemetry approaches (e.g., NetF[aly

HE GROWING number of users, devices, angFlow [2], IPFIX [3]) provide valuable insights on how a

applications, as well as the increasing complexity dyetwork is operating, they are limited with respect to the
monitoring capacity (amount of trafbc/Bows), expressiveness
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network trafbc[10], [11], [12], [13]. Still, running ML- programmable hardware, losing Rexibility in terms of feature
driven monitoring applications in real-time and at line ratand ML analytics capabilities.

is challenging. The combination of Pne-grained, per-Row andTo effectively manage large-scale trafbc while offering rich
per-session monitoring requirements with the high volunmanalytics capabilities, our focus is on efbcient in-network
of data observed in modern wide area networks (WANSxtraction of monitoring information and out-of-band process-
data center networks (DCNSs), or enterprise networks imposg on a powerful server, as shown in the middle part of
difbcult-to-meet targets, and the performance of deployalifeggure 1. However, in contrast to existing network telemetry
solutions often falls short in large-scale networks. systems, we design our systévtarina (MAchine-learning-

In general terms, a typical ML-driven network trafpdased Real-time Network traf c Analytics) explicitly for
monitoring workBow consists of three consecutive steps, B .-based real-time network trafbc monitoring at terabit scale.
depicted in Figurel. It starts by analyzing théencrypted) The rationale oMarina is to devote and max out the limited
network trafpg followed by a feature extractionof this data plane resources to extract statistics, which are useful for
data into a vector representation, which serves as inputMb-based trafbc analytics, even in case of encrypted trafpc.
the ML data analytics model Different design principles All subsequent and more complex work3ow tasks, i.e., feature
are applied in the literature to integrate this ML workBovgeneration from the extracted statistics and model inference,
with traditional network telemetry approach&i3ine or out- are executed on a powerful ML server. This is possible,
of-band processingtop part of Figurel) is typically the as ML models can be trained to leverage the generated
starting point for model development and academic endeavégature sets to achieve excellent performance for different
(e.g.[14], [15]). For this, the monitored trafbc has to be capturegal-time trafbc monitoring tasks. This includes trafbc/device
or mirrored, and forwarded on an external server. Streastassibcation, application health (e.g., Quality of Experience),
processors are software-based and provide high Rexibilityand fault/anomaly detection (e.g., intrusion detection), which
terms of features and analytics. They can reach excellemd demonstrate in this work.
monitoring performance given sufbcient compute resources andVe distinguish from existing solutions, which often apply
time for computing features, as well as training and applyirtgchniques like sampling (e.d1], [2], [27], [28]), sketching
complex models. However, limited trafbbc processing capacitiésg., [29], [30], [31]), or Pltering/querying (e.g[19], [20],
and absence of real-time monitoring capabilities typicallj21], [32], [33]), and do not explicitly consider the ML-based
make this approach infeasible for deployment in operationa¢twork intelligence paradigm. Insteablarina implements
networks. a temporal microaggregation of packets using sub-second

Many current network telemetry approaches leveragiene slots and extracts moment-based trafbc statistics. This
novel capabilities in softwarized and virtualized networkallows a Pne-grained tracing of trafbc characteristics for each
(SDN/NFV), using sophisticated software packet processtonitored Row at sub-second granularity. These statistics can
ing technologies [16] and programmable data planesubsequently be mapped into a high-dimensional feature space,
(PDP) [17], [18]. They have opened the door for the conwhich offers high visibility and discriminative power to the
ception of more Rexible, real-time monitoring capabilitiedownstream analytics and provides high Rexibility for apply-
using programmable switchg9], [20] or commodity hard- ing arbitrarily complex ML models for different monitoring
ware [21]. These systems can analyze the massive traftasks. By controlling placement and compute resources of the
volumes in real-time, i.e., at line rate without impacting pack@&lL server, we can obtain actionable results for all monitored
forwarding, and thus, network performance. At the same tim@ows within the next time slot, i.e., with sub-second delay.
they can be used to implemeim:-network feature extraction The contributions of this paper are as follows:
to reduce the amount of data forwarded to an out-of-band@ Marina system design (Section 2we present a novel
stream processor (middle part of Figute By deploying a concept for data plane extraction of moment-based statistics at
powerful server, the data analysis can be scaled to supporé rate in combination with ML-based analytics on a pow-
complex models in real-time, and can, in theory, leverage teeful server. Our design relies on temporal microaggregation
full analytics Rexibility of software-based stream processorsf packets into sub-second time slots and allows to Rexibly
In practice, however, this Rexibility in terms of number andealize different ML-driven real-time monitoring tasks with
types of realizable monitoring tasks is limited or dictated blgigh accuracy at scale, even for encrypted trafpc.
the extracted feature set. Here, hardware and processing corf2) Marina data plane implementation (Section 3) and
straints of the network device and potential service disrupti@valuation (Section 4) our implementation of thMarina data
during reprogramming of the device signibcantly reduce thane on a Barefoot Wedge 100BF-65X P4 switch maxes out
feature Rexibility. Therefore, the in-network feature extractiothe data plane resources to monitor up6td Thps of trafbc
system has a pivotal role. in 524,288 concurrent Rows over 65 QSEBOGbps ports. It

In-network ML (bottom part of Figurel) integrates the ML generates less th&85Mbps monitoring trafbc, and can keep
model directly into the data plane, either offoading featuraonitoring granularity and delay until obtaining monitoring
extraction to an external systd@?], [23], or by integrating both results for all Bows as low a800ms. For the sake of repro-
the feature extraction process and the ML md@4], [25], [26], ducibility and as an additional contribution, we makarinaOs
in which case the monitoring system might provide highode publicly available at: https://github.com/Isinfo3/Marina
capacities and real-time capabilities. However, in-network ML 3 Marina ML-based real-time trafc monitoring
requires heavy tailoring and simplibcation of the specibc M{Section 5) we validate the analysis capabilities enabled by
model, given the limited operations supported by high-speéthrina for four different use cases, namely, encrypted trafbc
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classibcation, video streaming application health/Quality of a trade-off with the monitoring granularity and real-time
Experience, intrusion detection, and 10T device classibcatiarapabilities of our system. We investigate these trade-offs in
We achieve comparable or better than state-of-the-art resi8esction 4.

with standard ML models.

[1. Marina SYSTEM DESIGN A. Design Principles

Monitoring large networks with high trafbc volumes and We design our systerilarina for real-time trafbc monitor-
rates, such as ISP, data center, or enterprise networks, fdogsat terabit scale by implementing three design principles:
well known challenges (e.g[33], [34], [35]). In particular, @D The data plane must do the heavy lifting work and
our system design addresses the following challenges to enatdey most of the monitoring burden. Its task is to reduce
ML-driven real-time trafbc monitoring at terabit scale. the data volume as early as possible, but at the same time

Scalability: the monitoring system must be able to copextract valuable information. To be able to observe Thps
with high trafbc volumes in a large number of RBows withitrafbc, our system is designed to be deployed at a core network
its hardware resources. Extracting the monitored informati@ement or gateway where many high speed links interconnect.
from packets must happen at line rate, while ensuring that thata planes are built to forward high volumes of trafc, but
monitoring does not negatively impact the basic forwardingffer limited computational or storage resources. Nevertheless,
mechanism, and thus, the network performance or stabilityspecialized devices (e.g., programmable switches, FPGAs, or

Overhead: the telemetry system must keep the monitoringSICs) can execute packet operations at line rate, such as
overhead as low as possible. Resource allocation of thethmetic calculations, without affecting the forwarding and
system should be constant, i.e., constant memory per Rake network performance. We require such a specialized device
and independent of the trafbc load. Trafbc generated by floe Marina and install a data plane program to efbciently
monitoring system must not overload the management netwdokward and monitor at line rate for all ports. We allocate
or any out-of-band consumer of the monitored data, such @mnstant memory to each Row, aiming to max out the data
compute or storage servers. plane resources to monitor as many Rows in parallel as

Expressivenessthe monitoring system must provide sufpossible. The controller should be located on the same device
bcient compute resources to support a wide range fof efbcient communication with the data plane. It instructs
performance- and security-related telemetry tasks with higfne data plane which Bows to monitor and where to forward
accuracy. It must be able to provide monitoring results quackets by installing appropriate Row rules, and exports the
different time scales like real-time insights, records of termimonitored data.
nated Rows, or periodic aggregate reports. Moreover, it must2) We move all complex operations to a powerful server.
allow to consider relationships between Rows and provide can efpciently take over the more sophisticated work
monitoring results for sets of related Bows, e.g., a browsen the reduced data, namely, generating feature sets and
session using several connections. As trafbc encryption hidaaning model inference for a large number of monitored
important information contained in inner protocol header pel®ws and ML-based monitoring models. The server can
and payloads, the monitoring system must make the best bgeequipped with appropriate and specialized compute and
of information that is always available (i.e., information whictstorage resources, which allows to further speedup tasks on
cannot be hidden by encryption). Consequently, monitorimgany CPUs or GPUs in parallel. To avoid overloading the
must be independent of trafbc encryption by design, providisgrver, its service rate (processing of transmitted data and
the same accurate insights if the trafbc is encrypted or nbtL inference) has to be higher than the arrival rate (export
Nevertheless, aiming to overcome the limited visibility due tof monitored data from the data plane). Controlling server
encryption, it must allow to obtain valuable monitoring resultglacement, server resources, and complexity of features and
for many different monitoring tasks. models allows to enforce an upper bound on the service

Flexibility: network operators require network telemetry téime, and thus, makes real-time monitoring possible. A single
be Rexible, such that they can add or change monitoring tasiesver can serve one or more data planes, or multiple servers
at any time without affecting the network. They need to be abtan be combined into a server cluster. This allows to merge
to deployMarina at different vantage points and combine theata from multiple vantage points and obtain network-wide
monitoring results to obtain network-wide insights. Moreovemsights. Finally, the server (cluster) allows to offer a rich
it must be possible to store monitored information, e.g., to r&PI for network operators to inspect and visualize the stored
visit or analyze the historical state of the network, to detedata and monitoring results, as well as to RBexibly change or
changes, or to forecast trends. add monitoring tasks. As the monitoring Rexibility is on the

Trade-offs: while scalability and extracted monitoringcontroller or server side, we avoid having to restart the data
data are limited by the data plane capabilities, there [@ane device to change the data plane program, which would
a trade-off between the number of monitored Rows andsult in network downtime. The monitoring results can then
the generated trafbc and load at the server. Additionallye sent to, e.g., a network management system. Note that
the number and complexity of generated features and exiee development of a server API and the selection of trafbc
cuted ML models impact the processing time at the servengineering decisions based on the inferred results are beyond
depending on the serverOs compute resources. This resdtsscope of this work.
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(@ The key to the success of our system is how to link thetal number of packets. Note that this computation naturally
brst two design principles. In particular, we need to extraatiows to obtain packet count and trafbc volume. These
a small amount of valuable information, which allows tsaw moments may then be converted into central moments
realize the monitoring tasks with high accuracy. To achiewnd standardized moments, allowing to compute the most
this, we perform temporal microaggregation on the data planeportant named properties of the distribution (mean, variance,
We temporally divide the packets per Bow into bxed-lengtandard deviation, coefbcient of variation, skewness). It also
time slots. We use statistical descriptors to characterize thléows to accurately approximate the observed distributions
trafbc within each time slot in constant memory. We rea@f. truncated Hausdorff moment probld36]).
out and reset the descriptors after each time slot, and exportVhile higher-order moments are computationally expensive,
them to the server. The stream of descriptors provideseapecially when considering the limited resources on
Pne-granular approximation of the observed trafbc, whithe data plane, we advocate for computing at least the
allows the ML models at the server to accurately infer therst three moments. The reason is that skewness (third
monitoring metrics. However, it is important to conbgure thetandardized moment) describes where the distribution
time slot duration appropriately. As discussed above, to avaithss is concentrated, e.g., towards small/large packets or
overloading the server and allow for real-time monitoringpwards bursty/isolated packets. Skewness plays an important
the time slot duration has to be higher than the end-tmle in many monitoring scenarios, also being one of the
end monitoring delay consisting of data plane register reagasons why sketching emerged decades ago (cf. AMS
transmission between controller and server, feature generatisketcheg37]). The suitability and generality of considering
and ML inference. Additionally, the time slot duration nosample moments and derived features is also conbPrmed when
only debnes the real-time capability of the entire monitoringoking at related work, where they are widely adopted for
system, but it also impacts the temporal granularity of the multitude of use cases, such as real-time anomaly/intrusion
stream of descriptors, and consequently, the accuracy of thetection [38], [39], [40], trafbc classibcation [41],
monitoring. Thus, we minimize the slot length to belds. QoE inference [10], [12], or loT device Pngerprinting

[15], [42], [43].
o We are not limited to use only the meta-information (times-
B. Monitoring of Encrypted Trafbc tamp, src/dst IP address and port number, protocol type) and

As end-to-end encryption of Internet applications is becorstatistics (moments and derived features) of a single time slot
ing the norm, enabled by protocols such as transport laysrd Row as input for the ML-based monitoring prediction.
security (TLS), we have no longer access to application-laystead, we can perform derivations/augmentations (e.g., infer
information. This renders DPI ineffective without requiringP ranges, domain name, or service type from the meta-
additional privacy-invasive methods (e.g., TLS interceptionpformation in the 5-tuple) and aggregations at the server
and thus, substantially limits the visibility of many networlside. Considering the temporal dimension, for example, we
telemetry systems. Trafbc encryption allows to only extractn aggregate the statistics of consecutive time slots (e.g., in
information from the IP and transport protocol (TCP/UDPa sliding window fashion12]) to cover larger time spans.
headers. Available information includes the Row 5-tuplBor this, the corresponding moments have to be multiplied
(src/dst IP addresses and port numbers plus protocol typeith their packet counter to obtain summed powers again,
packet size, TCP Rags, or header options. In addition,wdiich can then be added together. Moreover, we can consider
network element can track the inter-arrival time (IAT) of time series of statistics from consecutive time slots as
packets, i.e., the time since the last packet of the same Bow hgmut to sequential ML models, such as popular recurrent
been forwarded. Despite this limited information, we can stifleural networks (RNNs). Besides the temporal dimensions,
derive temporal and volumetric trafbc information on a peaggregations can also be performed in the spatial dimension.
Bow basis, i.e., how much trafpc is transmitted over time. FBor example, the summation statistics of a matching pair
this, it is sufpcient to inspect the 5-tuple and track packet sizes unidirectional ows can be added or combined to derive
and IATs. This information is highly valuable for performancefeatures for bidirectional trafbc, e.g., ratio of uplink/downlink
and security-related network monitoring, as it allows, fopackets or volume, or total trafbc volume. It is also possible
example, to identify characteristic device/application traffto merge or concatenate feature sets of a larger set of
patterns or to detect when device/application trafbc pattemsdated Rows, such as multiple TCP connections of a single
deviate from normal. application having the same source IP address (e.g., using

Since extracting and storing full time series of packet sizéxgerarchical embedding§44]). Similarly, feature sets from
and IATs is infeasible at terabit scale, we employ tempordlfferent vantage points, e.g., considering the same Rows or
microaggregation as discussed above and characterize thtgdr same types of service, can be merged or concatenated to
distributions within each time slot using statistical descriptormfer network-wide insights. In short, as all data is gathered
We decide to use moments, i.e., sample moments aboutthe server, we can process the collected meta-information
the origin, as they provide valuable insights and can land statistics as well as derived and augmented information
computed on the data plane in constant memory using orfifgm single/multiple time slots, single/multiple Bows, and/or
simple arithmetic operations. To compute theéh sample single/multiple vantage points on the server as needed in
moment, it is required to raise the observed values to tbeder to obtain accurate monitoring results for our desired
power of k, sum the resulting powers, and divide by thenonitoring tasks.
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Network ML Inference Feature
Management Generation

Server

interface, offering minimal delay and a throughput of up to
ST interface 31Gbhps (PCle Gen3 x4). For TCP, new RBows can be easily
ey 10wt | detected based on TCP SYN Rags. For UDP, we need to track
Flow Instantiation which Bows have been already seen. We employ a combination
ocie of a partitioned Bloom Pltef49], [50] in the data plane and a
swu'mcs } interface counting Bloom bltef51] at the controller. They ensure that
Begers we can efbciently identify previously seen, but irrelevant UDP
Rows with an acceptably small false positive rate of below 1%,

DNS

SYN, FIN, UDP*

Controller

Classification
TCAM/SRAM

Packet Statistics
Classification Computation

Forwarding
TCAM/SRAM
Packet
Forwarding

ngress

_{ing

Data plane

Jegress Only first packet of new UDP flows when packets of 400,000 irrelevant UDP Rows are present.
_ _ ' This is expected, due to the probabilistic nature of the applied
Fig. 2. Implementation oMarina prototype. Bloom blter. A false positive hit results in missed relevant

Rows that are falsely classiped as irrelevant by the Bloom

. blter. Finally, all TCP SYN packets and the brst packets of
Depending on the generated features, many ML models y P b

. . g . nown UDP Rows are forwarded to the controller.
be applied to realize the monitoring task. This ranges from

. For each new Row, the controller checks whether it is
shallow ML (e.g., decision trees) to elaborate methods Su%]evant for monitoring. If so, it assigns a Bow id, inserts

as Fieep Iearmng (DL), or (deep) relnforgement 'ea”."”.g (.RLI}‘Ie corresponding rules into the data plane Classibcation
which can provide accurate trafpc insights. The I|m|tat|on]sCAM, and allocates register slots for the statistic compu-

to feature generation and model inference are given by tng{?ion. Additionally, it stores the mapping between 5-tuple

expressiveness of the extracted statistics and the time COR register slots, such that the 5-tuple can be exported

sumption for processing on the ML server, Wh'_Ch adds to t Sgether with the corresponding statistics as meta-information.
end-to-end monitoring delay, and thus, affects time slot Iengﬁ_

kewise, Bow ids and allocated register slots are freed when
. a Bow is considered ended. The removal of TCP Rows is
1. Marina DATA PLANE PROTOTYPE straightforward, based on the tracking of packets with the

Figure 2 gives an overview of thdarina implementation. TCP FIN Rag or a RBow timeout. To remove a UDP Row
To fulbll the hardware requirements of thHdarina data from the counting Bloom blter, we use a probabilistic aging
plane, we implement the prototype on a Barefoot Weddechnique[52]. It decrements the corresponding entries of the
100BF-65X P4-enabled Tobno switch. As current P4 hardwareunting Bloom blter with an eviction probability that controls
exhibits several limitations in terms of stateful processinghe retention time. We conbgured it to obtain an average Row
memory capacity, and the complexity of available operationgtention time of25s. Any changes in the counting Bloom
we highlight workarounds and approximations that went intolter are mirrored to the binary Bloom Plter on the data
developing the prototype implementation. plane.

Packet Forwarding: the switch performs statistics extrac- The controller decides on the relevance of Bows in the
tion in addition to (a) bridging the trafpc, (b) L2 switching, ofFlow Instantiation module, e.g., based on Row 5-tuple or
(c) L3 routing. To do this, the Packet Forwarding componef® range. Additionally, we might be interested to selectively
(depicted at the bottom left) uses the Forwarding TCANhonitor the trafbc of a certain application, e.g., to monitor
(depicted above the packet forwarding component) or metadafplication health. To identify which Rows may belong to
information attached to the ingress ports to identify the cothese applications, we rely on the hostnames of the contacted
responding egress port. The available TCAM memory limitservers, which we obtain from parsing DNS requgs3).
the number of forwarding Row rules to roughly 1.5 millioriTherefore, all DNS responses are forwarded to the controllerOs
Row rules. If the switch is used as a bridge (man-in-the-midd2NS to IP Mapping module, where an IP Database with
device), the number of forwarding rules is of no concermelevant IP addresses is constructed. For example, to monitor
but the number of available ports is halved. Note that théouTube, the database is blled with all IP addresses for
installation of forwarding rules is not part of the P4 controllegooglevideo.cor® the domain used by YouTubeOs video chunk
developed in this work. HTTP requests. In case of DNS over TLS (DoT) or DNS over

Packet Classi cation and Flow Instantiation: after iden- HTTPS (DoH), where we no longer can leverage the clear
tibcation of the egress ports, packets pass through the Pad&rt from DNS requests and responses to differentiate between
Classibcation module, which uses the Classibcation TCAM Rows, we use the Server Name Indication (SNI) peld of TLS.
identify Bows requiring further processing. For this, we reudeor this purpose, we forward TLS Client Hello packets to the
concepts known from reactive OpenFldd5] applications. controllerOs SNI to IP mapping module. As a result, we obtain
We maintain the set of relevant Bows to be monitored in tle similar database as for DNS. For example for YouTube
Classibcation TCAM. If a packet is not matched, it eithewith DoT or DoH enabled, we therefore look for TLS Client
belongs to an irrelevant Bow and can be ignored, or is p&fello packets having a SNI, which contajooglevideo.com
of a new RBow. In the latter case, it needs to be sent to ths some applications like video streaming use several 3ows
controller. Our design is not impacted by the well knowin parallel, we additionally implement a session mode, which
problems of reactive Row processifép], [47], [48], as the assigns all Bows with the same source IP to the same registers.
controller application runs on the switchOs host controll@his allows to monitor the aggregated application trafbc,
which communicates with the data plane over the internal PGAdich saves data plane resources and facilitates downstream



2778 IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 21, NO. 3, JUNE 2024

TABLE |
STATISTICS AND META-INFORMATION THAT CAN BE COMPUTED AT LINE RATE BY Marina ON A BAREFOOTWEDGE
100BF-65X.log DENOTES THEAPPROXIMATION OF THELOGARITHM BASED ONLOOKUP TABLES

[ Statistic | Implementation | Derivable Features ‘
Packet count Packet count Packet count, packet ratio
Last packet timestamp Last packet timestamp | Packet inter-arrival time (IAT) — used only internally
Sum of inter-arrival time (IAT) | > log® (IAT) Mean of IAT
Sum of squared IAT > log* (IAT?) Variance, standard deviation, coefficient of variation of IAT
Sum of cubed IAT > log* (IAT3) Skewness of IAT
Sum of packet size (PS) > log* (PS) Volume, volume ratio, mean of PS
Sum of squared PS S log* (PS?) Variance, standard deviation, coefficient of variation of PS
Sum of cubed PS S log* (PS?) Skewness of PS
Meta-information Flow 5-tuple (3-tuple) | Src/dst IP addresses, (Src/dst port numbers), protocol type

which allows to derive the variance, would over3ow after
just around 2000 packets of si2®00B. Additionally, as the
data plane supports onl§2bit addition and subtraction, we
also need to approximate multiplications by pre-computing
TCAM rules as shown if54]. Although the P4 compiler sup-
ports64bit registers, we cannot perform arithmetic operations
on them. Implementingg4bit arithmetic would be possible
using multiple registers with intermediate overRow detection.
However, we decided for a simpler approach, based on the
Fig. 3. Data plane stages: register/table allocation. Support registers agsumption that the magnitude of packet sizes and IATs could
shown in gray. still provide valuable information.
This was realized by using the logarithm of the packet sizes
and IATs instead of the actual value. This way2bit register
analytics. The controller can seamlessly switch between RB@v sufbcient to record the summed powers of logarithmic
and session mode during runtime. values. As the logarithm is not natively supported by the ALUs
Statistic Computation: following our design principle, we of the switch, it is computed using a ternary match table in
implement the calculation of sample moments for the distribd®CAM, constructed as described[4], mapping input values
tion of packet size and packet inter-arrival time, while maxingsing a longest prebx match on the binary representation
out the data plane resources. Fig@rehows the allocation of to their approximate logarithm. Hence, the implementation
registers and matching tables on the data plane stages. €bRimn in Tablel denotes the approximated logarithmlag .
packet prst traverses the ingress pipeline (top), is switchedNote that register overRows can still occur on long-running
the correct egress port, and Pnally traverses the correspondingarge volume Rows for these statistics. We investigate the
egress pipeline (bottom). The statistic computation is limitéghpact of these approximations on the performance of the
by the number of stages of the switch B in total 24, 12 enonitoring tasks in Section 5.
ingress and 12 on egress B and by the computation capabilitieglonitored Flows: The number of concurrent Rows that can
of the ALUs at each stage. Resources are further limit¢@ monitored is effectively limited by the memory capacity of
by the stages required for Packet Forwarding and Packieé data plane and the selected statistics. The Barefoot Wedge
Classibcation. Thus, we are able to realize only the PI)OBF-65X has 4 parallel pipelines with 12 stages. Each
three moments of the packet size and IAT distribution on ogtage containg§0blocks of SRAM with 128kbit each.48of
P4 switch. More specibcally, as detailed in Tableve count those blocks, i.e.6 Mbit, are available as stateful memory. A
the number of packets and compute (for both distributionggister always occupies whole blocks, at most 35 blocks, and
the sums of (a) the raw values, the (b) square of the valuesquires one additional block for organizational purposes. If
and (c) the cubes of the values. We also track the timestathe selected statistics a2bit values, the maximum number
of the last arrival as a support statistic for the computation ef slots in a register ig5.£8§1%1 = 143, 360. This is then the
the inter-arrival times. theoretical maximum number of Bows that can be monitored
Here again, the hardware limitations of the switch forced s a single pipeline. However, there is a trade-off between
to resort to certain abstractions for the computation procesise number of monitored Bows and the number of selected
Consider computing the statistical moments of the packet sig@tistics.
distribution, i.e., the summed powers of the packet size. TheTo simplify register addressing we use a power of two,
packet size can be easily computed by subtracting variowgulting in a Row capacity o2’ = 131,072 Rows per
header lengths from the total packet size. However, recordidigta plane pipeline, thug - 217 = 524,288 unidirectional
the sum of packet sizes using byte granularity iB2bit Rows at most, as the switch has four independent data plane
register is likely to result in overRows, e.g., a Bow sendingipelines. In session mode, we summarize all uplink/downlink
at 100Gbps would overRow the register more than threRows together by recording separate values for the aggregated
times per second. Moreover, the sum of squared packet siagslink/downlink trafbc only. This allows us to monit@t =
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262, 144 bidirectional sessions in parallel. These numbers are
derived using the memory capacities of the Intel TobPno 1
chipset. Next generation devices are expected to be equipped
with more memory for both SRAM and TCAM, and could
hence monitor more 3ows or compute additional statistics.
Export Module: the controller reads all data plane statistics T
registers at regular time intervals, appends the corresponding Arrival Rate 1 [sessions/s]
meta-information (5-tuple in Bow mode, 3-tuple in session _ N , , _
mode), and transmits them via theGbps management jFr:gfegéing Sé‘;‘;'fér:]gam\?;aglgé for different mean session durations for
interface of the switch to an external ML server. This results in
328bit generated monitoring data per Row per time slot. Our
brst approach of using the Apache Thrift interface provided
by the Tobno SDE failed, as it needed on aver8gefor predictions. As described above, we deploy Marina data
a complete read of all registers. Thus, we implementedptane on a Barefoot Wedge 100BF-65X P4-enabled Tobno
custom controller library with access to internal functionswitch with 65 QSFPLOOGbps ports for a total data rate of
based on the suggestions of Yu et [&5]. This allows us to 6.4 Tbps. The controller application runs on the switchOs host
circumvent the Thrift layer and achieve a much smaller readntroller B an 8-core Intel Xenon CPU wRBGB of memory
duration of268ms, independently of the number of monitoredunning Ubuntu 18.04. Note that we do not validate the total
Rows. Nevertheless, the number of monitored RBows affectata rate of the switch through dedicated measurements as it
the transmitted data volume, and thus, the minimal end-to-eisda technical specibcation of the device. Instead, we focus
monitoring delay. As the end-to-end monitoring delay has tily on the performance of the controller and data plane
be smaller than the time slot length for real-time monitoringpplications as well as the ML pipeline, as their operations
there is a trade-off on how small the time slot can be setjll ultimately limit the performance of the entirdarina
which we analyze in SectiolV. system to accurately monitor all relevant Bows. Thus, for the
Feature Generation and ML Inference: the server evaluations in our testbed, the switch was connected to two
receives the extracted statistics and meta-information collecttvers B each equipped with 10-core Intel Xenon CPUs, a
from the data plane and generates feature sets as input to Mellanox ConnectX-5 series NIC offering two 100Gbps ports,
models. Depending on the monitoring task, different featur@®0GB of memory, and running Ubuntu 18.04. Tharina
can be derived as discussed in SectibB and depicted in ML server is equipped with a 64 core Xenon CPU, 8 GPUs
Tablel. The computed features are assembled into featRTX 2080Ti 11GB), and768GB RAM and is connected via
sets and forwarded to ML models to infer the monitorinthe 1 Gbps network management interface of the switch.
predictions. In this work, we adopt the majority of features, Flow Arrival Rate: the P4 switch has enough memory
which have also been computedir2], because they cover thefor Marina to support up to 524,288 unidirectional Bows (or
most important characteristics of the packet stream and can262,144 bidirectional sessions) in parallel. We explore the
computed in an online fashigh?2]. Note that, although there isimpact of this limitation by assessing the probability to drop
basically no limit to what and how many features and modeiscoming sessions when the system is in a steady state, given
can be used, the feature generation and model inference tiraesertain arrival rate of new, relevant sessions, for an average
impact the end-to-end monitoring delay. To preserve the re8lew duration ranging fron80s to 600s, see Figurel.
time properties of the entire monitoring system, the serverWe assume that the arrival process of new Rows is a
enforces a bxed upper bound on the end-to-end monitorisigperposition of multiple independent renewal processes that
delay to be less than the time slot length, which can be easilgn be modeled as a Poisson process with a total arrival rate
achieved by controlling server placement, compute resourcascording to the Palm-Khintchine theorgs6], [57]. Using
feature generation, and model complexity. Using a powerfahd the amount of available memory, we compute the blocking
server also ensures that the resulting ML predictions for gtobability of the system using the Erlang-B formyk6].
sessions can be forwarded in real-time, e.g., to a netwdFkereby, we assume that the arrival rate to the four individual
management system. In addition, the server can offer an Agipelines of the switch is equally distributed.
for network operators to inspect and visualize the stored dataFor a mean session duration of 60/600 secodatina
and monitoring results, as well as to Rexibly change or addn handle 4411/441 new sessions per second while ensuring
monitoring tasks at any time. This would instruct tklarina a blocking probability below 1%. To put these results into
controller to change which Bows are classibed as relevant,parspective, we use the data obtainefbBi on YouTube video
it would deploy another ML model on the server. streaming characteristics, and assume a session duration of
600 seconds. This translates into approximately 14.2 million
. users that can be handled by a single P4 data plane device
IV. PERFORMANCE OFMarina SYSTEM assuming an average request rate, and 3.5 million users when
To showcase the real-world performanceMsdrina, we brst considering the peak request rate reportefbBi.
highlight the isolated performance of all involved components Controller Operations: to ensure real-time capabilities of
and subsequently demonstrate the total end-to-end monitorthg control plane, we explore each involved operation in
delay from collecting data plane statistics to obtaining Misolation. To achieve this, we conducted stress tests on both the
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