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1 Summary

In the present thesis we report on the noise effects on transport: 1) noisy transport in confined geometries and 2) noise-assisted generation and propagation of electrical signals in neurons. Both analytic and computational techniques have been employed.

The first part is dedicated to the entropic transport which is about the movement of Brownian particles confined by geometric boundaries in two- or three-dimensional systems. In order to gain a physical insight, the so-called entropic transport has been studied analytically by means of the Fick-Jacobs equation that bases on the assumption of fast equilibrium in certain directions. The essential feature of the Fick-Jacobs equation is that the high dimensional system can be described by an effective one-dimensional system where the geometric confinement leads to an entropic potential contribution. Within this approach, the diffusion coefficient is spatially modified by the local geometric confinement. In order to get a better understanding of the accuracy as well as the limitations of the Fick-Jacobs equation, exact numerical simulations in higher dimensions have also been performed.

Within two important characteristics, namely the mean particle current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$, the entropic transport is quantitatively characterized. In presence of entropic potential barriers, we found that the resulting transport properties exhibit some novel features which are different and sometimes counter-intuitive to the conventional energetic transport. In particular, the mean current $\langle \dot{x} \rangle$ decreases with increasing temperature in the entropic transport, while the thermal activation enhances particle current over energetic potential barriers. Moreover, we found that the mean current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$ depend very sensitively on the structure of the geometries of the channels, such as the maximum width of the channel and the ratio of the maximum and minimum width of the channel. Two scaling regimes have been intensively investigated: 1) the constant-width-scaling regime where the maximum width is fixed and 2) the constant-ratio-scaling regime where the ratio of the maximum and minimum width of the channel has been kept as constant. In both geometric scaling regimes, particle transport can be optimized by adjusting the structure parameters. This provides a convenient way to control the transport of Brownian particles by simple modulation of the channel geometries. Furthermore, the interplay between energetic and entropic potentials for the particle transport has been studied where an external energetic potential with the same periodicity as the geometric channel has been added. As the result of the competition between the energetic and entropic potentials, a resonance-like behavior has been found for the particle mobility as function of temperature.

The second part of this dissertation is devoted to the noise-assisted generation and propagation of electrical signals in neurons. One focus is on the role of the autapse phenomena, in which the dendrites form synapses transmitting information to
its own. We found that the stochastic fluctuations stemming from the intrinsic channel noise have to be taken into account. The autapse phenomena can be modeled by a stochastic Hodgkin-Huxley model with a Pyragas-like delayed feedback mechanism. The influence of the delayed stimulus has been systematically analyzed by investigating the Interspike Interval Histograms (ISIH) and the averaged interspike interval $\langle T \rangle$. It was known that the spontaneous spiking activities are maintained by noise and exhibit characteristic time scales. A new time scale is introduced into the system due to the presence of the delayed feedback. As a result, the bursting and multimodal interspike interval distributions are observed attributing to the interplay between the noise-induced intrinsic time scale and the delay-induced new time scale. In particular, synchronization phenomena between the delay- and noise-induced time scales have been detected for small noise levels and strong coupling strengths of the delayed feedback. A special frequency-locking behavior has also been discovered for the average interspike interval $\langle T \rangle$. The delay time scale and the intrinsic time scale determine how many spikes will be created and how many of them become subsequently locked during one delay epoch. It is interesting to notice that this frequency-locking behavior can be qualitatively explained by the well-known Kuramoto phase model with a built-in feedback.

As an extension of an earlier work [A. Ochab-Marcinek, G. Schmid, I. Goychuk, and P. Hänggi, PRE 79, 011904 (2009)], the noise-assisted propagation of electrical signals has been studied in myelinated neurons for the case of stronger channel noise intensities and suprathreshold couplings. We consider a multi-compartmental, stochastic Hodgin-Huxley model. Accordingly, each node of the Ranvier is modeled by a stochastic Hodgin-Huxley model and couples linearly to its nearest neighbors. Constant external current stimulus is applied only on the first node. As a measurement for the signal propagation reliability, we focus on the ratio between the number of the initiated spikes and the transmitted spikes (the transmission coefficient). At strong noise level, the terminal node spikes mostly spontaneously. To give a measurement of the causal relationship between the spiking at the initial and the terminal node, we consider the cross-correlation. It shows that the transmission reliability coefficient decreases with increasing channel noise level until the causal relationship is completely lost. In this limit, the spike propagation fails due to the intrinsic noise.
Introduction

For systems on nanoscales, noise stemming from different sources, such as thermal fluctuations and finite size effects, plays a major role and cannot be neglected. As a common feature, noise has been investigated in a large number of different fields, such as physics, chemistry, biology, finance, sociology and politics. Nearly every system is subjected to some kinds of noise.

Brownian dynamics is the archetype in the theoretical study of noise. In 1827, the English botanist R. Brown observed the very irregular motion displayed by a pollen particle immersed in a liquid. The motion of the pollen is the outcome of many unpredictable and sometimes unobservable events like collisions with the particles of the surrounding liquid. These events individually contribute a negligible contribution to the observation, but collectively lead to an observable effect. It is meaningless to look into the details of the individual events, but meaningful to study their statistical properties which determine the macroscopic behavior. Numerous theoretical efforts have been done regarding the dynamics of Brownian particles. Among these theoretical achievements, the most important one is the Fokker-Planck equation, from which the probability distribution function for a single particle can be determined. Since the probability distribution function encodes all the information for the dynamics, the macroscopic quantities, such as velocity and mobility, can be obtained by integration. As the Fokker-Planck equation is not limited to the situation where systems are close to the thermal equilibrium, it is a good tool to deal with the randomly fluctuating microscopic systems far from thermal equilibrium.

Since the 19th century, the study of noise has attracted long-standing attention and different noise effects have been spotted. In 1880s, people started to do research on the reaction-rate theory. It was recognized that the rate processes are characterized by rare events. The occurrence of the reaction took a long time scale to escape from a stable state. In 1889, Svante Arrhenius extensively discussed the various reaction-rate following the Van’t Hoff’s proposal in 1884 [1]. The reaction-rate \( k \) is a function of the inverse temperature \( T \). The so-called Arrhenius equation has the form

\[
    k = A \exp \left[ -E_a/(k_B T) \right],
\]

where \( A \) is a prefactor, \( k_B \) is the Boltzmann constant and \( E_a \) denotes the threshold energy for activation which is called the activation energy. After a long period, it was realized that the escape from a stable state is actually a noise-assisted thermal activation. A quantitative escape rate was given by Hendrik Antonie Kramers in 1940’s [2]. In the realm of noise effects, people have found many interesting phenomena, such as stochastic resonance [3], synchronization [4–6], phase locking [6, 7]. Remarkably, in most of these cases noise is constructive rather than it is destructive in respect to the order.
Since the discovery that noise can be rectified to achieve directed transport, scientists from different fields have shown great interest in noisy transport. In 1959, Richard Feynman challenged his audience to “make a thing very small which does what we want”. This lecture which was presented to the American Physical Society at the California Institute of Technology, is considered to be the first lecture on nanotechnology. Since then, scientists from different fields began to look at this small thing, which is referred to as small engine. Normally, this kind of engine is in nanoscale. A series of theoretical works have been done and made a conclusion of the following prescriptions about designing efficient artificial nonodevices and Brownian motors [8]: (a) The system has to be driven away from equilibrium by additional deterministic or stochastic perturbation. (b) The spatial inversion symmetry should be broken, which can be achieved by different ways.

Over the past two decades, this nanoscale problem has attracted a lot of attention in the biophysical community. A typical protein consisting of only a few tens of thousands of atoms is in the size of a couple of nanometers. Therefore, the noise fluctuations play a non-negligible or even dominating role in biological systems. The energy is in the scale of thermal energy $k_B T$. The effects of energy fluctuations in the movement of the protein engines have been demonstrated by Yanagida and co-workers [9]. They experimentally observed kinesin molecules climbing the cytoskeletal track in a juddering motion which is made up of random hesitations, jumps and even backward steps. In biological systems, the synchronization phenomena, such as the flashing of fireflies [10] and the synchronization between the respiratory and cardiac activity in human cardiorespiratory system [11], have been observed. Phase locking behavior has also been observed in paddlefish [12]. In the early 1990s, stochastic resonance was discovered in sensory neurons that were subjected to external noise [13, 14]. After a series of experiments and theoretical studies, Frank Moss’s group [15, 16] reported that the mechanoreceptor hair cells located in the tailfans of crayfish, respond best to the stimuli between 1 and 25 Hz. Noise enhances the information transfer in crayfish mechanoreceptors by stochastic resonance. In other experiments, stochastic resonance has been established as well.

It turned out that noise plays a beneficial role in the transmission of signals and biological information processing. Moreover, the work about noise effects has been extended to the fundamental subcellular level: the ion channels. In artificial channels, Bezrukov and Vodyanoy had found that stochastic resonance does exist [17]. This provokes the challenge whether the stochastic resonance effect in biology is a collective behavior of finite assemblies of ion channels.

In our work, we will focus on two aspects of noisy transport which emerged very recently: 1) entropic transport within geometrical confinements and 2) signal generation and propagation in nerve cells.

**Transport in artificial channels**

Considering the transport within biological ion channels, we note that the geometrical confinements of the structure give a boundary limit which plays an important role in the diffusion process of ions. This diffusion process exhibits peculiar behav-
iors [18–21]. These particular properties can be used to control the transport of particles by modulating the structures of the geometrical confinement. Based on these, artificial channels can be designed and applied. In recent years, it has been of great interest to reveal the sequence and structure of the human genome by passing the DNA strand through a pore about couple nanometers in diameter [22–25]. Because each DNA base (A, G, C, T) is structurally and chemically different, it creates its own distinct electronic signature as the DNA molecules passes through a nanopore. Previous attempted experiments to sequence DNA using nanopores were not successful because the twisting and turning of DNA strand induced too much noise into the recorded signal [25]. An electric field is applied to drive the translocation of the DNA molecule in an electrolytic solution across the membrane through the nanopore [26]. However, the properties of the confined transport and the effect of the electric field in the confinement were not quantitatively studied. It is highly desirable to efficiently calculate the noisy transport in confined geometries. The geometrical confinement makes the transport problem difficult to solve. The so-called Fick-Jacobs equation based on the fast equilibrium assumption can reduce the complexity of the problem. The essential dynamics is described by a one-dimensional kinetic equation with an effective potential which includes the entropic contribution arising from the geometric confinement. This approximation method makes our aim, i.e. the quantitative study of transport in confined geometries possible to realize.

**Transport in neuronal systems**

Secondly, we focus on the noise effect in biological systems, in particular signal generation and propagation in nervous systems. Animals including humans learn, think, deliver motion instructions and maintain conscious between themselves and outside world through their nervous systems. The basic unit of the nervous system is the so-called neuron (nerve cell), which is the most important and interesting cell in the body. Neurons regulate all aspects of the bodily functions such as neurons storing, computing, integrating and transmitting information. The human brain as the control center contains about $10^{12}$ neurons. Each neuron forms as many as thousands of connections with other neurons. These neurons sense features of both external and internal environments and transmit this information to brain.

The structures and functions of individual nerve cell have been studied in great details. The function of a neuron is to communicate and process information, which is conveyed by electric signals and chemical signals. Generally, electric signals process and conduct information within a cell, while chemical signals transmit information between cells [27]. These two types of signals can be converted into each other. A typical neuron is constituted of three principal parts: dendrites, soma (cell body) and axon. Fig. 2.1 depicts the structure of a typical neuron. Dendrites are the input stage of the neuron. They are responsible for receiving signals from other neurons and then convert them into electric impulses and transmit them in the direction of the soma (cell body). The electric impulses which are series of sudden changes in the voltages are the so-called action potentials [27]. The soma contains the necessary cellular machinery, for example nucleus and mitochondria. The axon is the
output stage of the neuron. It is specialized for the conduction of action potentials away from the soma towards the axon terminal. At the end of axon, neuronal cell bodies can also form synapses that are cellular junctions used for the transmission of electrical signals.

In order to gain a quantitative understanding of nerve excitations, numerous theoretical works have been done. The most successful quantitative model is the one proposed by Hodgkin and Huxley in 1952 [28]. The so-called Hodgkin-Huxley model is described by a four-dimensional deterministic set of ordinary differential equations. Later on, the underlying mechanism of the action potential generation is found to be the opening and closing of individual ion channels. These ion channels which switch stochastically rather than deterministically are embedded in the membranes. The membrane transport refers to the collective mechanisms that regulate the passage of ions and small molecules through biological membranes. Hence, the intrinsic noise stemming from the random opening and closing in each ion channel was taken into account. The noise and fluctuations were firstly theoretically studied by Lecar and Nossal in 1971 [29, 30].

The aim of biological systems is to uncover the fundamental operations of the cell in an effect to predict the response to specific stimuli and genetic variations. In 1972 Van der Loos and Glaser have found an axon that makes a synaptic connection onto its own dendritic tree and called this autapse (c.f. Fig. 2.2) [31]. Based on many experimental observations, it has been found that autapses are existing more frequently on two subclasses of cortical inhibitory interneurons and rare on pyramidal cells. Therefore, they are not just as the unfortunate consequence of an imprecise developmental, but also have a functional role [32]. However, what functional role they play and their mechanisms in the neuron systems are still open to debate.

Furthermore, the fast propagation of action potentials along the axons is fundamentally important. Axons come in two flavors: One of them called myelin is partially covered by layers of the lipid and the other one is called unmyelin. In the myelinated axons, the conduction does not proceed continuously along the axon, but
jumps from one node to other, (c.f. Fig. 2.1). This results in a faster propagation speed in myelinated axons than that in unmyelinated axons. Generally, the action potentials move very fast (at speeds up to several hundreds of m/s) with little temporal dispersion [27, 32]. In humans, the axons may be more than one meter long. This takes a few milliseconds for an action potential to move along the axons. The action potential is generated at the axon hillock where is the junction of the axon and cell body (c.f. Fig. 2.1). Then it is actively conducted down the axon into the axon terminals. We are interested in the fast propagation mechanisms in the myelinated axons, particularly the influence of intrinsic noise on the propagation of action potentials.

Outline

The present thesis is organized as follows: Chapter 3 is devoted to the noise assisted transport in confined geometries. Before considering the entropic transport (confined geometries), we give a brief introduction of the energetic transport without any geometrical constrains in Section 3.1. The mathematical framework and the main properties of the transport in a purely energetic potential are presented. At the same time, we give a flavor of the concepts and characteristics of transport. In Section 3.2, we investigate the transport characteristics of Brownian particles in geometrically confined systems. After presenting some nanoscaled devices, we present the main results of our work: Diffusive transport of Brownian particle in a narrow channel with periodically varying cross-sections is studied. The numerical findings of the transport characteristics are discussed. Furthermore, we study the entropic transport in the situation that the Brownian particle is subjected to an additional energetic potential exhibiting the same periodicity as the channels. The competi-
tion between energetic and entropic contributions to the transport is analyzed. The conclusion is presented in Section 3.3.

In Chapter 4, we study the noise-assisted generation and propagation of signals in neurons. An introduction of the cell signaling on the neurophysiology level is presented in Section 4.1. In particular, the most important landmark, i.e. the Hodgkin-Huxley model in the study of neuron systems is discussed in detail. Additionally, the channel noise is discussed and a stochastic Hodgkin-Huxley model is obtained. In Section 4.2, we present our work on the autapse phenomenon. A stochastic Hodgkin-Huxley model containing a Pyragas-like delayed feedback current is applied to model this phenomenon. With numerical simulations, the main results are addressed. In Section 4.3, we study the propagation of action potentials along myelinated axons which is studied within a stochastic Hodgkin-Huxley model. The nodes of Ranvier in myelinated axon are bi-linearly coupled and constant external current stimulating only on the first node. Based on a multi-compartmental stochastic Hodgkin-Huxley equation, the simulation results are presented. In Section 4.4, we give a conclusion.

Chapter 5 contains the potential directions of our future research. Two appendixes A.1 and A.2 are included at the end.
3  Entropic transport in confined geometries

In many transport phenomena, such as those taking place in biological cells, ion channels, nanoporous, zeolites, and microfluidic devices etched with grooves and chambers, Brownian particles usually undergo geometrically constrained movements instead of the free diffusion in the host of liquid phase [18–21, 33–41]. The confinement arising from the presence of boundaries can in principle be modeled by means of an effective entropic potential [42, 43]. It regulates the transport, promoting or hampering the transfer of mass and energy to certain regions, and generates important consequences with peculiar properties [18–21]. This kind of diffusion processes which is the so-called entropic transport, has widespread implications in the technology development for both natural and artificial microporous media [33, 35, 44].

The purpose of this chapter is to investigate the nontrivial properties of the entropic transport. To make a comparison, we start from a brief introduction for the conventional energetic transport which occurs in the systems without geometrical constraints. In Section 3.1, the main transport properties for energetic transport will be shortly discussed for purely energetic systems. In Section 3.2, we study the interesting problem of entropic transport in confined geometries. To unravel the unconventional properties of the entropic transport in 2D or 3D, we use the method of numerical simulations as well as an analytic approach based on the Fick-Jacobs approximation. The results have been published in Ref. [43] and [45]. In Section 3.3, we give the main conclusions for the energetic and entropic transport.

3.1 Energetic transport: thermal-activated transport over energetic barriers

In order to gain a better understanding of the entropic transport with constrained geometries, we first discuss the case of energetic transport in which the Brownian particle moves in a purely energetic potential. Nearly every system is subjected to some kinds of internal or external fluctuations, which are referred to as noise. Due to these fluctuations, it is meaningless to consider the exact positions of a Brownian particle. Instead, it is more convenient to define a probability distribution function which describes the probability of finding such particles in a given region at some given time. This probability distribution function can be determined by the corresponding Fokker-Planck equation which is well studied and widely used in various areas of natural sciences [46].

An interesting and practical problem involves a dynamic system which possesses in some free energy landscapes separated by energy barriers [46, 47]. The free energy landscapes can be mapped with a function of an order parameter or a reaction
coordinate which represents a metastable state. These barriers play a very important role for the dynamics of the system. It turns out that the problem of particles crossing barriers underpins many scientific disciplines. Therefore, the quantitative calculations of the escape rate from metastable states have received many contributions from fields as diverse as chemical kinetics, homogeneous nucleation, and diffusion in solids, to name but a few in the 19th century. Based on earlier studies, Hendrik Antonie Kramers (1894-1952) pictured the escape process as a stochastic force driven Brownian motion and obtained the escape rate from the Fokker-Planck equation [2,48].

Generally, energetic transport occurred in systems with periodic potentials which is modeled by the corresponding Fokker-Planck equation for Brownian motion in periodic energetic potentials. The time-dependent probability distribution for the relevant degrees of freedom can be obtained from the Fokker-Planck equation and it encodes all the information needed for calculating other transport quantities for a stochastic system. With this knowledge, the transport properties in the purely energetic system can be quantitatively measured and analyzed.

3.1.1 Diffusion processes in energetic systems

The study of particles diffusing freely in the host medium has a long history. As early as 1827, Robert Brown had observed this motion which is known as the Brownian motion nowadays. Later on, the dynamics of Brownian motion and the mathematics behind it were studied [49–52]. For example, in 1905 Albert Einstein proposed his theory of Brownian motion based on the molecular-kinetic theory and brought this problem to the attention of physicists [49,53]. Around the same time, many other theoretical proposals were made independently by such as William Sutherland (1904), Marian Smoluchowski (1906) and Paul Langevin (1908) who employed different approaches [50–52]. All of them made the same conclusion: Normally the mean square displacement of Brownian particles subjected to random collisions is proportional to the time and the free diffusion coefficient which can be determined by the thermal noise arising from the interaction between the Brownian particles and their environment. In these theoretical descriptions, the particles diffuse freely without any geometrical constrains. The motion of the Brownian particles is subject to the thermal fluctuations.

Free diffusion

In 1905 Albert Einstein had noted that the motion of Brownian particles (c.f. Fig. 3.1) is caused by the random forces, i.e. fluctuations. From this observation, he concluded that the mean square displacement is proportional to the time $t$ and the diffusion constant $D_0$. It can be written as

$$\langle (x(t) - x_0)^2 \rangle = 2D_0 t,$$

where $x(t)$ and $x_0$ are the positions of the Brownian particle at time $t$ and $t = 0$, respectively. The diffusion constant $D_0$ which was obtained by statistical mechanics
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have the following form:

\[ D_0 = \frac{k_B T}{\eta}. \]  

(3.2)

Here, \( k_B \) denotes the Boltzmann constant, \( T \) is the temperature, and \( \eta \) is the friction coefficient. Physically, this friction arises from the constantly collisions between the Brownian particle and the molecules of the liquid environment. Eq. (3.2) is known as the Sutherland-Einstein relation that represents a special form of the more general fluctuation-dissipation theorem. This is a general result of statistical thermodynamics.

We start with a simple example: A Brownian particle within a homogeneous temperature \( T \) under the influence of a bias. For the Brownian particle, the thermal fluctuations due to the coupling of the particles with the environment can be expressed as a stochastic force \( \xi(t) \) which is called Langevin force. The dynamics of this Brownian particle can be governed by Newton’s equation of motion [54], written as,

\[ m\ddot{x}(t) + \eta\dot{x}(t) = F + \sqrt{\eta k_B T} \xi(t), \]  

(3.3)

where \( \ddot{x}(t) \) and \( \dot{x}(t) \) are the second and first order time derivative of the position \( x(t) \), respectively, \( F \) denotes the bias which is a constant force, and \( \xi(t) \) is a Gaussian white noise with zero mean,

\[ \langle \xi(t) \rangle = 0, \]  

(3.4)

and correlation function,

\[ \langle \xi(t)\xi(t') \rangle = 2\delta(t - t'). \]  

(3.5)

When the inertia of the particles, i.e. the first term on the left side in Eq. (3.3), is very small compared to the friction force, it can be neglected [54]. This case is referred to as overdamped Brownian motion which is often encountered in extremely small systems.

\textbf{Figure 3.1:} An exemplary trajectory of a Brownian particle in 2D. The free diffusion is caused by the thermal fluctuation (noise).
Diffusion process in periodic potentials

Thermal diffusion in a periodic potential is subject to several fields of science: physics, chemical physics, communication theory [55–58]. The periodic potential landscape appeared in many processes, such as Josephson tunneling junctions [59–61], rotation of dipoles in a constant electric field [62,63], pendulum, diffusion of atoms and molecules on crystal surfaces [64], and biophysical process [65]. Here, we study the process of a Brownian particle in periodic potentials. Restricting our considerations to one-dimensional problems, we can describe the dynamics for the 1D overdamped Brownian motion with the following Langevin equation,

$$\eta \dot{x}(t) = -V'(x) + \sqrt{\eta k_B T} \xi(t),$$

(3.6)

where $V(x) = U(x) - Fx$ is the effective potential, c.f. Fig. 3.2, with the bias $F$ and periodic potential function $U(x)$ with periodicity $L$, i.e. $U(x + L) = U(x)$. The prime over the effective potential in Eq. (3.6) means the derivation with respect to $x$. Fig. 3.2 shows a sketch of a one-dimensional effective periodic potential in the presence and absence of an external bias $F$. The potential is spatially symmetric when $F = 0$, whereas this spatial symmetry breaks down in the presence of $F$.

The corresponding Fokker-Planck equation for the time evolution of the probability distribution is given by [46]:

$$\frac{\partial P(x,t)}{\partial t} = \frac{1}{\eta} \frac{\partial}{\partial x} \left[ V'(x) + k_B T \frac{\partial}{\partial x} \right] P(x,t),$$

(3.7)

where $P(x,t)$ is the probability distribution to find the particle in the interval $(x, x + dx)$ at time $t$. It turns out that the Fokker-Planck equation is a convenient tool to deal with the fluctuations which stem from many tiny disturbances. Each of those fluctuations changes the variables in an unpredictable but small way [46]. From Eq. (3.7) the probability distribution of the Brownian particle can be obtained.
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Dimensionless units

For the sake of simplicity quantities, we can express the Langevin equation Eq. (3.6) in a dimensionless form by rescaling lengths in units of the period \( L \), force in units of \( F_R = k_B T_R / L \), the energy in units of \( k_B T_R \), and time in units of the characteristic time scale \( \tau = \eta L^2 / k_B T_R \) which is the corresponding characteristic diffusion time at an arbitrary but irrelevant reference temperature \( T_R \) to overcome a distance of \( L \) \[18, 66\]. Then the dimensionless form of the Langevin equation reads,

\[
\frac{d\tilde{x}(\tilde{t})}{d\tilde{t}} = -\frac{\partial}{\partial \tilde{x}} \tilde{V}(\tilde{x}) + \sqrt{\tilde{D}_0} \xi(\tilde{t}),
\]

(3.8)

where we used the following notations,

\( \tilde{x} = x / L, \)

\( \tilde{t} = t / \tau, \)

\( \tilde{D}_0 = D_0 / (k_B T_R / \eta) = \frac{\eta D_0}{k_B T_R}, \)

\( \tilde{V}(\tilde{x}) = V(\tilde{x}) / k_B T_R, \)

including:

\( \tilde{U}(\tilde{x}) = U(\tilde{x}) / k_B T_R \) and \( \tilde{f} = F / F_R = \frac{EL}{k_B T_R} \).

For convenience, we omit the tilde symbols above the coordinates in the following sections. So that, the dimensionless Langevin equation reads,

\[
\dot{x}(t) = -\frac{\partial}{\partial x} U(x) + f + \sqrt{D_0} \xi(t).
\]

(3.9)

Kramers’ rate

One application of the Fokker-Planck equation is to describe the escape process. This has been firstly studied for chemical reactions in condensed phase by Kramers in 1940s’ \[2\]. He proposed a simple one dimensional model which incorporates the essential physical ideas of activated rate theory into a comprehensive mathematical framework. It turns out that this rate theory plays a central role in both theoretical and numerical groundwork to understand the principles of thermal reaction calculations \[48, 67\]. The determination of the escape rate is a problem of nonlinear sciences arising in many areas and branches, such as chemical kinetics \[2, 68, 69\], diffusion in solids \[70, 71\], homogeneous nucleation \[72, 73\], electronic transport \[74–76\]. Here, we give a brief overview of this model and its important results, c.f. the Kramers’ rate and the mean first-passage time (MFPT).

Kramers’ model is about a Brownian particle escaping out of a potential well over a potential barrier (Fig. 3.3). The model focuses on the escape process when the barrier height \( \Delta U \) is much larger than the thermal energy which is just \( D_0 \) in
Figure 3.3: A cubic potential function $U(x)$ used for the Kramers’ model. Particles are injected at $x_{\text{min}}$ and immediately removed when they cross the top point $x_{\text{max}}$. $\Delta U$ is the corresponding activation energy.

our scaling, i.e. $\Delta U/D_0 \gg 1$. For a cubic potential $U(x)$ with a large barrier height $\Delta U$ plotted in Fig. 3.3, the escape rate $r_K$ of an overdamped Brownian particle is given by the Kramers rate [2]:

$$r_K(D_0) = \frac{\sqrt{U''(x_{\text{min}})U''(x_{\text{max}})}}{2\pi} e^{-\Delta U/D_0},$$

(3.10)

where $U''(x)$ is second derivative of the potential function at position $x$. $x_{\text{min}}$ and $x_{\text{max}}$ indicate the positions of the minimum and maximum of the potential function, respectively, and the barrier height $\Delta U$ denotes the activation energy.

Another important characteristic quantity is the mean first-passage time (MFPT) of the escape process. It is defined as the average time elapsed until the process starting from the injection point $x_{\text{min}}$ (c.f. Appendix A.1). It was shown that, the mean first-passage time (MFPT) for an escape process from a cubic domain is the inverse of the Kramers’ rate [77].

$$T = \frac{1}{r_K(D_0)} = \frac{2\pi}{\sqrt{U''(x_{\text{min}})U''(x_{\text{max}})}} e^{\Delta U/D_0}. $$

(3.11)

3.1.2 Transport characteristics

To investigate the transport of Brownian particles, we are interested in the quantities as the average current $\langle \dot{x} \rangle$, the mobility $\mu = \langle \dot{x} \rangle/f$, and the effective diffusion coefficient $D_{\text{eff}}$. We will discuss them in details, basing on a 1D model described by Eq. (3.9).

For one-dimensional periodic potential, an analytical expression for the average current $\langle \dot{x} \rangle$ can be determined by generalizing the mean first passage time approach [78–80]. Accordingly, the average current $\langle \dot{x} \rangle$ is given by [42,79,80]

$$\langle \dot{x} \rangle = \frac{1}{\langle T \rangle} = \frac{1}{\int_{x_0+1}^{x_0} \mathrm{d}x I_{\pm}(x)} e^{-\beta f},$$

(3.12)
3.1 Energetic transport: thermal-activated transport over energetic barriers

Figure 3.4: The dependence of the mobility $\mu$ on the noise strength $D_0$ for different amplitudes $U_0$ of a periodic potential with $U(x) = U_0 \sin(2\pi x)$ while the force is fixed at 1.

here $\langle T \rangle$ denotes the average first passage time $T$ of the particle crossing a unit cell of the potential energy function in $x$ direction. $\beta = 1/D_0$, and $I_\pm(x)$ is the abbreviation of $I_+(x)$ and $I_-(x)$. They are given by,

\[ I_+(x) = \frac{1}{D_0} e^{\beta V(x)} \int_{x-1}^{x} dy e^{-\beta V(y)}, \quad (3.13) \]
\[ I_-(x) = \frac{1}{D_0} e^{-\beta V(x)} \int_{x}^{x+1} dy e^{\beta V(y)}. \quad (3.14) \]

The thermal fluctuation results in a spatial dispersion of the particle around its average position $\langle x(t) \rangle$. The corresponding normal diffusion coefficient is given by [79, 80]

\[ D_{\text{eff}} = \lim_{t \to \infty} \frac{\langle x^2(t) \rangle - \langle x(t) \rangle^2}{2t}. \quad (3.15) \]

It can be computed analytically as [42]

\[ D_{\text{eff}} = \frac{\langle T^2 \rangle - \langle T \rangle^2}{2\langle T \rangle^3}. \quad (3.16) \]

Thus, the explicit expression for the effective diffusion coefficient can be obtained [42, 79, 80]

\[ D_{\text{eff}} = D_0 \left[ \int_{x_0}^{x_0+1} dx I_\pm(x) I_+(x) I_-(x) \right]^{3}. \quad (3.17) \]

For free diffusion, the average current $\langle \dot{x} \rangle$ can easily be obtained from the Langevin equation Eq. (3.6) and Eq. (3.4), i.e. $\langle \dot{x} \rangle = 0$. The effective diffusion coefficient tends to the Einstein relation Eq. (3.2).

Other characteristics, such as the nonlinear mobility $\mu$, can be derived from these two quantities: the average current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$. For example, the mobility which is defined by $\mu = \langle \dot{x} \rangle/f$. 
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Figure 3.5: The dependence of the mobility on the amplitude $U_0$ of a periodic potential at fixed force 1 in the deterministic limit. The solid green line is the result from Eq. (3.18). The dotted red line is generated by Eq. (3.12), and dashed black line is obtained from the original Langevin equation Eq. (3.9) at very low noise strength $D_0 = 0.002$. The critical force $f_c = 0.159$ is marked in the figure.

Now, we consider a particle diffusing in periodic potential system, i.e. $U(x) = U_0 \sin(2\pi x)$. Based on Eq. (3.12), the mobility is plotted as a function of the strength of the thermal noise at different amplitudes $U_0$ with fixed force $f = 1$ in Fig. 3.4. As introduced for the Kramers’ escape rate, temperature facilitates the particle to overcome the barrier, thus enhancing the average current. Therefore, the mobility increases monotonically as the noise strength increases, shown in Fig. 3.4.

The mobility $\mu$ for the deterministic limit, i.e. $D_0 \to 0$, is given as [46]

$$
\lim_{D_0 \to 0} \mu = \begin{cases} 
\sqrt{1 - \left(\frac{2\pi U_0}{f}\right)^2} & U_0 < \frac{f}{2\pi} = f_c \\
0 & U_0 \geq f_c.
\end{cases} 
$$

(3.18)

Here, $f_c$ is referred to as critical force. When the amplitude $U_0$ is larger than the critical value, the particle can not escape from the bottom of the potential well, and there is no average current, c.f. $\mu = 0$. We compare the mobility obtained from different methods in the deterministic limit in Fig. 3.5. The simulation methods are presented in Appendix A.1 and Appendix A.2.

3.2 Entropic transport: Particle transports in nano-scaled channels or pores

Instead of diffusing freely, Brownian particles frequently undergo some geometrical restrictions. This constrained motion is ubiquitous in ion channels, biological cells, nanopores, zeolites and processes occurring at sub-cellular [18-21, 33-41]. This confined diffusion process exhibits peculiar properties, which are different from what is known for energetic systems, c.f. Section 3.1. Since the properties sensitively
3.2 Entropic transport: Particle transports in nano-scaled channels or pores

Figure 3.6: Schematic diagram of the cell membrane containing biological nanopores (ion channels). [Adapted from B. Hille, Ion Channels of Excitable Membranes (Sinauer, Sunderland, 2001).]

depend on the shape of the confined structure, the geometrical confinement plays a fundamental role in many transport phenomena. Therefore, it can be used to regulate or control the diffusion processes such as catalysis, osmosis and particle separation [33–36,39,40], noise-induced transport in periodic potential landscapes that lack of reflection symmetry (ratchet systems) or ratchet transport mechanisms that are based on asymmetric geometries, and termed ‘entropic’ ratchet devices [8,43,81–83].

In the following, we give a brief overview over a few of these processes and nano-scaled devices which are widely used as the geometrical confinements.

Nanopores

A nanopore is a small hole in an electrically insulating membrane. Normally with the internal diameter in order of several nanometers, it is a highly confined structure. Charged molecules or ions passing through it, exhibits different ionic current. The current changes due to the electrostatic interaction between the ions through the nanopore and the surface charge at the small opening (bottleneck) of the pore [23, 24,35,41,84–86]. The bottleneck which plays an important role in the transport of charged molecules and ions induces the ionic current exhibiting peculiar behavior. Nanopores exist in nature and can be fabricated artificially too. Natural nanopores are called biological nanopores (ion channels), shown in Fig. 3.6, and the artificial ones are called synthetic nanopores [23,24,84].

In living cells, there are certain transmembranal proteins acting as biological nanopores (ion channels). They help establish and control the voltage gradient across the plasma membrane of cells by allowing the flow of ions due to their electrochemical gradient. The structure and basic functions will be discussed in Chapter 4. Note that, here the geometrical confinement of the channels can not be neglected in the transport processes of ions, such as macromolecules and polymers cross membranes [87–89]. The uneven shape of the channels regulates the transport of ions.
which exhibits peculiar properties. This results have implications in processes, such as protein binding kinetics [90], drug release [91], protein folding [92], the motion of polymers subjected to rigid constrains [93], and polymer crystallization [94].

As the nanopores are important, artificial nanopores are fabricated. Since it is firstly created in 1995, there is a great interest to design and develop artificial nanopores (synthetic nanopores) because of their potential applications as biomimetic systems. With newest technology, these synthetic nanopores can be made upon choice, allowing to controlling the diameter and the shape of the nanoporous structure [35, 85, 95]. Therefore, the characteristic behavior of ionic currents and the flow of the macromolecules can be controlled. The nanopores are available to characterize the transport properties of ionic species, such as K\(^+\), Na\(^+\), Cl\(^-\) [35, 41] and of macro molecules, like DNA or RNA [23, 24, 26, 86, 95].

Diffusing through nanopores, molecules of intermediate size can get temporarily trapped which can extend to maximize their conformational entropy [96]. Asher and his co-workers have found experimental evidence to verify that this entropic trapping can increase the dependence of the diffusion rate on molecular size [34]. Their approach may lead to the design of improved separation media based on entropic trapping. Recently, experiments have been done to control the ionic transport through nanopores by Zuzanna Siwy’s group [97]. A schematic diagram of their experimental setup to measure the ionic current is depicted in Fig. 3.7. It shows that the ionic transport can be controlled by the potential of the gating conical
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Figure 3.8: Experimental setup for electric detection of individual DNA molecules passing through a synthetic nanopore (left) and the corresponding current (right). The transition of DNA through the nanopore is driven by the electric field between two electrodes. A transient blockade of the ionic current is measured by the amplifier. [Adapted from Aksimentiev et al., Biophys. J. 87, 2086-2097 (2004).]

nanopores. This offers a possibility to design ionic logic devices and ionic amplifiers. It can be applied for pumping ions across the membrane.

The artificial nanopores offer many potential applications. The development of new devices on the basis of nanopores gives challenges both experimentally and theoretically. It has been of great interest to reveal the sequence and structure of DNA and RNA molecules by passing them through nanopores [22, 43]. The nanopore is made from silicon nitride, a material that is easy to work with and commonly used in nanostructures surrounded by two pairs of tiny gold electrodes. The electrodes would record the electrical current perpendicular to the DNA strand as it passed through the nanopore [25]. Because each DNA base has different structure and chemical properties, it exhibits its own distinct electronic signal when the DNA strand passes through the charged nanopore. The schematic experimental setup is shown in Fig. 3.8 [23, 24]. The electric field can drive single-stranded DNA or RNA molecules through the nanopore in a thin, synthetic membrane. As the diameter of the nanopore can accommodate only a single strand of DNA or RNA, each polymer transverses the membrane as an extended chain. This chain blocks the nanopore partially. The so-called ionic current blockade is recorded by the amplifier. The blockade currents of single-stranded DNA and RNA electro-phoretically driven through a transmembrane nanopore were firstly measured by Kasianowicz etc [98]. They used the method to measure the polynucleotide length. As the developments of this technique, it has demonstrated that single-nucleotide resolution for DNA
Zeolites

Zeolites are three-dimensional nanoporous crystals with a highly regular framework structures of pores (or cavities) that allow some molecules to pass through, and cause others to be either excluded or broken down \cite{37,44,99,100}. It was originally discovered in the 18th century by a Swedish mineralogist Cronstedt. He observed that upon rapidly heating a natural zeolite, the stones began to dance as the water evaporated. Nowadays, more than 170 unique zeolite frameworks have been identified, and over 40 natural zeolite frameworks were found \cite{99}. In general, zeolites consist of silicon, aluminum and oxygen in their regular framework. The silicon or aluminum atoms are tetrahedrally connected to each other by sharing oxygen atoms, shown in Fig. 3.9. These small subunits form a cavity (cage), and then in a bulk. All these cavities connect to form long structures with small openings (vacant spaces). The vacant spaces are interconnected and form long channels with discrete sizes depending on the mineral.

The dimensions of the channels can control the maximum size of the molecular or ionic species that can enter the pores of a zeolite and the tiny openings can trap these ions and molecules. The properties, such as the uniform cross section of the pores, the ion exchange properties, the ability to develop internal acidity, make zeolites unique among inorganic oxides and also lead to activity and selectivity. Therefore, zeolites can separate molecules based on size, shape, polarity and degree of unsaturation \cite{44,101}. They act like filters, size selective molecular sieve...
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Figure 3.10: Schematic diagram of a single channel with the periodicity $L$, bottleneck half-width $w_{\min}$ and maximal half-width $w_{\max}$ [43]. The shape of the structure is described by $\omega(x) = \sin(2\pi x/L) + 1.02$ The constant applied bias $\bar{F}$ acts only along the axial direction of the channel.

separations [102, 103]. Besides these, zeolites have been applied as catalysts and ion-exchange materials since 1960, because they have following properties: (1) they have exchangeable cations allowed with various catalytic properties; (2) if these cationic sites are exchanged with $H^+$, they can have a strong acid sites; (3) the diameters of the pore are less than 1 nm; (4) the pores can have one or more sizes. Because of their porous structure, their applications can be extended to other fields, such as biology [36], industry and nuclear processing [100, 104, 105].

#### 3.2.1 Modeling of diffusion with confined geometries

In this subsection, we introduce the theoretical model which describes the dynamics of Brownian particle moving in an energetic potential with additional geometrically confined cross-sections (Fig. 3.10). We mainly focus on the 2D-channel, while a very similar line of reasoning could be applied for pore structure in 3D. In particular, we consider a channel with a periodic boundary function $\omega(x)$, which is mirror symmetric with respect to a 2D reflection on the channel axis. The diffusive motion of the Brownian particle is then confined by the upper boundary $\omega(x)$ and lower boundary $-\omega(x)$. The channel well $\omega(x)$ with periodicity $L$, i.e. $\omega(x+L) = \omega(x)$, was assumed to have the sinusoidal profile given by:

$$\omega(x) = A \sin \left(2\pi \frac{x}{L}\right) + B,$$

with two channel parameters $A$ and $B$. The function $\omega(x)$ is thought to display the first terms of the Fourier series of a more complex boundary function. The motion of the particles through the confined geometry may be caused by different particle concentrations maintained at the ends of the channels, or by the application of external forces acting on the particle. Here, we consider a constant longitudinal external force $\bar{F} = F \hat{e}_x$ pointing into the direction of the channel axis. Then for the overdamped case, the dynamics of a Brownian particle through a channel (or pore) (like the one depicted in Fig. 3.10) in the overdamped limit, is described by the Langevin equation:

$$\eta \frac{d\vec{r}}{dt} = \bar{F} + \sqrt{\eta k_B T} \xi(t),$$

(3.20)
where \( \vec{r} \) is the position vector of the particle, \( \eta, k_B \) and \( T \) have the same meaning as in Section 3.1. The fluctuating force is modeled by zero-mean Gaussian white noise \( \xi(t) \), obeying the relation \( \langle \xi_i(t) \xi_j(t') \rangle = 2 \delta_{ij} \delta(t - t') \) for \( i, j = x, y \).

In addition to Eq. (3.20), the full problem is set up by imposing reflecting boundary conditions at the channel walls. To simplify the treatment of this model, we introduce dimensionless variables as in Section 3.1. We rescale the length \( \vec{r} \), time \( t \), force \( \vec{F} \) and energy in the units of \( L, \tau = L^2 \eta/(k_BT_R), F_R = k_BT_R/L \) and \( k_BT_R \), respectively. With these characteristic variables the dimensionless Langevin equation is obtained

\[
\frac{d\vec{r}}{dt} = -\vec{\nabla}V(x) + \vec{f} + \sqrt{D} \xi(t),
\]

(3.21)

where \( D = T/T_R \) denotes the dimensionless temperature, \( f = F/F_R \) is the dimensionless force and \( V(x) = U(x)/(k_BT_R) \) denotes an additional dimensionless energetic substrate potential. Similarly, the dimensionless half-width function defining the upper boundary of the symmetric channel reads

\[
\omega(x) = a \sin(2\pi x) + b,
\]

(3.22)

where the boundary function \( \omega(x) \) is scaled with the periodicity \( L \). This implies \( \omega(x + 1) = \omega(x) \) in dimensionless units. Due to the symmetry with respect to the x-axis, it could be given in terms of the maximum half-width of the channel \( w_{\text{max}} = (a + b) \) and the aspect ratio of minimum and maximum width \( \epsilon = (b - a)/(a + b) \). Then, the boundary function has the form,

\[
\omega(x) = \frac{w_{\text{max}}}{2} (1 - \epsilon) \left\{ \sin(2\pi x) + \frac{1 + \epsilon}{1 - \epsilon} \right\}.
\]

(3.23)

The corresponding Fokker-Planck equation for the time evolution of the probability distribution \( P(\vec{r}, t) \) of a particle to be found at the position \( \vec{r} \) at time \( t \) takes the form:

\[
\frac{\partial P(\vec{r}, t)}{\partial t} = -\vec{\nabla} \cdot \vec{J}(\vec{r}, t),
\]

(3.24a)

where \( \vec{J}(\vec{r}, t) \) is the probability current:

\[
\vec{J}(\vec{r}, t) = - \left( D\vec{\nabla} - \vec{f} + \vec{\nabla}V(x) \right) P(\vec{r}, t).
\]

(3.24b)

Due to the impenetrability of the channel walls, the normal component of the probability current \( \vec{J}(\vec{r}, t) \) vanishes at the boundaries. Therefore, to prevent the particles leaving the channel or being absorbed at the wall, the reflecting boundary condition at the channel walls is:

\[
\vec{J}(\vec{r}, t) \cdot \vec{n}(\vec{r}) = 0 \quad \vec{r} \in \text{channel wall},
\]

(3.25)
where $\vec{n}(\vec{r})$ denotes the normal vector perpendicular to the channel wall at point $\vec{r}$.

The present situation is considered in high dimensional space with irregular and impenetrable boundaries. Except for a straight channel with $\omega = \text{constant}$, the exact analytical solution of the Fokker-Planck equation (3.24) with boundary conditions Eq. (3.25) has not been solved analytically (even for $V(x) = 0$). However, approximate solutions can be obtained by introducing an effective potential to describe the geometric constraints and bottlenecks that act as entropic barriers in a one-dimensional description. For this so-called Fick-Jacobs approximation, there are some limits that will be investigated in more details in the next subsection.

### 3.2.2 Equilibration assumption: the Fick-Jacobs approximation

The diffusion in a two-dimensional channel or three-dimensional pore of a varying cross-section has been studied by Jacobs [106]. He gave an essential one dimensional treatment of such two or three dimensional problems by introducing an effective potential exhibiting entropic contributions. In his book Diffusion Processes [106], written by Jacobs, he gave a heuristic derivation of an effective one-dimensional diffusion equation named as Fick-Jacobs (or F-J) equation\(^1\). The key point of the derivation is the assumption of fast equilibration in the orthogonal channel direction.

Under this assumption, the so-called Fick-Jacobs equation in presence of an applied forcing reads [18],

$$\frac{\partial P(x, t)}{\partial t} = \frac{\partial}{\partial x} \left( D(x) \frac{\partial P(x, t)}{\partial x} + \frac{D(x)}{D} \frac{\partial A(x)}{\partial x} P(x, t) \right), \quad (3.26)$$

where $P(x, t)$ is the probability distribution function along the length of the 2D channel or 3D tube, $A(x)$ is the effective potential function. As the structure changes as the position along the $x$, the diffusion coefficient $D(x)$ is possibly not a constant, but rather a function of position $x$, as appeared in Eq. (3.26). To improve the accuracy of the kinetic equation, spatial dependent diffusion coefficient $D(x)$ should be taken into account. Here, we take the form proposed by Reguera and Rubi who obtained a scaling law for the diffusion coefficient by simple geometric arguments [108]. It reads

$$D(x) = \frac{D}{(1 + \omega'(x)^2)^\alpha}, \quad (3.27)$$

where $\alpha = 1/3, 1/2$ for the considered two and three dimensions, respectively [108, 109]. In Eq. (3.26) the free energy $A(x)$ is made up of an energy term, $E = -f x$ and an entropic term, $-D \ln s(x)$:

$$A(x) := -f x - D \ln s(x), \quad (3.28)$$

where $s(x)$ is the dimensionless width $s(x) := 2\omega(x)$ in two-dimension or the dimensionless transverse cross-section $s(x) := \pi \omega^2(x)$ in three dimension. $\omega(x)$ corresponds to the half-width of the symmetric 2D channel or the radius of the pore in

\(^1\)Jacobs attributed his treatment to Fick [107].
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3D. Interestingly, bottlenecks in the channel structure account for entropic contributions in the effective potential function $A(x)$. The height of the effective potential barrier is $\Delta A = -D \ln \epsilon$, which depends on the temperature and the structure of channels.

It was shown that the F-J equation provides a very accurate description of the entropic transport in 2D channels and 3D tubes with varying cross-section [18,66,108–111]. However, we point out that the derivation of the F-J equation entails an approximation that the particle distribution in the transverse direction equilibrates much faster than in the direction of transport [109]. An estimate of this condition can be analyzed by comparing the different time scales involved in the problem.

For the particle moving in a confined geometry, c.f. Fig. 3.10, the time scale of the diffusion in the transverse direction over a distance $\Delta y$ is $\tau_y = \Delta y^2/2D$. Similarly, the time scale in the axial direction is $\tau_x = \Delta x^2/2D$.

In the absence of an external force, the fast equilibration in the transverse direction requires $\tau_y/\tau_x \ll 1$, resulting in:

$$\frac{\Delta y^2}{\Delta x^2} \sim \omega'(x)^2 \ll 1.$$  \hspace{1cm} (3.29)

It means $|d\omega(x)/dx| \ll 1$ which constitutes the validity criterion for the F-J approximation.

In presence of an external force acting in the axis $x$-direction, there is a third time scale related to the drift associated to the force: $\tau_{drift} = \frac{L \Delta x}{D_f}$. Fast equilibration in the transverse direction occurs if $\tau_y/\tau_{drift} \ll 1$. Consequently,

$$\frac{f \Delta y^2}{2L \Delta x} \sim \frac{2f \omega(x)^2}{L^2} \ll 1.$$  \hspace{1cm} (3.30)

In general, an estimate of the criteria that has to be satisfied can be put forward by considering the sum of these two ratios, cf. Eqs. (3.29) and (3.30):

$$\omega'(x)^2 + \frac{2f \omega(x)^2}{L^2} \ll 1.$$  \hspace{1cm} (3.31)

Now, we get a global criteria by averaging the local criteria over the period $L$ of the channel and defining a critical force value $f_c$. Then, the critical force reads [109]:

$$f_c = \frac{L^2 (1 - \langle \omega'(x)^2 \rangle)}{2 \langle \omega(x)^2 \rangle}.$$  \hspace{1cm} (3.32)

Eq. (3.32) provides an estimate of the minimum force guaranteeing the accurate description of the dynamics by the F-J description. Accordingly, the critical force scales asymptotically with $L^2$ (for a fixed overall shape channel) [109].

3.2.3 Characteristics of entropic transport

Under the validity condition, the Fick-Jacobs approximation provides an accurate description of the biased diffusion of Brownian particles in confined structures. The dynamics include an entropic term arising from the geometrical confinement. The
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Entropic transport exhibits striking and sometimes counterintuitive features, which are different from what is observed in energetic systems and for the purely energetic case. For particle transport, the most interested quantities are: the average particle current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$. In the following we study theoretically and numerically these characteristics of the entropic transport for different confinement parameters.

Firstly, we calculate the average particle current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$ through approximate analysis. Based on the Fick-Jacobs equation Eq. (3.26), an analytical expression for the approximate transport characteristics can be obtained. In particular, the average particle current $\langle \dot{x} \rangle$ has the form [21,66,109]:

$$\langle \dot{x} \rangle = 1 - \frac{e^{-F/D}}{\int_0^1 I(z) \, dz}, \quad (3.33)$$

where the integral function $I(z)$ is given by,

$$I(z) = \frac{e^{A(z)/D}}{D(z)} \int_{z-1}^z dy \, e^{-A(y)/D}. \quad (3.34)$$

The effective diffusion coefficient reads [21,66,109,112]

$$D_{\text{eff}} = D \int_0^1 \int_{x-1}^x \frac{D(z) \, e^{A(z)/D}}{D(x) \, e^{A(x)/D}} \left[ I(z) \right]^2 \, dx \, dz \, \left[ \int_0^1 I(z) \, dz \right]^3. \quad (3.35)$$

Secondly, these two approximate transport quantities can also be obtained by precise numerical simulations. We perform Brownian dynamic simulations by integrating the Langevin equation Eq. (3.21) with the stochastic Euler-algorithm. Then, the average particle current $\langle \dot{x} \rangle$ in $x$-direction and the corresponding effective diffusion coefficient can be obtained (c.p. Appendix A.2).

Comparing the numerical simulations and the analytical results for different channel structures in Fig. 3.11, we can have a better understanding of the validity limit of the Fick-Jacobs equation. When the temperature or equivalently the noise $D$ decreases, the time scale in the transverse direction over a distance $\Delta y$ in the form as $\tau_y = \frac{\Delta y^2}{2D}$ increases. So the fast assumption is not valid, and the analytical prediction for low temperature fails. On the other hand, the analytical description matches better with the simulations for small values of $\omega_{\text{max}}$, i.e. smooth geometries [42,66,109]. Due to the assumption of fast equilibration in the transverse direction fails, the accuracy of the Fick-Jacobs approximation becomes worse for larger width of the channel $\omega_{\text{max}}$ or smaller noise $D$. Note that, the applicability of the analytical description depends on the parameter we focus on, i.e. the average particle current $\langle \dot{x} \rangle$ or the effective diffusion coefficient $D_{\text{eff}}$.

Fig. 3.11 depicts the average particle current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$ for different maximum width $\omega_{\text{max}}$ of the channel, while we fix the ratio...
Figure 3.11: Noise (temperature) dependence of: (a) the average particle current (b) the effective diffusion coefficient for a symmetric two-dimensional channel with a constant aspect ratio $\epsilon = 0.01$ at an external force value $f = 0.628$ [43]. The shape of the channel structure is defined by Eq. (3.23). The arrow indicates the particle current in the deterministic limit for which the particle current equals $f$. The different lines correspond to approximate solutions given by Eqs. (3.33) and (3.35). The different symbols correspond to the precise numerical simulations.

of the minimum and maximum width $\epsilon$. Consequently, the minimum width $\omega_{\text{min}}$, i.e. the width at the bottlenecks, has been changed by modifying the maximum width $\omega_{\text{max}}$. The advantage of this scaling is related to the specific consideration that it keeps a fixed height of the entropic barriers which is determined by the ratio $\epsilon$ of minimum and maximum width, i.e. $\Delta A = -D \ln \epsilon$. In this setup, only the curvature of the effective potential at the minima and maxima are allowed to be changed. Obviously, the average particle current $\langle \dot{x} \rangle$ decreases with increasing effective temperature $D$. This is in contrast to the transport over purely energetic potential barriers, in which case the particle current increases when the temperature is increased [113] (c.f. Fig. 3.4). The transport is dictated by the height of the potential barriers, i.e. $\Delta A = -D \ln \epsilon$ for the entropic transport. As $\ln \epsilon < 0$, the height of the barriers increases as the temperature increases, which leads to the suppression of particle current, c.f. Fig. 3.11(a). In the deterministic limit, i.e. $D \to 0$ the average particle current tends to the same value as the applied bias $F$ irrespective of the maximum channel width (see the symbols in Fig. 3.11 (a)). In this limit, the particles do not diffuse to the side bags of the channel structure and move within a region defined by the width $2\omega_{\text{min}}$ at the bottleneck. Therefore, the particles should have the same velocity as the free particles diffusion under bias. As the fast equilibrium assumption fails for low temperature regime, this observation is not captured by the analytics. Some further details can be found in Ref. [66].

As the maximum width increases, the area of the side bags increases, which
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Figure 3.12: Noise (temperature) dependence of: (a) the average particle current and (b) the effective diffusion coefficient for a symmetric two-dimensional channel for various values of aspect ratio $\epsilon$ with a constant maximum half-width $\omega_{\text{max}} = 1$ and an external force value $f = 0.628$ which is labeled by the arrow [43]. The shape of the channel structure is defined by Eq. (3.23). As in Fig. 3.11, the different lines correspond to approximative analytic results and the different symbols correspond to the precise numerical simulations.

means there is more space available along the orthogonal direction. Consequently, the particle spends more time diffusing in this direction. Therefore, larger maximum width can suppress the particle current in the channel direction and enhance the effective diffusion, c.f. Fig. 3.11 (a) and (b). The effective diffusion coefficient exhibits a non-monotonic behavior which corresponds to the giant enhancement of diffusion found for the energetic transport. Moreover, for small values of $w_{\text{max}}$ i.e. smooth geometries, the analytical description (average particle current from Eq. (3.33) and the effective diffusion coefficient Eq. (3.35) leads to better results whereas it fails for large $w_{\text{max}}$ in small $D$ range [42, 109].

If we keep the maximum width $w_{\text{max}}$ constant and increase the $\epsilon$-value, the height of the entropic barrier in our system is reduced. The same transport characteristics: average particle current $\langle \dot{x} \rangle$ and effective diffusion coefficient $D_{\text{eff}}$ as the functions of noise are plotted in Fig. 3.12. Since the larger $\epsilon$-value represents lower height of the entropic barrier, the enhancement of $\langle \dot{x} \rangle$ has been found.

From Fig. 3.11 and 3.12, we can see that the average particle current $\langle \dot{x} \rangle$ sensitively depends on the geometric parameters of the channel, so it can be controlled effectively by manipulation of the half-width $\omega_{\text{max}}$ and $\epsilon$. This provides great possibility to design stylized channel geometries for which the quality of the particle transport can be efficiently optimized.
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Figure 3.13: The free energy function $A(x)$, c.f. Eq. (3.36), is depicted for different values of the phase shift $\varphi$ labeled in the figure [45]. All the other parameters are $V_0 = 1$, $f = 0$, $D = 0.2$ and the boundary function has the shape $\omega(x) = \sin(2\pi x)/(2\pi) + 1.02/(2\pi)$. In order to make the lines not overlapping each other, we added constants to the free energy function. The vertical dotted lines correspond to the positions of the bottlenecks of the channel.

Entropic transport in presence of substrate potentials

Now, we add an energetic potential $U(x)$ which exhibits the same periodicity as the channel to the system studied in the forward subsection. The additional energetic potential leads to an energetic contribution to the free energy $A(x)$ which has the form:

$$A(x) = V(x) - fx - D \ln s(x), \quad (3.36)$$

where, $V(x) = V_0 \sin(2\pi x + \varphi)$ is the dimensionless energetic potential of $U(x)$, with amplitude $V_0$ and additional phase shift $\varphi$. Note that, all the parameters in Eq. (3.36) are dimensionless, and retain the same meaning as introduced in Section 3.2.1. This energetic potential function is independent on the transversal coordinate. The free energy function is depicted in Fig. 3.13 at three different values of the phase shift for a fixed channel geometry.

To investigate the interplay between energetic and entropic contributions to the effective free energy, we first study the nonlinear mobility $\mu = \langle \dot{x} \rangle/f$. The average particle current $\langle \dot{x} \rangle$ has an analytical expression as in Eq. (3.33) with the free energy $A(x)$ given by Eq. (3.36). Accordingly, the nonlinear mobility reads [114],

$$\mu = \frac{1 - e^{-f/D}}{f \int_0^1 \frac{e^{A(z)/D}}{D(z)} \int_{z-1}^z e^{-A(y)/D} \, dy \, dz}. \quad (3.37)$$

In the asymptotic high-noise limit, i.e. $D \to \infty$, the nonlinear mobility reduces to

$$\lim_{D \to \infty} \mu = \frac{1}{\int_0^1 \omega(x) \, dx \times \int_0^1 \, dx \frac{(1 + \omega'(x)^2)^{\alpha}}{\omega(x)}}. \quad (3.38)$$

Note that, here the nonlinear mobility $\mu$ for high-noise limit depends only on the channel geometry $\omega(x)$. It has no relation with the energetic potential $V(x)$ or the force $f$ any more.
In the deterministic limit i.e. $D \rightarrow 0$, there is no entropic contribution. The nonlinear mobility tends to the value for the energetic transport, i.e. Eq. (3.18). The free energy function reduces to $A(x) = V_0 \sin(2\pi x + \varphi) - f \ x$. The critical value $V_0^c$ below which the potential profile does not exhibit any minima is

$$V_0^c = \frac{f}{2\pi}.$$  

(3.39)

For medium noise strengths, some peculiar behaviors are found. Fig. 3.14 depicts the behavior of the nonlinear mobility $\mu$ as a function of the amplitude $V_0$ of the periodic potential and the noise strength $D$ for fixed phase shift $\varphi = 0$. Interestingly, $\mu$ exhibits different behaviors for the sub and suprathreshold energetic force. For suprathreshold energetic forcing, i.e. $V_0 < V_0^c$ ($f > 2\pi V_0$), the nonlinear mobility $\mu$ decreases monotonically with $D$ as observed in the case of $V_0 = 0$ (the absence of an energetic substrate potential). This matches with the behavior of the average particle current $\langle \dot{x} \rangle$ in Fig. 3.11 (a) and Fig. 3.12 (a) for the purely entropic situation. For subthreshold energetic forcing $f < 2\pi V_0$ ($V_0 > V_0^c$), we found a resonance-like behavior with noise strength $D$: The mobility $\mu$ initially increases until it reaches a maximum and then decreases again. This behavior has never appeared in either purely energetic transport (c.f. Fig. 3.4 the mobility monotonically increases with noise strength $D$) or purely entropic transport (c.f. Fig. 3.11 (a) and Fig. 3.12 (a), the mobility monotonically decreases with noise $D$). The resonance-like behavior is induced by the competition between energetic and entropic contributing to the free energy. For small noise, the energetic contribution dominates the free energy function and noise-assisted transport is observed. Consequently, the nonlinear mobility $\mu$ initially increases with rising $D$. A further increasing of the noise level $D$ raises the entropic contribution to the free energy function and induces the decreasing of the nonlinear mobility $\mu$.

However, this resonance-like behavior is not observed for all subthreshold energetic forcing. It appears only if there are two potential barriers in one period of
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Figure 3.15: Nonlinear mobility $\mu$, c.f. Eq. (3.37), versus the noise level $D$ and the phase shift $\phi$. All the other parameters used here are $f = 1$, $V_0 = 0.2 > V_0^c$ and $\omega(x) = \sin(2\pi x)/(2\pi) + 1.02/(2\pi)$.

Figure 3.16: Nonlinear mobility $\mu$ as a function of the noise level $D$ for various amplitudes $V_0$ of the energetic potential while fixing $f = 2\pi$ ($V_0^c = 1$), $\phi = \pi$ and $\omega(x) = \sin(2\pi x)/(2\pi) + 1.02/(2\pi)$ [45]. The dashed horizontal line is 0.188 predicted by Eq. (3.38) in the limit of $D \to \infty$.

the free energy function $A(x)$ shown in Fig. 3.13. These two potential barriers arising from the energetic substrate potential and the geometric restrictions should be treated separately, for example in the case $\phi = 0$. On another sides, if the energetic and entropic barriers coincide at the same locations, i.e. for $\phi = \pi$, the nonlinear mobility $\mu$ monotonically increases with increasing noise level $D$ for subthreshold forcing, c.f. Fig. 3.15. In this case, c.f. $\phi = \pi$, a peculiar scenario can be observed for amplitude values $V_0$ of the energetic potentials smaller than the critical one, i.e. for the case of suprathreshold driving, c.f. Fig. 3.16 [114]. Especially, for the critical amplitude $V_0^c = 1$, the competition between energetic and entropic contributions sensitively depends on the noise level $D$.

For $V_0 = 0$, the nonlinear mobility $\mu$ decreases monotonically with $D$, due to the dominant entropic contribution, while for $V_0 \ll V_0^c$ in the subthreshold case $f > 2\pi V_0$, it increases due to the dominant energetic contribution. For some intermediate values of $V_0$, $\mu$ exhibits a small peak at optimum values of the noise level $D$. This is due to the complex interplay between energetic and entropic contributions to the free energy profile. However for the limit $D \to \infty$, the nonlinear mobility...
tends to the limiting value predicted by Eq. (3.38), c.f. Fig. 3.14, Fig. 3.15 and Fig. 3.16.

3.3 Conclusions

We have given a brief introduction to the transport properties of the energetic and entropic transport (confined geometries). Based on a simplified mathematical framework, the dynamic properties of Brownian particles in both energetic and entropic transport can be tackled. In particular, the particle diffusion under the influence of noise which acts as a stochastic force can be well modeled by Langevin and Fokker-Planck equations. Within this framework, the two most interesting transport quantities such as the average current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$ can be conveniently analyzed. For the nano-scaled transport, the geometrical confinement must be taken into account and we need to deal with the novel entropic transport. The intrinsic confinement has been found to play a very important role on the system's dynamics. Starting from the Fokker-Planck equation, we can obtain the Fick-Jacobs equation based on the fast equilibrium assumption along the cross sections. Specifically, the motion of Brownian particles with geometrical confinement can be modeled by this approximation where an additional entropic term due to the confinement appears. The additional entropic barrier arising from the intrinsic geometrical confinement is responsible for numerous new and nontrivial dynamic behaviors. The average current $\langle \dot{x} \rangle$ is suppressed by the increase of effective temperature, which is totally in contrast to the energetic transport where the thermal activation actually induces the particle current. Furthermore, we have found that the average current $\langle \dot{x} \rangle$ and the effective diffusion coefficient $D_{\text{eff}}$ depend sensitively on the structures of the channels. This effect offers a convenient way to control the motion of Brownian particles as desired and makes the analysis of the properties of the particles more feasible. Furthermore, we have considered the system subjected to an periodic energetic potential with the same periodicity as the channels and investigated the intrinsic interplay between the energetic and entropic contributions to the transport. In presence of this periodic energetic potential, a resonance-like behavior was found for the mobility. This bell-shaped behavior of the mobility $\mu$ can be easily controlled by modulating the amplitude or phase shift of the periodic energetic potential.
In the last 50 years, there were lots of theoretical and experimental studies on the problem of generation and propagation of neuronal signals. A milestone was done in the 1950’s by Hodgkin and Huxley who successfully introduced a theoretical model for the squid giant axon [28]. Since then, a large number of excellent papers and books addressing in great details of various aspects of the Hodgkin-Huxley model have been published. In Section 4.1, we give a brief introduction of this model in order to explain the biophysical mechanisms of the generation of action potentials. Moreover, some important results for this model will be presented. In Section 4.2, the effect of intrinsic channel noise will be investigated for the dynamics of a neuronal cell with a delayed feedback loop. This kind of loop is based on the so-called autapse phenomenon, in which dendrites are able to establish connections to its own axon. For small noise, the synchronization phenomena can be found between the delay time and the intrinsic characteristic time scale determined by noise. The results have been published in Ref. [115]. In addition, we will study the noise-assisted propagation of action potentials in myelinated axons in Section 4.3. For the spike propagation in terms of transmission reliability which is the ratio of the number of spikes observed in the terminal node to the number of spikes initiated in the first node, we found a breakdown of the propagation induced by the intrinsic noise. The findings have been published in Ref. [116]. Conclusions will be made in Section 4.4.

4.1 Ions transport across neuronal membranes

In nervous systems, electrical signals are carried primarily by transmembrane ion currents. The currents consist of different ions: potassium (K$^+$), sodium (Na$^+$), calcium (Ca$^{2+}$) and chloride (Cl$^-$). The first three types of ions carry positive charges (cations) whereas the fourth one carries negative charge (anion). These ions are not uniformly distributed in nervous systems. There is a concentration difference of these kinds of ions between intracellular and extracellular space. Such difference of ions results in the concentration gradients or chemical potentials which induce the ions diffusion. The ionic concentration gradient is maintained by ion pumps, whose energy is derived from hydrolysis of ATP molecules. Normally, the negative charges gather together with an excess concentration on the inside surface of the cell membrane. At the same time, equal density of positive ions from the intercellular medium to the outside surface forming an electrochemical potential across the membrane, which drives the flow of ions. As the ions are charged, the movement of them depends not only on their concentration gradients but also on the electric fields.
The movement of ions can be described by physical laws. However, the mechanism for the ionic transport across the membrane is quite complicated. Ions move across the membrane through aqueous pores (the ion channels) formed by transmembrane proteins. These channel proteins act like gates to control the passage of ions. The principles of ion movement and channel gating have been extensively studied by physiologists for at least 100 years. The first quantitative model describing the spike generation and propagation was proposed by Alan Hodgkin and Andrew Huxley [28]. Their model known as the Hodgkin-Huxley model is the most important landmark in the study of the generation and propagation of electric signals for nervous systems. In this section, we will give an overview of these concepts and model to study the ion transport across neuronal membranes.

4.1.1 Excitable membrane dynamics

To study the electrical signals in cells, it is useful to divide the cell types into two classes: excitable cells and nonexcitable cells. Most cells maintain a stable equilibrium potential. The nonexcitable cells are those, for which if a current stimulus applied to the cell for a short time, the potential returns directly to the equilibrium potential after the applied current is removed. The excitable cells are those, for which the membrane potential can go through a large excursion, c.f. action potential, and then return to the equilibrium potential, if the applied current is strong enough. In the following sections, we focus on the processes in excitable cells.

Structure and function of the cell membrane

The cell membrane is built up with a lipid bilayer of phospholipids, which makes it impervious for most water-soluble molecules. Phospholipid is a long molecule, with polar head group and two hydrophobic hydrocarbon tails. The phospholipid molecules stick to each other with their hydrophobic tails forming a bilayer, and the polar heads facing intracellular cytoplasm and the extracellular space. Therefore, the membrane separates the internal and external conducing solutions by a layer around 3-4 nm thick (shown in Fig. 3.6).

The cell membrane is selectively permeable and defines whether the certain type of ions is allowed to penetrate a cell or not. The permitting free passage of some ions and restricting passage of others regulate the flow of these ions and maintain a concentration difference. The membrane also contains water-filled pores which are called channels. More details will be presented later.

On both sides of the membrane, there are aqueous solution of dissolved salts, primarily NaCl and KCl which can be dissociated into Na\(^+\), K\(^+\) and Cl\(^-\). The molecules are transported across the membrane by passive or active processes. The active processes require energy from hydrolysis of adenosine triphosphate (ATP) to build up the concentration gradient or electrical potential, while the passive process results from the inherent, random movement of molecules. The active mechanisms need energy to pump ions to form and maintain the concentration differences. The concentration gradient creates a potential difference across the membrane that drives the ionic current.
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Ions are not uniformly distributed in cells, such as the concentration of K\(^+\) inside the cells is much higher than the value in extracellular space, while the concentration of Na\(^+\) is distributed in the opposite way. Such concentration differences result in the diffusion of ions across the cell membrane. Typically, Na\(^+\) and Ca\(^{2+}\) move into the neuron as they have higher concentrations outside the cell, while K\(^+\) flows in the opposite direction. As the ions are charged, the movement is determined not only by the concentration gradients, but also by electric fields. Since most membranes are permeable only to some special ions, the charged ions are separated across the membranes. Therefore, an electric field is built up, and influences the movement of ions. In summary, the ionic transport creates a potential difference across the membrane, and these potential changes are the primary signals carrying biological information.

To understand the principal function of the transport process in a simplified way, we consider two reservoirs containing the same type of ion S, but with different concentrations, as shown in Fig. 4.1. The reservoirs are separated by a semipermeable membrane which is permeable to ion S but not to others. As the solutions on both sides of the membrane are assumed to be electrically neutral (at least initially), there must be another ion \(S'\) with the opposite sign to keep balance. For example, \(S\) could be a negative ion Cl\(^-\), while \(S'\) could be positive ion, such as Na\(^+\) or K\(^+\). As shown in Fig. 4.1, the upper part of the membrane represents the inside of the membrane, while the under part denotes the outside.

Due to the ion transporters (pumps) and selective permeability of ions across the membrane, the concentration is different for ions S and \(S'\). This allows ion S to diffuse from inside to outside of the cell. The diffusion of S induces a separation of charges across the membrane. Consequently, an electric field is set up to oppose the further diffusion of S across the membrane. An equilibrium state is achieved when the electric field balances the concentration driven diffusion of S. The equilibrium potential of the ion species in terms of their concentrations inside and outside of the
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The membrane can be explicitly expressed by the Nernst equation,

\[ V_S = \frac{RT}{zF} \ln \left( \frac{[S]_e}{[S]_i} \right) = \frac{k_B T}{z q} \ln \left( \frac{[S]_e}{[S]_i} \right). \] (4.1)

Here, \([S]_i\) and \([S]_e\) denote internal and external concentration, respectively, \(R\) is the universal gas constant, \(T\) is the absolute temperature, \(z\) is the charge value of ion \(S\), \(k_B\) is Boltzmann’s constant, and \(q\) is a proton’s charge. At fixed temperature, the value of \(RT/F\) can be assumed to be constant. Sometimes, the equilibrium potential is also referred to as the Nernst potential. For nerve cells, it is also named as reversal potential. Note that, the membrane potential \(V\) is defined as the difference of intracellular \(V_i\) and extracellular \(V_e\) potentials,

\[ V = V_i - V_e. \] (4.2)

For convenience, the potential of the outside solution (extracellular fluid) is set to zero. Typically, the concentrations of the four major ions in most cells follow the same rules: \([K^+]_i > [K^+]_o\), \([Na^+]_i < [Na^+]_o\), \([Cl^-]_i < [Cl^-]_o\), \([Ca^{2+}]_i < [Ca^{2+}]_o\). According to the Nernst equation Eq. (4.1), the Nernst potential of Na\(^+\) and Ca\(^{2+}\), which are denoted by \(E_{Na}\) and \(E_{Ca}\) respectively, are positive, \(E_K\) and \(E_{Cl}\) are negative. Typically, the neuronal membrane potentials vary in the range between -90 and 50 mV [117].

At the reversal potential \(V_{rev}\), the ionic current is zero, i.e. \(V_S = V\). Thus, the diffusion of \(S\) is exactly balanced with the electric forcing at \(V_{rev}\). Note that the reversal potential can be used as synaptic potential to define excitatory or inhibitory responses: Synapses with reversal potentials above the action potential threshold are called excitatory, while those with reversal potentials below the threshold are named inhibitory.

It is notable that the Nernst equation does not depend on the way how the ions move across the membrane, and is only related to the concentration difference. However, this equation Eq. 4.1 is true when there is only one type of ions moving across the membrane. The situation is more complicated in the case of more than one type of ions that can cross the membrane. For the multiple ion types, the vanishing total current does not imply that there is no net current for each individual ion. Therefore, in the situation with multiple ion types, the equilibrium potential can not be described by Nernst equation any more. The relative permeability of the membrane to individual ion should be taken into account. A model has been proposed by Goldman [118], Hodgkin and Katz [119] based on the assumptions that, (1) the movement of ions obeys the Nernst equation; (2) ions cross the membrane independently (without interaction with each other); and (3) the electric field in the membrane is constant. They obtained the expression:

\[ E_S = \frac{k_B T}{q} \ln \left( \frac{P_{Na}[Na^+]_e + P_K[K^+]_e + P_{Cl}[Cl^-]_i}{P_{Na}[Na^+]_i + P_K[K^+]_i + P_{Cl}[Cl^-]_e} \right), \] (4.3)

where \(P\) is the membrane permeability for the specific ions. This is the so-called Goldman-Hodgkin-Katz (GHK) equation. It describes the steady state membrane
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potential which is referred to as the rest potential. In most cells, the permeability to potassium ions is almost 10 times higher than that to sodium ions at the rest state. Consequently, the rest potential is usually close to the potassium reversal potential which is around -65 mV.

Electrical properties of the cell membrane

Since the cell membrane separates the charged ions, it can be viewed as a capacitor. The movement of ions exhibits properties which are similar to those in electric circuits. Therefore, it is natural to describe the dynamical behavior of the membrane in terms of electric circuits. A typical membrane structure and an equivalent electric circuit are depicted in Fig. 4.2. It is assumed that the membrane acts like a capacitor in parallel with a resistor.

The capacitance of the circuit which denotes the membrane dielectric properties is determined by the properties of the liquid bilayer. In membrane biophysics, it is normally specified in terms of the specific membrane capacitance $C_m$ which is the capacitance per square centimeter. The value of the specific membrane capacitance $C_m$ is determined by the thickness and dielectric constant of the bilipid layer. Generally, it is between 0.7 and 1 $\mu$F/cm$^2$, and we adopt 1 $\mu$F/cm$^2$ for convenience.

Based on the equivalent circuit shown in Fig. 4.2 and the Kirchhoff’s laws, the total current $I_m$ flowing across the membrane can be written as the sum of capacitive current $I_C$, and ionic current $I_{ionic}$:

$$I_m = I_C + I_{ionic} = C_m \frac{dV_m}{dt} + I_{ionic},$$

where $V_m$ is the membrane potential, in the unit of mV, the time measured in ms. Since in absence of external driving, there is no current built up of charges on either side of the membrane, the total current is zero. Normally the ionic current $I_{ionic}$ is the sum of all currents from different types of ion species, i.e. $I_{ionic} = I_{Na} + I_{K} + \ldots + I_{Cl}$. Each ion species corresponds a current which represents a significant challenge to describe. Different ion species may have different current expressions. In theoretical models, it is commonly assumed that the current across the membrane is a linear function of the membrane potential.
A pure liquid bilayer has a very low permeability to any type of ions. However, ion-conducting channels reduce an effective membrane resistance for ionic current to a value of about $10^4$ times smaller than that without channels. Therefore, the membrane conductance is determined by the density and types of ion channels. The density of ionic channels is in the range from a few to several thousands units per $\mu m^2$ of the membrane.

The ion channel embedded in the cell membrane (shown in Fig. 3.6 in Chapter 3) is a large protein. It forms a protein-lined passageway for specific molecules and ions, such as sodium, potassium, calcium and chlorine. A typical neuron may have a dozen or even more different types of ion channels. Many but not all channels are highly selective, allowing only one type of ion to pass through. Normally, the potassium-specific channels are generally open to generate the rest potential across the membrane. Other Types of channels are usually closed, and open in response to specific membrane potentials, shown in Fig. 4.3 [27]. All these remarkable properties of channels result in the characteristic electrical activities of neurons, such as their ability to conduct, transmit and receive electric signals. The voltage-gated ion channels, such as $K^+$, $Na^+$, or $Ca^{2+}$ channels play a fundamental role in the functioning of neurons.

The capacity of channels for conducting ions over the cell membrane is influenced by many factors, such as the membrane potential, the internal concentration of various intra-cellular messagers (such as $Ca^{2+}$ dependent channels) and extra-cellular concentration of neurotransmitters or neuromodulators (like synaptic receptor channels).

To study the contribution of the ion channels to the ionic current, the voltage-gated channels are simplified by a two-state model. Here, we introduce the $K^+$ channels as an example. A single $K^+$ channel has four identical subunits, each of which can be in either a closed state $C$ or an open state $O$, c.f. Fig. 4.4. The rate
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Figure 4.4: (A) Sketch of the four identical subunits in the voltage-gated K\textsuperscript{+} channel. (B) A proposed structural model of the subunits composing the K\textsuperscript{+} channel. Each subunit is thought to contain six transmembrane domains: a positively charged S4 region that is the voltage-sensing α helix; C-terminus and N-terminus that contains a globular domain essential for inactivation of the open channel. [Adapted from J. Nerbonne, J. Physiol., 525, 285-298 (2000).]

of conversion from one state to another is voltage-dependent. Thus,

\[ \alpha(V) \]

\[ C \xrightarrow{\beta(V)} O \]  

(4.5)

Here, \( \alpha(V) \) and \( \beta(V) \) are the transition rate coefficients, with dimension [ms\(^{-1}\)], \( \alpha(V)\Delta t \) gives the probability that a closed channel opens within a time \( \Delta t \). The transition between open and closed states is governed by a first-order kinetics equation. With \( p^{\text{open}} \) denoting the probability of channels in the open state, we can describe the transmission by a first-order differential equation,

\[ \frac{dp^{\text{open}}}{dt} = \alpha(V)(1 - p^{\text{open}}) - \beta(V)p^{\text{open}}. \]  

(4.6)

We have taken into account the fact that the total number of channels is conserved, c.f. the proportion of closed state is \( 1 - p^{\text{open}} \). The probability for channels being in open state \( p^{\text{open}} \) is between 0 and 1. The great interest is to determine the probability of channels switching between open and close states in response to the voltage, which has been done by Hodgkin and Huxley. The expressions for \( \alpha(V) \) and \( \beta(V) \) will be presented in the following sub-section.

4.1.2 Hodgkin-Huxley model

After describing how the cell membrane can be modeled as a capacitor in parallel with an ionic current, and having the knowledge about channels, we will discuss the Hodgkin-Huxley model in this sub-section.

In order to analyze the action potentials generated in nerve cells and axons, Hodgkin and Huxley performed a series of voltage-clamp experiments on the squid giant axons [120]. The potential across the cell membrane is measured by patch clamp technique. A microelectrode inserts inside the cell and a reference electrode places in the extracellular space. More details will be presented later. This technique
Figure 4.5: Parallel conductance model for the squid axon. Hodgkin and Huxley modeled the membrane of the squid axon with four parallel branches. The conductances $g_K$ and $g_{Na}$ depend on both voltage and time, and $g_L$ is constant.

provides a method to measure the transient transmembrane currents which response to the changes of the ionic currents flowing across the membrane [117, 121]. Based on the experimental records of the current as a function of time, Hodgkin and Huxley proposed a model, which quantitatively describes the generation and propagation of action potentials.

The parallel conductance model, which describes the major ionic conductance in the squid axon, is shown in Fig. 4.5. As introduced in Section 4.1.1, the total membrane current is the sum of the capacitive current $I_C$ and the ionic current $I_{\text{ionic}}$, i.e. Eq. (4.4). It equals to the external current $I_{\text{ext}}$. The principal ionic currents are the sodium current $I_{Na}$ which is the initial inward current, and the potassium current $I_K$ which is the outward current. $I_{\text{Cl}}$ and all the other ionic currents are lumped together into the so-called leakage current $I_L$ [120]. Thus, the total ionic current is,

$$I_{\text{ionic}} = I_{Na} + I_K + I_L.$$  \hspace{1cm} (4.7)

The individual ionic current ($I_{Na}$ and $I_K$) can be measured independently under the voltage clamp condition. Linear current-voltage ($I - V$) curves of sodium and potassium are found from experimental data,

$$I_{Na}(t) = g_{Na}(V, t) (V(t) - E_{Na}),$$  \hspace{1cm} (4.8a)

$$I_K(t) = g_K(V, t) (V(t) - E_K).$$  \hspace{1cm} (4.8b)

Here, $E_{Na}$ and $E_K$ are the Nernst potential for ion species Na and K, respectively. $g_{Na}$ and $g_K$ are the membrane conductance for Na and K which represents the ions permeation across the membrane (mainly through channels), in the unit of S/cm². It is notable that, we define a positive current as positive ions moving from inside to outside.
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The most important challenge is to determine the membrane conductance $g_{Na}$ and $g_{K}$. From the experimental data of the conductance of $K^{+}$ and $Na^{+}$, Hodgkin and Huxley found that: (1) The potassium conductance $g_K$ sigmoidally increases and then exponentially decreases. (2) The behavior of $g_{Na}$ is more complicated. They realized that the conductance of potassium $g_K$ can be written as some power of a single variable $n$ which satisfies a first-order differential equation. Thus, they proposed,

$$g_K = g_{K}^{\text{max}} n^4,$$

with

$$\frac{dn}{dt} = \alpha_n(V)(1 - n) - \beta_n(V)n,$$

where the maximal conductance $g_{K}^{\text{max}}$ is constant and $n$ is the fraction of the open gates. The fourth power was chosen as the smallest exponent that gave acceptable agreement with the experimental data. Later, experimental observations have shown that the potassium channel should be assumed to consist of multiple identical subunits [122, 123], each of which can switch between closed and open states, see Fig. 4.4. The conductance excites only when all these gates open simultaneously.

The sodium conductance $g_{Na}$ is more difficult to unravel. There are two processes involved: One turns the sodium current on and the other turns it off. This is because the $Na^{+}$ channel has two different types of subunits: activation subunits and a inactivation subunit. The mean fraction of activation open gates and inactivation open gates which are devoted by $m$ and $h$ respectively, can be described by first-order differential equations. Hodgkin and Huxley proposed that the sodium conductance has the following form,

$$g_{Na} = g_{Na}^{\text{max}} m^3 h,$$

with

$$\frac{dm}{dt} = \alpha_m(V)(1 - m) - \beta_m(V)m,$$

$$\frac{dh}{dt} = \alpha_h(V)(1 - h) - \beta_h(V)h,$$

where $g_{Na}^{\text{max}}$ is the maximal sodium conductance. Here, $m$ and $h$ are the so-called gating variables. Since the subunits are independent, the probability for the three $m$ and one $h$ gates to active is given by $m^3h$. Note that the sodium current is completely inactivate when $h = 0$.

The opening and closing rates $\alpha_i(V)$ and $\beta_i(V)$ ($i = m, n, h$) of the gating variables $m(t), n(t)$ and $h(t)$ were derived by Hodgkin and Huxley [28]. They have the
form as,
\[
\alpha_m(V) = \frac{0.1(V + 40)}{1 - \exp\left\{-\frac{(V + 40)}{10}\right\}} \quad (4.13a)
\]
\[
\beta_m(V) = 4 \exp\left\{-\frac{(V + 65)}{18}\right\} \quad (4.13b)
\]
\[
\alpha_h(V) = 0.07 \exp\left\{-\frac{(V + 65)}{20}\right\} \quad (4.13c)
\]
\[
\beta_h(V) = \frac{1}{0.01(V + 55)} \quad (4.13d)
\]
\[
\alpha_n(V) = \frac{1}{1 - \exp\left\{-\frac{(V + 55)}{10}\right\}} \quad (4.13e)
\]
\[
\beta_n(V) = 0.125 \exp\left\{-\frac{(V + 65)}{80}\right\} \quad (4.13f)
\]

In summary, the equation Eq. (4.4) has the form as,
\[
C_m \frac{dV(t)}{dt} + n^4(t) g_{K}^{\text{max}} (V(t) - E_K) + m^3(t) h(t) g_{Na}^{\text{max}} (V(t) - E_{Na}) + g_L (V(t) - E_L) = 0. \quad (4.14)
\]

This nonlinear differential equation, in addition to the equations Eqs. (4.10), (4.12) for the conductances and Eq. (4.13) for the related gating variables establish the famous Hodgkin-Huxley model for the potential generation of the space-clamped axon. Now, we present some numerical results which provide quantitative understanding of the dynamics of Hodgkin-Huxley model.

First of all, the rest potential $E_S$ can be obtained when the total membrane current vanishes. That is,
\[
n^4 g_{K}^{\text{max}} (V - E_k) + m^3 h g_{Na}^{\text{max}} (V - E_{Na}) + g_L (V - E_L) = 0. \quad (4.15)
\]

The steady states for $n$, $m$ and $h$ which are obtained from Eqs. (4.10) and (4.12) have the following form,
\[
n = \frac{\alpha_n(V)}{\alpha_n(V) + \beta_n(V)} \quad (4.16a)
\]
\[
m = \frac{\alpha_m(V)}{\alpha_m(V) + \beta_m(V)} \quad (4.16b)
\]
\[
h = \frac{\alpha_h(V)}{\alpha_h(V) + \beta_h(V)} \quad (4.16c)
\]

The steady state solution $E_S$ of Eq. (4.15) approaches a unique, asymptotically stable equilibrium point. For the squid giant axon, the rest potential is $E_S \approx 65$ mV. Note that, the Hodgkin-Huxley model stays at the rest state without external stimulus. Nevertheless, the action potential can be produced by an external current. Fig. 4.6 shows a typical action potential and the corresponding $n$, $m$ and $h$ in response to an initial external stimulus $I_i = 12 \mu A/cm^2$.

Under the initial stimulus condition, there is a competition among the three major ionic currents, i.e. $I_{Na}$, $I_{K}$ and $I_{L}$. All of them try to drive the potential to
Figure 4.6: Schematic diagram of a typical action potential generated by an external current stimulus. The important points are labeled as: A - depolarizing; B - repolarizing; C - recovery; and D - rest state.
the corresponding rest potential. However, $m$ responds much faster to the changes of potential $V(t)$ than either $n$ or $h$. Therefore, with the initial stimulus current, the potential is elevated, and $m$ is tracking to a bigger value. If the stimulus is big enough, $m$ will increase sufficiently to change the sign of the net current, which results in an autocatalytic inward sodium current. It means that, the raise of potential makes $m$ continue to rise, and the inward sodium current is increased, which further drives the potential increasing. However, the increasing of potential induces a closing of the $h$-gate and $h$ decrease toward zero. As $h$ approaches zero, which induces $g_{Na}$ toward zero, so the sodium current vanishes. As $m$ responds much faster to the stimulus, the sodium current firstly turns on and then turns off. Correspondingly, the potential increases at first and then decreases (see Fig. 4.6). As $h$ and $n$ have the similar response time [120], at about the same time that the sodium current is inactivate, the outward potassium current is activated. Activation of the potassium current drives the potential below the rest potential toward its rest potential $E_K$. When $V$ is negative and $n$ decreases, the potential eventually returns to the rest potential. The whole process which expresses as a spike is completed and can start again.

The whole process of a typical action potential can be divided into four phases: the **depolarizing**, **repolarizing**, **recovery** and **rest state** phases. Each phase is represented by a capital letter in Fig. 4.6. It is notable that, during an action potential a second stimulus can not cause new action potential, even the second stimulus is very big. The period that marked as A in Fig. 4.6, is referred to as **absolute refractory period**. Generally, this time interval is about 2 ms [124, 125]. Within the repolarizing and recovery phases (B and C in Fig. 4.6), a second action potential can be produced but only if the stimulus is considerably greater than the threshold. This period is called **relative refractory period**.

The Hodgkin-Huxley model is able to give a quantitative account of the generation of electrical signal along a squid giant axon. As this experimentally testable model embodies the major properties of membrane, it has been extended and applied to a wide variety of excitable systems. This is why the Hodgkin-Huxley model has been thought to be the milestone in the classical biophysics.

### 4.1.3 Stochastic Hodgkin-Huxley model

In the previous sub-section, we have introduced the Hodgkin-Huxley model which describes the dynamics of the generation of action potentials. This model is a triumph of the classical biophysical model being able to answer a fundamental biological questions [126]. However, this macroscopic and deterministic model cannot exactly capture the kinetics of the channels, which are obtained from the new experiments like single-channel recording. The influence of conductance fluctuations arising from the random opening of ion channels should be considered as well. This section is dedicated to extend the original (deterministic) Hodgkin-Huxley model to a stochastic model.

It turns out that the individual ion channels are stochastic devices from the single channel recordings by Neher and Sakmann [127, 128]. The populations of the
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Figure 4.7: Diagram of patch-clamp setup which is a typical measurement of the electric potential across an axonal membrane. [Adapted from http://upload.wikimedia.org/wikipedia/en/2/20/Patchclamp.svg]

open ion channels in the whole cells change statistically. Therefore, the fluctuations arising from the number of open gates of the potassium and sodium channels should be taken into account. The fluctuations which are the so-called channel noises play an important role in the dynamics of action potential generation. Usually, the noisy gating of ion channels is modeled by Markovian chemical reaction schemes with a certain number of states and voltage-dependent transition rates. Other modeling approaches with non-Markovian schemes allow the transition rates depend on both voltage and the amount of time that each channel spent in a given state [129]. It is notable that, the traditional description of channel noise is quantifiable under voltage-clamp conditions [33, 128, 130].

Channel noise is not the only source that affects the neuronal dynamics and influences the signal transmission in neurons. There are other sources, such as synaptic noise, which is a major source of neuronal variability. Noise from synaptic process is more complex than channel noise, as it arises from multiple sources. The precise impact of synaptic noise can be evaluated only when the channel noise can be understood and quantified. Therefore, we first study the channel noise without involving other sources of noise [130].

Patch clamp

In recent years, the patch clamp technique has greatly enhanced the speed of research on the single ion channels in cells. It offers a method to record the current flowing through the single ion channels. In 1976, Erwin Neher and Bert Sakmann developed the patch-clamp technique which can measure the current flowing through an individual ion channel [127, 128]. The principle of their technique is to isolate a patch of membrane electrically from the external solution, and then record the
current through this patch. This is achieved by pressing a polished glass pipette, which is filled with a suitable electrolyte solution, to against the surface of a cell (Fig. 4.7). Applying light suction, a seal is formed. If the sealed area is small enough and the channel density is low enough, only one active ion channel is contained in the sealed membrane patch. Therefore, the opening and closing of this single ion channel can be observed directly by recording the current. For this big contribution to the development of the technique, Neher and Sakmann received the *Noble Prize in Physiology or Medicine*.

From the experiment recordings, they found that all the ion channels open and close abruptly and randomly. In other words, the opening (or closing) probability is controlled by the transmembrane voltage. The sum of all the channels of the same type gives rise to the macroscopic current, such as sodium current $I_{Na}$ or potassium current $I_K$. The experimental recordings of these current exhibit the similar waveforms as those from the Hodgkin-Huxley model [117] with a large number of ion channels.

**Quantifying channel noise**

The essence of the voltage-gated channels is the fact that their probabilistic gating allow the ions transport through the cell membrane. For a clamped cell membrane patch with a total number $N$ of ion channels, the electrical current $I$ based on the flux of ions, can be described by

$$I = \gamma N_{\text{open}} (V - E_S).$$  \hspace{1cm} (4.17)

Here $\gamma$ is the open-channel conductance, $N_{\text{open}}$ is the number of open ion channels, $V$ and $E_S$ keep the same meaning as defined in Section 4.1: membrane potential and reversal potential, respectively. The mean $\overline{N_{\text{open}}}$ and variance $\sigma^2$ of the number of the open ion channels read,

$$\overline{N_{\text{open}}} = N p(V),$$  \hspace{1cm} (4.18a)

$$\sigma^2 = N p(V) (1 - p(V)).$$  \hspace{1cm} (4.18b)

Here $p(V)$ is the voltage dependent probability for a single channel to be open. A useful parameter to quantify the noisiness is the coefficient of variation (CV), which measures the relative deviation from the mean value. It has the form

$$CV := \frac{\sigma}{\overline{N_{\text{open}}}} = \sqrt{\frac{1}{N} \frac{1 - p(V)}{p(V)}}. \hspace{1cm} (4.19)$$

The influence of the fluctuations around the mean value declines as the number of ion channels increasing. CV is proportional to the square root of the number of channels $N^{-1/2}$, which implies that the noise influence can be neglected in the case of very large numbers of ion channels. The noise strength is determined by the total number of ion channels in a membrane patch (Fig. 4.8). The total number of channels can be calculated via the densities of the channels:
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Figure 4.8: Sketch of a cell membrane patch of a squid giant axon with finite size. The circles denote the potassium and sodium channels. The leakage current appeared in the Hodgkin-Huxley model is plotted as the grey background.

\[ N_K = \rho_K A, \quad \text{(4.20a)} \]
\[ N_{Na} = \rho_{Na} A. \quad \text{ (4.20b)} \]

\( A \) is the area of the membrane patch, \( \rho_K \) and \( \rho_{Na} \) are the densities which are assumed to be constant. However, this is not guaranteed for all biological membranes, e.g. in nodes of Ranvier where ion channels are accumulated while nearly none channel exists in the inter space.

It is worth mentioning, that the experiments done by Hodgkin and Huxley were carried out under the condition of huge numbers of ion channels. Therefore, the noise was neglected in the original Hodgkin-Huxley model.

**Langevin-type description of channel noise**

According to the experimental data, Hodgkin and Huxley proposed the gate modeling to study the generation of action potentials (c.p. Section 4.1.2). The potassium ion channel is built up with four identical gates with indistinguishable kinetics. The gates switch independently between “closed” and “open” to form different configurations. Since the potassium channel includes four identical gates, there are five configurations. It turns out that only in the configuration that all the four gates open, the ion channel contributes to the conductance. For this reason, the exponent four appears in Eq. (4.9). Therefore, the potassium conductance can be described as,

\[ g_K = n^4 g_{K}^{\text{max}} = n_1 n_2 n_3 n_4 g_{K}^{\text{max}}, \quad \text{(4.21a)} \]
\[ \frac{d n_j}{dt} = \alpha_n(V)(1 - n_j) - \beta_n(V)n_j, \quad \text{for } j = 1, \ldots, 4. \quad \text{(4.21b)} \]

Here, \( \alpha_n(V) \) and \( \beta_n(V) \) are the transition rates for potassium channels from one configuration to another.
Since the single potassium channel is built up with four gate-elements, 4 two-state elements (gates) are considered. The channel is considered conducting only in the configuration that all the four gates are open, otherwise it is nonconducting. The total conductance is the sum of all the conducting channels [131]. Instead of considering the details of gates variables, we are more interested in the probability to find a certain configuration that all the four gates are open to form a conducting channel. Here, we use $P(N, t)$ to denote the probability with $N$ conducting channels at time $t$. Naturally, the probability transition is given by the transition rates $(\alpha_n(V), \beta_n(V))$ times the number $N$ of the conducting channels. For a total number $N_K$ of the potassium ion channels, which means there are $(N_K + 1)$ states (c.p. Fig. 4.9). The probability $P(N, t)$ satisfies a linear one-step process with a master equation

$$
\frac{dP(N, t)}{dt} = \alpha_n(N_K - N + 1)P(N - 1, t) + \beta_n(N + 1)P(N + 1, t) - [\alpha_n(N_K - N) + \beta_nN]P(N, t), \quad (4.22a)
$$

with $N = 1, \ldots, N_K - 1$, and the boundary conditions ($N = 0$ and $N = N_K$) read,

$$
\frac{dP(0, t)}{dt} = \beta_nP(1, t) - \alpha_nN_KP(0, t), \quad (4.22b)
$$

$$
\frac{dP(N_K, t)}{dt} = \alpha_nP(N_K - 1, t) - \beta_nN_KP(N_K, t). \quad (4.22c)
$$

For sufficiently large numbers of potassium ion channels $N_K$, a Fokker-Planck equation can be derived approximately from the master equation Eq. (4.22). With $n = N/N_K$ and $P(n, t) = P(N, t)/N_K$, the Fokker-Planck equation can be written as

$$
\frac{\partial P(n, t)}{\partial t} = -\frac{\partial}{\partial n}[\alpha_n(1 - n) - \beta_n n]P(n, t) + \frac{\partial^2}{\partial n^2}\left[\frac{(1 - n)\alpha_n + n\beta_n}{2N_K}\right]P(n, t). \quad (4.23)
$$

The probability flow vanishes at $n = 0$ and $n = 1$ as the reflecting boundaries conditions. It means

$$
[\alpha_n(1 - n) - \beta_n n]P(n, t) = \frac{\partial}{\partial n}\left[\frac{(1 - n)\alpha_n + n\beta_n}{2N_K}\right] = 0. \quad (4.24)
$$

The associated Langevin description which is an ordinary differential equation including stochastic term, is much easier to be realized by numerical simulations [131]. The corresponding Langevin description interpreted in Itô-sense is [132],

$$
\frac{dn(t)}{dt} = \alpha_n(V)(1 - n) - \beta_n(V)n + \sqrt{\frac{(1 - n)\alpha_n + n\beta_n}{N_K}}\xi_n(t). \quad (4.25)
$$
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Here, $\xi_n(t)$ denotes Gaussian white noise sources with vanishing mean and delta-auto-correlations.

As described in Section 4.1.2, the situation for sodium channel is more complicated. It involves two processes (activation and inactivation), and two different types of gates. Experimental recordings show that the sodium channel is built up with three identical activation gates and a single inactivation gate. By a similar derivation, the following Langevin equations for gating variables $m$ and $h$ are obtained:

\[
\frac{dm(t)}{dt} = \alpha_m(V)(1 - m) - \beta_m(V)m + \sqrt{(1 - m)\alpha_m + m\beta_m \over N_{Na}} \xi_m(t), \quad (4.26a)
\]

\[
\frac{dh(t)}{dt} = \alpha_h(V)(1 - h) - \beta_h(V)h + \sqrt{(1 - h)\alpha_h + h\beta_h \over N_{Na}} \xi_h(t), \quad (4.26b)
\]

where $\xi_m(t)$ and $\xi_h(t)$ are still Gaussian white noise variables. All these three channel noise sources $\xi_n(t)$, $\xi_m(t)$ and $\xi_h(t)$ are statistically independent and with the auto-correlation function as,

\[\langle \xi_i(t)\xi_j(t') \rangle = \delta_{ij}\delta(t - t'), \quad (4.27)\]

where $i, j = m, h$ and $n$.

In the limit of infinite numbers of ion channels, the above set of Langevin equations for the gating variables, i.e. Eq. (4.25) and (4.26) can be simplified to the deterministic set, Eq. (4.6) proposed originally by Hodgkin and Huxley. Thus, the Langevin description serves as an extension of the original Hodgkin-Huxley model which takes the channel noise into account. The strengths of the channel noise are thereby given as,

\[
D_n := \frac{(1 - n)\alpha_n + n\beta_n}{2N_K}, \quad (4.28a)
\]

\[
D_m := \frac{(1 - m)\alpha_m + m\beta_m}{2N_{Na}}, \quad (4.28b)
\]

\[
D_h := \frac{(1 - h)\alpha_h + h\beta_h}{2N_{Na}}, \quad (4.28c)
\]

The strength of the channel noise is indirectly proportional to the total numbers of potassium and sodium ion channels, which are determined by the area of the membrane patch and the channel densities. Throughout our work, all the ion channel densities are kept to 18 for potassium and 60 for the sodium channels per µm$^2$, following the original Hodgkin-Huxley model [28].

All the parameters in our numerical simulations are listed in Table 4.1. They are typical values consistent with the original Hodgkin-Huxley model [28].

**Characteristics**

To study the significant effect of channel noise, we integrate Eq. (4.14) numerically with the stochastic gating variables Eqs. (4.25) and (4.26). The Box-Muller algo-
Table 4.1: Hodgkin-Huxley parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane capacitance per unit area</td>
<td>$C_m = 1\ \mu F/cm^2$</td>
</tr>
<tr>
<td>Reversal potential for Na current</td>
<td>$E_{Na} = 50\ \text{mV}$</td>
</tr>
<tr>
<td>Reversal potential for K current</td>
<td>$E_K = 77\ \text{mV}$</td>
</tr>
<tr>
<td>Reversal potential for leakage current</td>
<td>$E_L = 54.4\ \text{mV}$</td>
</tr>
<tr>
<td>Leakage conductance per unit area</td>
<td>$G_L = 0.3\ \text{mS/cm}^2$</td>
</tr>
<tr>
<td>Maximum Na conductance per unit area</td>
<td>$g_{Na}^{max} = 120\ \text{mS/cm}^2$</td>
</tr>
<tr>
<td>Maximum K conductance per unit area</td>
<td>$g_{K}^{max} = 36\ \text{mS/cm}^2$</td>
</tr>
<tr>
<td>Node area</td>
<td>$A$ varying $[\mu m^2]$</td>
</tr>
<tr>
<td>Na channel density</td>
<td>$\rho_{Na} = 60\ \mu m^{-2}$</td>
</tr>
<tr>
<td>K channel density</td>
<td>$\rho_{K} = 18\ \mu m^{-2}$</td>
</tr>
<tr>
<td>Number of Na channels</td>
<td>$N_{Na} = \rho_{Na} A$</td>
</tr>
<tr>
<td>Number of K channels</td>
<td>$N_{K} = \rho_{K} A$</td>
</tr>
<tr>
<td>Rest Voltage</td>
<td>$E_S = -65\ \text{mV}$</td>
</tr>
<tr>
<td>Inactivation probability for the Na gate at rest</td>
<td>$h_i = 0.596$</td>
</tr>
<tr>
<td>Activation probability for the Na gate at rest</td>
<td>$m_i = 0.053$</td>
</tr>
<tr>
<td>Activation probability for the K gate at rest</td>
<td>$n_i = 0.318$</td>
</tr>
</tbody>
</table>

A random number generator is used to generate the Gaussian distributed noise [133]. More details can be found in Appendix A.2.

As we have mentioned before, the electric signals which carry the information process of the nerve cell, are series of action potentials. We can study the stochastic signals by means of occurrences of action potentials. To detect the occurrences of action potentials from the simulation of the membrane potential dynamics, we define a specific threshold barrier. In particular, whenever the membrane potential $V(t)$ exceeds the value of 0 mV, the occurrence of an action potential is assigned. It turns out that such determined spike occurrences depend only weakly on the actual choice of the threshold value $V_0 = 0\ \text{mV}$ [134]. The action potentials can be recorded as point process (c.p. Appendix A.2).

For the deterministic Hodgkin-Huxley neuron system, which is the limit condition as the membrane patch increases to infinite i.e. $N_{Na} \rightarrow \infty$ and $N_{K} \rightarrow \infty$, action potential occurs only under an external current stimulus. Periodic spikes are observed unless the stimulus is big enough, see Fig. 4.10 (a).

Much richer behaviors of the spike trains begin to appear when the channel noise is considered. As the noise strength increases, which means decreasing the size of membrane patch, the production of spikes would increase without any additional stimulus. Fig. 4.10 gives an example for a typical voltage signal with different patch sizes. They are obtained from simulations of the stochastic Hodgkin-Huxley equation Eq. (4.14) with stochastic gating variables Eq. (4.25) and (4.26). As the size of membrane patch increases, c.f. the noise strength decreases, fewer spontaneous spikes are pronounced.

From the definition of the occurrences of spikes, we can record the spike occurrences at $t_i$, and define the interspike interval $T_i$ (see the middle panel in Fig. 4.10) as,

$$T_i = t_{i+1} - t_i,$$

with $i = 1, 2, ..., N$, and $N$ denotes the total number of spikes obtained from the
Figure 4.10: Spiking trains versus time. (a) In the deterministic condition with external current $I_{\text{ext}} = 12 \, \mu\text{A/cm}^2$ (b)-(d) Typical spiking trains for different channel numbers, with $N_K = 30, 300, 3000$ for (b), (c) and (d), respectively. When the noise strength increases as the channel numbers decreases, more spontaneous spikes are produced. In the panel (b), a certain detection barrier $V_0 = 0 \, \text{mV}$ which determines the occurrences of spikes is labeled as dash line. The interspike interval $T_i$ is marked in the panel (c).
individual numerical simulation. Based on the interspike interval $T_i$, two important characteristics, i.e. (normalized) interspike interval histograms (ISIH) and the mean interspike interval $\langle T \rangle$ can be obtained.

The (normalized) interspike interval histograms (ISIH), which describes the distribution of the interspike intervals, are obtained with a bin width of 0.2 ms, and normalized with the total number of spikes. The interspike interval histograms (ISIH) are plotted in Fig. 4.11 for different noise strengths. The most attractive feature is that there exists a peak. The interspike interval at the position of this peak is the most concentrate interval. The interspike interval which stays at the position of the peak, is referred to as internal time scale $T_{\text{int}}$. It depends on the noise level. Remarkably, not only the value of the internal time scale $T_{\text{int}}$, but also the height of the histograms, change with noise. There is no spike within the refractory time which also depends on the noise. Moreover, for the large time intervals, the interspike interval histograms (ISIH) decay exponentially.

The mean interspike interval $\langle T \rangle$ is calculated by

$$\langle T \rangle = \frac{1}{N} \sum_{i=1}^{N} T_i.$$  \hspace{1cm} (4.30)

As found in Fig. 4.10, more action potentials are produced by increasing channel noise, which helps to overcome the barrier. Therefore, the mean interspike interval $\langle T \rangle$ decreases as noise increases, Fig. 4.12. Some approximate theoretical analysis of the stochastic Hodgkin-Huxley model have been done by Chow and White [135]. They assumed that the spontaneous action potentials are analogous to the escape process that the particle crosses a potential barrier. With Kramers’ escape rate, they estimate the probability density function of the interspike intervals, and obtained an analytical result of the escape rate, reading [135],

$$R \sim 45 \exp \left[ -N_K / 1332 \right] \text{s}^{-1}.$$  \hspace{1cm} (4.31)
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It implies that the mean interspike interval decays exponentially with increasing the number of ion channels. The mean interspike interval as the function of the number of ion channels is plotted in Fig. 4.12.

There are other measurements, such as Fano factor to measure the variability of the counting process, spectrum, serial correlation coefficient (SCC) to characterize correlations between ISIs, coefficient of variation (CV) which is the ratio of the standard deviation to the mean value of the ISIs [136, 137].

Figure 4.12: The dependence of mean interspike interval \( \langle T \rangle \) versus the number of potassium \( N_K \). The red solid line is from the numerical simulation. The black dash line is analytical result from Eq. (4.31).

4.2 Spontaneous spiking in presence of delayed feedback

In Section 4.1, we have introduced the Hodgkin-Huxley model to describe the generation of action potentials. The main properties of the dynamics are presented. This section is dedicated to the extension to a stochastic Hodgkin-Huxley model with delayed feedback based on the so-called autapse phenomenon that a single neuron with a synapse onto its own dendrites. This extension combines both the effect of intrinsic channel noise and the delayed feedback of the dynamic response of autapse. This biophysical phenomenon can be modeled by a stochastic Hodgkin-Huxley model with a delayed stimulus. The influence of the delayed stimulus can be systematically investigated by introducing a Pyragas-like delayed term exhibiting a coupling parameter and a delay time. Similar to last sub-section, the behavior is analyzed in terms of the interspike interval histograms (ISIH) and the average interspike interval \( \langle T \rangle \). It is found that the delayed feedback manifests itself in the occurrence of bursting and a rich multimodal interspike interval distribution. The delayed feedback brings a new time scale into the system, and induces reduction of the spontaneous spiking activity at characteristic frequencies. A specific frequency-locking mechanism is observed for the mean interspike interval. The further understanding of our work is studied by comparing with the well-known Kuramoto dynamics.


4.2.1 Model setup

Time-delayed feedback is a common mechanism relevant in many biological systems including excitable gene regulatory circuits [138] and human balance [139]. It has been investigated not only in biological systems, but also in a wider area: This includes but is not limited to semiconductor superlattices [140], chemical oscillators (CO oxidation on platinum) [141] and photosensitive Oregonator models [142]. It has been found that the delayed feedback loops may dramatically change the dynamical behavior of the system. It is shown that delayed feedback presents to be an efficient method to control chaos or turbulence by stabilizing the unstable periodic orbits (UPOs) embedded in the chaotic attractor [143], stabilize periodic orbits [141], or to control the coherence resonance [140, 144, 145].

During the early studies of the propagation of neuron’s electrical signals along the axons, neurobiologists have found that the dendrites are connected not only to their neighbors’, but also to the same neuron’s dendrites [146–149]. These auto-synapses are referred to as autapses, which were first proposed by Van der Loos and Glaser in 1972 [31]. In their experiment of pyramidal neurons in the adult rabbit visual cortex, they found such synaptic arrangements between axon collaterals and branches of basal dendrites, stained by the Golgi method [31]. Since then, the existence of autapses has been well established in numerous types of cells for different species, such as human, rabbit, dog, rat cerebral cortex, cat spinal cord, substantia nigra, and monkey neostriatum [146, 150–152]. Moreover, the autapses were found in about 80% of all neurons being analyzed so far, including neurons of the human brain [153]. They are not so many existing on pyramidal cells, but more frequently found in two subclasses of cortical inhibitory interneurons. For this reason, they must play a functional one. Experimental evidence has been found that it plays an important role in the process of coding and processing of information in the brain for a variety of neural systems. It was established that delayed feedback can induce bursting [145]. However, what functional significance they can offer and the mechanisms of the new phenomenon in the neural systems are still not fully understood.

Most autapses are located within 100 $\mu$m from the soma, but a few are located almost 500 $\mu$m away [153]. Their location on the dendritic tree is also variable. Most of them tend to form at specific dendritic locations, in particular second- or third-order dendrites. The mean length of the autaptic loop is around 272 $\mu$m (range 120-477 $\mu$m) [31]. The delay time of the autapses exhibits a broad range, ranging from a few milliseconds to tenths of milliseconds [31, 154]. Since the refractory time of the neuron dynamics is around 15 ms, the effect of the delay time which comes from the propagation of action potentials along the axons, can no longer be neglected, and their chemical transmission through synapses should also be taken into account.

This time-delayed feedback mechanism in autapse (sketched in Fig. 4.13) can be formulated mathematically as a delayed stimulus with a Pyragas type [155]. Within this formulation, the autaptic delayed stimulus $I_{\tau}(t)$ should be proportional to the difference of the membrane potential at time $t$ and that at an earlier time $t - \tau$,
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I

τ

(t) = \epsilon [V(t - \tau) - V(t)]. \tag{4.32}

Here, \epsilon corresponds to the coupling strength of the autapse mechanism and \tau is referred to as the specific finite delay time. The delay time arising from the autaptic loop is due to a finite signal propagation distance and speed. \( V(t - \tau) \) is the membrane potential at the earlier time \( t - \tau \).

The autaptic delayed stimulus expressed by Eq. (4.32) represents an excitatory coupling mechanism, in which a presynaptic stimulus generated by a spike at an earlier time \( t - \tau \) evokes a postsynaptic event at time \( t \). We note that the ansatz for the delayed self-stimulus corresponds to the electrotonic interaction. We consider an idealized situation wherein the autaptic delayed stimulus is proportional to the difference of the pre- and post-synaptic membrane potentials. Although autapses are typically formed by chemical synapses, our idealized modeling simplifies the complex biophysical temporal evolution of the synaptic conductance with a constant coupling strength \( \epsilon \).

Based on the Hodgkin-Huxley model with intrinsic noise and synaptic stimulus, the autapse model can be mathematically described as follows,

\[ C_m \frac{dV(t)}{dt} = - n^4(t) g_K^{\text{max}} (V(t) - E_K) - g_L (V(t) - E_L) - m^3(t) h(t) g_N^{\text{max}} (V(t) - E_N) + I_\tau(t). \tag{4.33} \]

Note that, the dynamics of the gating variables \( n(t), m(t) \) and \( h(t) \) are described by stochastic equations, i.e. Eq. (4.25) and Eq. (4.26). All the parameters retain the same meaning and expressions as in the previous sections. The typical values of the parameters are listed in Table 4.1 in Section 4.1.3. In our numerical simulation of this modified Hodgkin-Huxley equation Eq. (4.33), an integration step \( \Delta t = 0.002 \text{ ms} \) is kept, and Box-Muller algorithm is used to generate Gaussian distributed random numbers, which influence the gating variables \( m, n, h \) (c.p. Appendix. A.2).
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Figure 4.14: The phase diagram of repetitive firing in the $\epsilon - \tau$ phase space for the Hodgkin-Huxley model with a delayed coupling term where $\epsilon$ denotes the coupling strength and $\tau$ denotes the delayed time [115]. The gray areas give the parameter regime for which repetitive firing is observed. The two black solid lines indicate the boundaries of critical coupling strength $\epsilon_c$ versus the delay time $\tau$ at which the behavior changes from the rest state to a repetitive firing.

4.2.2 Deterministic dynamics

In Section 4.1.2, we have introduced the original Hodgkin-Huxley model which is described by the Eq. (4.14) in absence of both delayed feedback ($\epsilon = 0$) and noise ($N_{Na} \to \infty$ and $N_{K} \to \infty$). There is a single stable fixed point which is the rest state with the rest potential $E_S \approx -65 \text{ mV}$. Any temporary disturbance can make the system to overcome the threshold for excitation and then relax back to the rest state. It results in the generation of spikes. Note that with a proper choice of the initial condition which is above the threshold potential, a single action potential may occur before the system relaxes to the rest state [120].

In presence of the autaptic delayed coupling, the stable fixed point solution still exists while a stable oscillatory solution emerges as the delay time $\tau$ increases. It means that, repetitive (tonic) spiking occurs. We systematically study the deterministic dynamics of Autapse. For an initial potential larger than the rest potential, we record the parameters (coupling strength $\epsilon$ and delay time $\tau$) when the first occurrence of repetitive firing can be observed. In doing so, the resulting phase diagram with positive and negative critical coupling strength $\epsilon_c^+(\tau)$ and $\epsilon_c^- (\tau)$ are obtained, see Fig. 4.14. The black solid lines represent the critical coupling for positive and negative strength $\epsilon_c^+(\tau)$ and $\epsilon_c^- (\tau)$, respectively.

The coupling strength $\epsilon$ in the range $\epsilon_c^- (\tau) < \epsilon < \epsilon_c^+(\tau)$ (the white region in Fig. 4.14) is called subthreshold coupling strength, while others ($\epsilon > \epsilon_c^+(\tau)$ or $\epsilon < \epsilon_c^- (\tau)$, i.e. the gray regions in Fig. 4.14) are referred to as suprathreshold coupling strength. For the subthreshold case, any excitation simply decays and the system relaxes to the rest state. For suprathreshold coupling, periodic spikes representing repetitive firing can be observed. From the phase diagram, it is clear to see that the modulus of the critical coupling strength decreases drastically as the delayed time $\tau$ increases for short delay times, and remains constant for large delay times. That is because the system needs time for spiking and returning to the rest state, which is related to the so-called relative refractory period mentioned in Section 4.1.2. We call...
it refractory time for short. Usually, it is around 12 ms. For the delay time shorter than the refractory time interval, the neuron is rather insensitive to any stimulus. Therefore, a stronger coupling strength is needed in order to excite the system to obtain repetitive firing. Due to this fact, it is called undershoot phase where the neuron is rather insensitive to any stimuli. In case of delay times larger than the refractory time, the value of the critical coupling strength saturates. For longer delay times, more than one spike may fit into time interval given by $\tau$. Consequently, doublets, triplets and multiplets may appear. We should point out here that the positive and negative coupling strengths $\epsilon^+(\tau)$ and $\epsilon^-(\tau)$ are not symmetrical.

Below, we study the delayed dynamics in the regime of large delay times, in which the critical coupling strength is $0.059 \text{ mS/cm}^2$. Some examples are shown for the stochastic Hodgkin-Huxley model with delayed feedback where we have chosen $\tau = 30$ ms.

### 4.2.3 Stochastic dynamics of the Hodgkin-Huxley model with delayed feedback

In Section 4.1.3, we have found that channel noise can induce spontaneous spikes. Here, we will discuss the influence of the channel noise on this observed repetitive firing dynamics. In principle, the influence of channel noise could be sought to be twofold: (i) One of the main differences to the deterministic delayed feedback coupling scheme is the occurrence of the so-called bursting which is the spikes repeating themselves via the delayed coupling mechanism, (see Fig. 4.15). (ii) Channel noise can also lead to skipping of spikes, which are generated in the deterministic dynamics [156].

In Fig. 4.15 the simulated membrane potential $V(t)$ is depicted with an exemplarily chosen noise level for the two cases, namely in panel (a) without delay coupling ($\epsilon = 0$) and in panel (b) with a finite delay coupling ($\epsilon = 0.08 \text{ mS/cm}^2$). In absence of delayed coupling (Fig. 4.15 (a)), spontaneous spiking is observed, i.e. noise induced action potentials occur irregularly. Meanwhile, in presence of finite delay-coupling $\epsilon$ (Fig. 4.15 (b)), a regular spike pattern which is referred to as bursting is observed.

In order to illustrate the behavior more quantitatively, we integrate the equations of the stochastic Hodgkin-Huxley model with delayed feedback coupling, i.e. Eq. (4.33), and study the (normalized) interspike interval histograms (ISIH) and the mean interspike interval $\langle T \rangle$.

First of all, we study the distribution of the interspike intervals (ISIH) at fixed channel noise strengths, which is depicted in Fig. 4.16. For large time intervals, the distribution decays exponentially for all coupling strengths. Small time intervals are suppressed because of the neuron’s refractory time. For the situation $\epsilon = 0$ (c.f. Section 4.1.3), the ISIH exhibits one broad maximum located around the internal time scale $T_{\text{int}}$, which systematically diminishes with increasing noise level [134, 157]. The minimal time scale for undistorted spikes is around the refractory time ($\approx 12$ ms). In presence of noise or finite feedback coupling, the neuron returns to its fixed-point with nonvanishing probability. Therefore, some behaviors are still kept, i.e. the peak at the intrinsic time scale $T_{\text{int}}$ and exponential decaying are still
Figure 4.15: Simulated spike-trains: (a) Membrane potential $V(t)$ for the stochastic Hodgkin-Huxley model in absence of feedback, i.e., with $\epsilon = 0$ versus time $t$; (b) $V(t)$ versus time $t$ in presence of finite feedback with strength $\epsilon = 0.08 \text{mS/cm}^2$ exhibiting repetitive spiking for a chosen delay time $\tau = 30 \text{ms}$. For both simulations, the number of potassium ion channels is set to $N_K = 150$ and that of the sodium ion channels is $N_{Na} = 500$. The spontaneous, i.e., noise induced, action potentials exhibit a bursting-like behavior in case of the delayed coupling (b).

Figure 4.16: Interspike interval histograms (ISIH) versus the interspike interval $T$ of the stochastic Hodgkin-Huxley model with a delay coupling mechanism at different coupling strengths $\epsilon$, as indicated in the figure in units of mS/cm$^2$. The bin width for $T$ has been chosen throughout this work at $0.2 \text{ms}$. The chosen number of potassium ion channels is $N_K = 150$, while the number of sodium ion channels is set at $N_{Na} = 500$. The delay time $\tau$ is fixed at $30 \text{ms}$. 
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However, the ISIHs become multimodal in presence of delayed feedback, i.e. for $\epsilon \neq 0$. Several maxima occur at larger time intervals and a number of deep dips are observed in between. We use $T_+^1$ and $T_-^1$ to denote the positions of the first peaks induced by delayed feedback for positive and negative coupling strength, respectively. As far as the system is excited, an activation time $T_{\text{act}}$ is necessarily needed to response to the delayed stimulus and create the next spike. Therefore, the $T_+^1$ and $T_-^1$ do not equal to the delay time $\tau$, but equal to the sum of delay time and the activation time $T_{\text{act}}$. In fact, $T_+^1 \approx \tau + 2$ ms and $T_-^1 \approx \tau + 9$ ms which are practically not changing with coupling strengths $\epsilon$. In principle, other maxima occurring at $T^i$ are linear combinations of these two time scales $T_{\text{int}}$ and $T_{\pm}^1$. They are written as

$$T^i = N_0 T_{\text{int}} + N_1 T_{\pm}^1,$$

where, $N_0$ and $N_1$ are natural numbers. Such forms of the distributions of the ISIH are indicators of an enhanced coherence [157, 158].

The comparison of the distribution for $\epsilon = 0.08$ mS/cm$^2$ and $\epsilon = -0.08$ mS/cm$^2$ highlights another remarkable phenomena. When delayed coupling is applied to the neuronal dynamics, surely, the delay time gives support to those time scales which are related to the delay time. But in addition, there is suppression of certain time scales, c.f. the deep dips in Fig. 4.16. For example, for positive $\epsilon$ the system favors frequencies associated to the time $T_+^1$ and suppresses frequencies slightly smaller than those. The concentrated distribution of the ISIH is an indication of enhanced coherence [158] and synchronization [144, 159]. Similarly, in case of a negative coupling parameter $\epsilon$, a preferential time $T_-^1$ is observed. However, due to the complex dynamics in the Hodgkin-Huxley system, the suppressed time scale is in this case smaller than $T_-^1$ and incidentally coincidences with the time $T_+^1$. It means the position of the maximum for positive coupling strength is the minimum position for negative coupling strength, c.f. Fig. 4.16. This provides a good method for adjusting the concentrated distribution, which is important for the memory storage [160] and stimulus-locked short-term dynamics [7].

In the following, we will focus on the positive coupling strength $\epsilon > 0$. The activation time $T_{\text{act}}$ is around 2 ms. For convenience, the delay time induced time scale $T_+^1$ is termed $T_\tau$ and the critical coupling strength for repetitive firing $\epsilon_c^+$ is simplified as $\epsilon_c$. For larger coupling $\epsilon > \epsilon_c(\tau)$, an action potential induces repetitive firing which is named as suprathreshold delay coupling regime. For the case of lower coupling strength i.e. $\epsilon < \epsilon_c(\tau)$, the neuron’s dynamics is excitable and noise is needed to support the repetition of an action potential addressed as subthreshold delay coupling regime. More details of the behaviors in both conditions will be introduced in the following sections. Remarkably, we find an overall similar behavior that differs, however, quantitatively for negative coupling $\epsilon < 0$ (not shown).

**Subthreshold delay coupling: $\epsilon < \epsilon_c(\tau)$**

In the case of subthreshold coupling strength, the noise-induced spiking results in a broad distribution with exponentially decaying tail. As the non-vanishing delayed
stimulus $I_r(t)$ can shift the stable fix-point towards the threshold for excitation, the spikes are more regular. However, the threshold is still kept, and noise is needed to overcome this threshold and to induce the excitation. It means that repetitive oscillatory spiking is supported by noise only. Nevertheless, the subthreshold delayed stimulus determines its own favorite time scale $T_\tau$ which is the sum of the delay time and the activation time $T_{act}$.

In Fig. 4.17, we depict the interspikes interval histogram (ISIH) in the subthreshold regime for different noise levels, i.e. for different numbers of ion channels. Both the intrinsic time scale $T_{int}$ and the correspondingly height of the associated peak distinctly depend on the noise level. As noise strength increases, the influence to the generation of spontaneous spikes becomes larger. It results in the change of the intrinsic time scale $T_{int}$ and the exponential decay for the larger time intervals. The former sharp maximum peak at $T_\tau$ tends to a smaller time scale $T_{int}$ supported by noise. The intrinsic time scale $T_{int}$ becomes broader and towards the minimal time for a interspike interval located at the refractory time. This minimal time which is promoted mainly by the presence of noise, necessarily relates to the delay mechanism. The situation for the time scale $T_\tau$ induced by the delayed feedback is different. The position of this peak is only slightly affected by the noise level, and the height of the peak drops drastically as the noise increases. It recalls the fact that these spikes require the presence of noise to become activated in the case of an excitable dynamics. The robustness of the positions of the delay induced time scales as well as the susceptible noisy time scale result in the bimodal shape of the ISIH which indicates a noisy synchronization phenomenon [4, 6, 144, 159].

**Suprathreshold delay coupling: $\epsilon > \epsilon_c(\tau)$**

Next, we consider the situation with coupling strengths above the critical strength, i.e. $\epsilon > \epsilon_c(\tau)$, where the spikes repeat deterministically. The big coupling strength leads a transition from the excitable state to the oscillatory state with repetitive firing. The spikes repeated deterministically lead to sharp peaks in the ISIH, c.f.
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Figure 4.18: Interspike interval histogram (ISIH) vs. interspike duration $T$ for different values of the suprathreshold coupling strength $\epsilon > \epsilon_c(\tau)$: The distribution of the interspike intervals is depicted for fixed delay time $\tau = 30\,\text{ms}$, the numbers of ion channels are $N_K = 150$ and $N_{Na} = 500$. The values of the coupling strengths indicated in the figure are in units of $\text{mS/cm}^2$.

Fig. 4.18.

In Fig. 4.18, the interspike interval histograms (ISIHs) are depicted for fixed noise strength and various suprathreshold coupling strengths. Upon the chosen parameter values for the noise level, i.e. the number of sodium and potassium ion channels, and delay time $\tau$, the ISIH exhibits sharp peaks and more or less pronounced broad background. The broad background diminishes as the coupling increases or noise level decreases. It is clear to find that the height of the peaks sensitively depends on the coupling strength, while the positions are independent. The interesting thing is that as the delayed feedback increases, the system favors $T_{\text{int}}$, but not the delay-induced time scale $T_\tau$. To understand this, we look back at Fig. 4.17: The intrinsic time scale $T_{\text{int}}$ sensitively depends on the noise strength, and exhibits a wide distribution. When the coupling strength is large enough, the intrinsic time scale shifts towards a fraction of the delay-induced time scale $T_\tau$. As the coupling strength increases, the multimodal structure collapses to a unimodal one, c.f. Fig. 4.18, and all the interspike intervals center at one value. Due to the suprathreshold driving, the spontaneous spikes can be repeated periodically and even the noise dominated scale now collapses towards a narrow peak. The width of the peak gets narrower as the coupling strength increasing, c.f. Fig. 4.18. The delay mechanism is able to stabilize the orbit of the oscillator which is induced by noise.

Next, we study the dependence of the interspike intervals on the delay time $\tau$ by considering the mean interspike interval, c.f. Eq. (4.30). In Fig. 4.19 the mean interspike interval $\langle T \rangle$ is depicted with fixed channel noise strength for different coupling strengths. For small suprathreshold coupling strengths, i.e. $\epsilon = 0.1\,\text{mS/cm}^2$, the mean interspike interval exhibits a smooth dependence on the delay time. However, when the suprathreshold coupling strength is big enough, the mean interspike time varies with the delay time $\tau$ in an almost piecewise linear fashion, displaying sharp, triangle-like textures, c.f. Fig. 4.19. As the coupling strength increases, the delay coupling mechanism dominates the spiking. That is because for the big coupling strength, the ISIH exhibits a unimodal structure consisting of a sharp peak where
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Figure 4.19: Mean interspike interval \( \langle T \rangle \) as a function of the delay time \( \tau \) [115]: The mean interspike interval \( \langle T \rangle \) simulated with Eq. (4.30) with the following parameters: the ion channel numbers are \( N_K = 150, N_{Na} = 500 \) and the coupling strengths are set to \( \epsilon = 0.1 \text{mS/cm}^2 \) (black dashed line), \( \epsilon = 0.2 \text{mS/cm}^2 \) (red dotted line), and \( \epsilon = 0.4 \text{mS/cm}^2 \) (blue solid line).

Figure 4.20: The inverse of the number of spikes that fit into the delay-time interval \( \kappa \) is plotted versus the delay time \( \tau \) with \( N_K = 150, N_{Na} = 500 \) and the delay coupling strength \( \epsilon = 0.4 \text{mS/cm}^2 \) [115].

Therefore, the mean interspike interval is proportional to the ratio of the delay time \( \tau \) and the number \( n \) of spikes fitting into one delay-induced time interval, reading

\[
\langle T \rangle \propto \frac{\tau}{n} \equiv \tau \kappa .
\]  

Here, \( \kappa \) is the slope of each piecewise line.

The mean interspike interval inherits the characteristic dependence on \( \tau \) as the ISIH shape is unimodal. In Fig. 4.19, larger deviations are found during transitions between different synchronized states where the histogram becomes multimodal. Moreover, the slope of each piecewise line versus the delay time \( \tau \) is depicted in Fig. 4.20. At multiples of the noise-dependent intrinsic time scale, the characteristic steps do occur indeed.

We found that stronger noise strength mimics a decrease of the coupling strength. Nearby the typical steps, noise is able to induce producing new spikes at the end of the intervals. Thus, the ratio \( \kappa \) decreases. Alternatively, noise decreases the
number of spikes towards the left boundary of a new synchronized region. Therefore, increasing noise strength attains the similar form as that in the case of lower delay coupling strength.

Several comparable scenarios have been reported in other systems, such as noisy Van der Pol dynamics near the Hopf bifurcation [161–163], semiconductor superlattices [140] and stochastic excitable dynamics [144]. The delayed feedback mechanism serves as a control option for adjusting the peaked distribution of interspike intervals, being of importance for memory storage [160] and stimulus-locked short-term dynamics in neuronal systems [7]. One may therefore speculate whether nature adopted the autapse phenomena for frequencies-filtering in presence of unavoidable intrinsic channel noise.

**Phase oscillator modeling**

As we have pointed out before, the autaptic feedback leads to a stabilization of the internal rhythmicity, which is determined by the model parameters. This results in synchronized patterns, c.f. Fig. 4.20. The neuron has some common behaviors with the oscillatory system whenever the delay coupling dictates the dynamics. Therefore, it is reasonable to describe the dynamics in terms of a well-known phase oscillator model, the Kuramoto model which was first proposed by Yoshiki Kuramoto to describe the phenomenon of synchronization [164].

Therefore, we compare the observed synchronization in this studied neuronal model with autaptic delayed feedback with a Kuramoto-type model [165] of a phase oscillator including delayed feedback. To simplify the autaptic neuronal system, we neglect the details of the shape of the spike trains, and then the essential information can be reduced to the phase of the oscillatory neuron.

Accordingly, the proposed dynamics for the underlying phase dynamics can be modeled as:

\[
\dot{\phi} = \omega - A \sin \left[\phi(t) - \phi(t - \tau)\right],
\]

where \(\omega\) denotes the angular intrinsic frequency of the oscillator, i.e. \(\omega = 2\pi/T_{int}\). Here, \(A\) is the delay-coupling strength. Searching for solutions with fixed frequency \(\Omega\), we make the ansatz:

\[
\phi(t) = \Omega t.
\]

Inserting it back into Eq. (4.36), we get the resulting self-consistent equation [166–168]:

\[
\Omega = \omega - A \sin \left[\Omega \tau\right],
\]

which can be solved numerically. In the limit \(\tau \to 0\), Eq. (4.38) is approximately given by

\[
\Omega = \omega - A\Omega \tau.
\]
Then $\Omega$ can be obtained. From our oscillatory stochastic neuron dynamics including an autaptic delayed feedback, we know that the mean oscillator time $T \sim \tau$. Comparing the phase oscillator dynamics with this time, we get

$$T = \frac{2\pi}{\Omega} = \frac{2\pi(1 + A\tau)}{\omega} \sim \tau.$$  \hspace{1cm} (4.40)

Therefore, we can make the following parameter identification,

$$A = \frac{\omega}{2\pi} = 1/T_{\text{int}}.$$ \hspace{1cm} (4.41)

In Fig. 4.21 we present the comparison between the stochastic Hodgkin-Huxley model with delayed feedback and the phase oscillator model. Although the quantitative behavior is different, a good qualitative agreement is observed. The positions where the autapse model jumps between bursts of different number of multiplets are nicely reproduced by this simplified phase oscillator model. A further improvement of this model would require a more optimal determination of the $\tau$-dependent parameters of this Kuramoto model with feedback.

In fact, time-delayed coupling as a natural and well-motivated extension of Kuramot model has been widely studied. It has been found that delayed feedback can substantially change the properties of the dynamics in coupled systems and prompt more interesting behaviors. For example, in 1989, Schuster and Wagner have found the typical fingerprint of delays in two coupled oscillators [166, 169]; Gerstner has proven that delayed couplings may induce rapid phase locking in networks of pulse-coupled oscillators [170]; and evidences have been found that the delayed coupling is
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In the previous sections, we have studied the generation of action potentials which carry the electrical neuronal signals. In this section we discuss the propagation of these signals in myelinated neurons. We numerically simulated the saltatory spike propagation along the axonal nodes within a multicompartment stochastic Hodgkin-Huxley model. The noise effect must be taken into account since every node of Ranvier is very small [120]. With an external stimulus on the first node of Ranvier, we study the propagation in terms of transmission reliability, i.e. the ratio of the number of spike observed in the terminal node to the number of spikes initiated in the first node. We found that the intrinsic noise plays an important role in the dynamics of the bi-linearly coupled nodes of Ranvier.

4.3.1 Model setup

It has been recognized that the fast propagation of action potentials along the axon plays an very important role in the nervous system, e.g. for the successful evolution to large body sizes of organisms, or the information processing in the brain. Therefore, understanding the propagation mechanisms is of great interest for neuroscientists, physiologists and physicists [172].
There are two kinds of axons: One is covered by layers lipid material called myelin and the other one is not. Most nerve fibers are myelinated axons with periodic gaps of exposure called nodes of Ranvier where the ion channels are predominantly localized [120]. Typically, the length of the node is very small, around 1 µm while the myelin sheath is as long as 1 ~ 2 mm [120]. The myelin sheath consists of a single cell named Schwann cell. It is wrapped many times (around 100 times) around the axonal membrane (Fig. 4.22) which increases the effective membrane resistance $R_m$ by a factor of about 100 and decreases the membrane capacitance $C_m$ of 100 times. Consequently, the rough date of the membrane resistance $R_m$ is $10^3 \, \Omega \, \text{cm}^2$ for cell membrane and $10^5 \, \Omega \, \text{cm}^2$ for myelin sheath; the membrane capacitance $C_m$ is $10^{-6} \, \mu F/\text{cm}^2$ for cell membrane and $10^{-8} \, \mu F/\text{cm}^2$ for a myelinated fiber [120].

The propagation along myelinated fiber is much faster than that along unmyelinated fiber [120]. This is presumably caused by the fact that there is little transmembrane ionic current and little capacitive current in the myelinated section. The axon acts like a simple resistor. Therefore, in myelinated axons, the action potential generated only at the small nodes of Ranvier. Instead of propagating continuously along the myelinated fiber, the action potential prefers to jump from node to node. This kind of node-to-node propagation is called saltatory (from the Latin word saltare that means to leap or dance) which has been demonstrated by Huxley, Stämpfli and Tasaki [173, 174].

Compared with the unmyelinated fibers, the myelinated fibers have a reliable and rapid way to communicate impulses at a much reduced cost, i.e. at the same conduction velocity, a myelinated fiber can be up to 50 times thinner than an unmyelinated fiber [121]. This large factor in packing makes the brain to squeeze more than one million axons into a single nerve which propagates information to the brain. At the same time, myelinated fiber also drastically reduces the metabolic cost of neural computation. For a single neural impulse (in the order of 1 ms), each sodium channel transfers up to $10^4$ sodium ions into the cell and then pumped back to restore the appropriate steady-state electrochemical potential. One ATP molecule should be hydrolyzed to transfer three sodium ions [120], i.e. about $3 \cdot 10^3$ ATP molecules per ion channel are needed for every neural spike.

In 1952, Hodgkin and Huxley proposed a realistic description for the space clamped action potential. Since then, they have successfully studied the firing dynamics respecting to spike generation within their deterministic modeling [28]. It turns out that the propagation along the axon should occur with a fixed speed [120]. Recently studies have shown that the intrinsic noise is important not only for the generation of spontaneous spikes, but also for the saltatory spikes propagation [175]. Due to the finite number of ion channels (in the order of $10^4$) in the nodes of Ranvier, the intrinsic noise can not be neglected [130, 157].

Here, we consider a compartmental stochastic Hodgkin-Huxley model [175] to model the signal transmission along myelinated axons. It means that each node of Ranvier is described by a stochastic Hodgkin-Huxley equation, and linearly couples to its nearest neighbors. Consequently, the membrane dynamics $V_i$ at the $i$th node of Ranvier reads,
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Figure 4.23: Sketch of the myelinated axon [116]: The nodes of Ranvier with the length of \( \lambda \) is depicted in light gray, and the myelin sheath which has a length of \( L \) is in dark gray. Each node of Ranvier is treated within a stochastic generalization of the Hodgkin-Huxley model and is bi-linearly coupled with the nearest neighboring nodes of Ranvier.

\[
C \frac{d}{dt} V_i = I_{i, \text{ionic}}(V_i) + I_{i, \text{inter}}(t) + I_{i, \text{ext}}(t), \tag{4.42}
\]

with \( i = 0, 1, 2, ..., N - 1 \), where \( N \) corresponds to the total number of axonal nodes of Ranvier. The ionic membrane current (per unit area) \( I_{i, \text{ionic}}(V_i) \) within the \( i \)th node of Ranvier has the same expression as the original Hodgkin-Huxley model [28], i.e. Eq. (4.7) and Eq. (4.8) written as,

\[
I_{i, \text{ionic}}(V_i) = -g_{K}^{\text{max}} n_{i}^{4} (V_i - E_K) - g_{Na}^{\text{max}} m_{i}^{3} h_{i} (V_i - E_Na) - g_{L}(V_i - E_L). \tag{4.43}
\]

The inter-nodal currents \( I_{i, \text{inter}}(t) \) in Eq. (4.42) reads,

\[
I_{i, \text{inter}}(t) = \begin{cases} 
\kappa (V_{i+1} - V_i) & \text{for } i = 0, \\
\kappa (V_{i-1} - V_i) & \text{for } i = N - 1, \\
\kappa (V_{i-1} - 2V_i + V_{i+1}) & \text{elsewhere}.
\end{cases} \tag{4.44}
\]

Here, \( \kappa \) is the coupling strength between next-neighboring nodes. It depends on the length \( L \) of the internodal passive segment of the axon as well as on the resistivity of the extracellular and intracellular medium and also depends on the ratio of the node’s diameter \( d \) and its length \( \lambda \) which is typically two orders of magnitude larger than its diameter [120, 121]. In our study, this coupling strength \( \kappa \) serves as a controllable parameter.

The external current stimuli per unit area at the \( i \)th node of Ranvier \( I_{i, \text{ext}}(t) \) in Eq. (4.42) is a constant current stimulus only on the first node. It can be written as,

\[
I_{i, \text{ext}}(t) = \begin{cases} 
12 \mu A/cm^2 & \text{for } i = 0, \\
0 & \text{elsewhere}.
\end{cases} \tag{4.45}
\]

All parameters, which keep the same values as in the original Hodgkin-Huxley model, are given in Table 4.1.

4.3.2 The signal transmission

Since we are interested in the transmission along the whole chain, the number of spikes arriving at the terminal node is to be analyzed. In order to study the transmission reliability, we exemplary consider a chain consisting of ten nodes of Ranvier,
Figure 4.24: Dependence of the transmission reliability coefficient $R$ on the inter-nodal coupling strength $\kappa$ depicted for the deterministic spike propagation in a myelinated axon containing $N = 10$ Ranvier nodes. The arrow indicates the threshold value $\kappa_c = 0.067 \text{ mS/cm}^2$. For subthreshold $\kappa \lesssim 0.067 \text{ mS/cm}^2$ there is no spike propagation, i.e. $R = 0$. Perfect spike transmission, i.e. $R = 1$, is observed for the suprathreshold case $\kappa \gtrsim 0.136 \text{ mS/cm}^2$. Discrete numbers $k : l$ for the transmission reliability are found in the intermediate range.

i.e. $N = 10$. This particular choice of the number of nodes is somewhat arbitrary, and all those obtained results can be extended to large numbers of nodes as well. From the numerical simulation, we find that the periodical produced spikes on the first node which are generated by the stimuli, propagate along the transmission line. To quantify this propagation, we define the transmission reliability coefficient $R$ as the ratio of the number of spikes arriving at the terminal node $N_9$ to those generated in the initial node $N_0$ in steady state. It has the form,

$$ R = \frac{N_9}{N_0}. \quad (4.46) $$

The occurrence of a spike is identified as before, and the spike occurrence time is $t_j^i$, with $j = 1, ..., N_i$, where $N_i$ indicates the number of spikes appeared on the specific node $i$. Thus, the membrane potential $V_i(t)$ can be simplified to a point processes $u_i(t) = \sum_{j=1}^{N_i} \delta(t - t_j^i)$. In our simulation, more than 2000 spikes are generated on the first node.

**Deterministic limit**

We start with the deterministic condition, which is formally achieved in the limit $\mathcal{A} \to \infty$, and use the same method to numerically integrate the coupled Hodgkin-Huxley model, Eq. (4.42). In order to achieve equilibration along the whole chain, we use the following protocol: (1) We apply the constant external stimuli $I_{ext}(t)$, i.e. Eq. (4.45) on the first node, and integrate over 100 ms without coupling, i.e. $\kappa = 0$, to get a steady state for individual node; (2) Then, we switch on the coupling $\kappa$; (3) We begin to record the spikes after integrating over 200 ms. Due to the suprathreshold stimuli on the first node, the membrane potential of this node $V_0$ exhibits a limit cycle. Therefore, periodic spikes are generated on the initial node. Initially, all the other nodes are prepared in the rest state in this method.
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Figure 4.25: Spike propagation in a myelinated neuron for deterministic limit [116]. Different parameters are chosen from different transmission patterns steps in Fig. 4.24 (a) $\kappa = 0.08$ for the transmission reliability coefficient $R = 1 : 2$, (b) $\kappa = 0.115$ for $R = 2 : 3$, (c) $\kappa = 0.124$ for $R = 3 : 4$ (d) $\kappa = 0.14$ for $R = 1 : 1$.

In Fig. 4.24, we plot the dependence of the transmission reliability $R$ on the coupling strength. Staircase-like steps are observed, and two important points that should be mentioned are the critical values: $\kappa_{c1} = 0.067 \text{mS/cm}^2$ and $\kappa_{c2} = 0.136 \text{mS/cm}^2$. For the coupling $\kappa \lesssim 0.067 \text{mS/cm}^2$, which is called subthreshold coupling, the transmission reliability $R$ vanishes. It means that the spike propagation fails for small coupling strength. Obviously, in this case, the action potential can not excite the neighbor node, and no spike arrives at the terminal node. In the opposite limit, for sufficiently large coupling parameter which is named suprathreshold, i.e. $\kappa \gtrsim 0.136 \text{mS/cm}^2$, $R = 1$. Every generated spike propagates along the axon and arrives at the final node. 100% signal transmission efficiency is achieved. The most interesting observation is in the intermediate range, i.e. $\kappa_{c1} < \kappa < \kappa_{c2}$, where discrete rational transmission patterns $k : l$ occurred. Here, $k$ is the number of spikes transmitted to the final node, while $l$ is the number of spikes generated on the first node. To understand more about how this discrete transmission works, we give some examples about the propagation patterns in presence of first four nodes in Fig. 4.25. The different transmission patterns [see (a)1:2, (b) 2:3, (c) 3:4, (d) 1:1] are clearly obtained. For example, in the panel (a) which is for the ratio of 1:2, every second spike propagates along the axon chain.

A similar phenomenon has been found when one drives the Hodgkin-Huxley system with an ac-sinusoidal signal, where the spike events and the driving periods exhibits the same rational number ratio [176].
Neuronal signaling

Figure 4.26: Transmission reliability in presence of channel noise [116]: The transmission reliability coefficient $R$ is plotted against the membrane size of the node of Ranvier for different strengths of the inter-nodal coupling (the coupling strengths are given in units of mS/cm$^2$). The data confirms the results of noise-assisted spike propagation for subthreshold coupling (see dashed red line) [175]. Moreover, the minimum in $R$ indicates the cross-over from a stochastic, uncorrelated spiking of the initial and final nodes towards a causal, noisy spike transmission from the initial to the final node.

Noise-assisted spike propagation

Next, we consider the finite size $A$ of nodes of Ranvier. In this case, the noise intensity has to be taken into account. To study the noise effect on the propagation of spikes along the axons, we numerically integrate the linear coupled stochastic Hodgkin-Huxley model described by Eqs. (4.42). Following the same protocol for the deterministic case, we computed the transmission reliability coefficient $R$ of the spikes generated in the initial node propagating to the final node. The staircase-like dependence of the transmission reliability coefficient $R$ which is depicted in Fig. 4.24 for the deterministic case, turns to a continuous dependence (not shown) [175].

The dependence of the transmission reliability coefficient $R$ on the noise strength is plotted in Fig. 4.26. In the limit of large membrane, the noise approaches zero. Thus, the transmission reliability coefficient tends to the deterministic stair value found in Fig. 4.24. In the opposite limit, i.e. for small sizes of the nodes of Ranvier approaching formally zero (strong noise), the coefficient $R$ tends to a finite value. This value is independent of coupling strength $\kappa$, which implies that there is no causal relationship between the spiking at the initial and terminal nodes. For the rather strong noise case, noise is in charge of the dynamics of the membrane potential of each node, and determines the number of occurrences of spikes at the final node. The number of occurrences $N_0$ does not markedly depend on the actual value of the coupling parameter. Hence, the influence of the bi-linear coupling can be negligible. In fact, the firing events at the initial and terminal nodes become completely uncorrelated in the limit of strong noise intensities: There is no signal transmission, but only noise. For the medium noise strength, the transmission depends on both membrane size $A$ and coupling strength $\kappa$. The transmission reliability coefficient $R$ exhibits much richer phenomena for different coupling strength. We will discuss
them in different coupling regime.

First of all, in the limit $\kappa \to 0$, the spikes on the initial and the terminal nodes are independently. Consequently, $R$ is given by the ratio of the number of spontaneous spikes occurring within the non-stimulated, stochastic Hodgkin-Huxley dynamics and the number of spikes occurring within the stochastic Hodgkin-Huxley dynamics complemented by a constant current stimulus of $I = 12\mu A/cm^2$. The causal relationship is lost in this case. This is an evidence for the cross-correlation between the spikes on the initial and final nodes (see below). As membrane decreases (noise increases), the transmission reliability coefficient $R$ remains decreasing from the limit value for the suprathreshold coupling, while it firstly decreases and then increases for the other coupling strength. For the suprathreshold case, the noise induces the 100% transmission failure as noise increases. More phenomena are found for the subthreshold coupling strength: A noise-assisted spike propagation phenomenon is found. The transmission reliability coefficient $R$ exhibits a maximum, indicating an optimal spike propagation from the initial node to the final node c.f. Fig. 4.26 [175]. In this case, the coupling between the nodes does not result in any efficient propagation of the spikes and possibility. The intrinsic noise overcomes the threshold for excitation. However, as the coupling strength increases, the strong coupling reigns the dynamics and the noise-induced propagation fails. Then, the maximum peak disappears for the transmission reliability coefficient $R$, c.f. Fig. 4.26. $R$ decreases firstly and then increases as noise decreases. The cross-over from the stochastic non-causal firing regime to the one with stable value occurs.

To give a better understanding, we give cases of spike propagation in the node chain for different noise strength with a fixed coupling strength in Fig. 4.27. Here, we choose the coupling strength $\kappa = 0.08\text{mS/cm}^2$ that is in the intermediate regime. For rather strong intrinsic noise which is achieved by very small sizes of the nodes of Ranvier, here we give an example as $10\mu m^2$ in panel (a) of Fig. 4.27. Every node has a high possibility to generate spontaneous spikes, which can stimulate the neighboring nodes via the coupling. Consequently, a transmission to both sides occurs. Tracking the behavior of a given chain, we found that some spikes initiated at the first node collide with a particularly large fluctuation. Thus, the spikes propagation fails. As the nodal membrane of size $A$ increases, i.e. the noise strength decreases, the failed propagation decreases (c.f. Fig. 4.27 (a) and (b)). And the transmission becomes more regular. When the membrane of the Ranvier size is as large as $3 \cdot 10^4\mu m^2$, the transmission coefficient $R$ tends to its deterministic limit value, seen Fig. 4.27 (c). The $1:2$ transmission pattern is recovered.

From Fig. 4.27, we can see that the transmission reliability coefficient $R$ is maintained in different ways. In the case of small noise strength, c.f. panel (c), the spikes on the terminal nodes are propagated from the first node. However, in the case of large noise strength, c.f. panel (a), some spikes on the terminal node are generated by the noise. The spikes in the initial and final nodes have no causal relationship. The cross-over from the stochastic, non-causal firing regime to noisy spike transmission depends on the coupling strength. From Fig. 4.26, we found that for stronger coupling strengths, this cross-over occurs at smaller nodal membrane sizes $A$.

It is notable that in the limit of large noise strength, the causal relationship
Figure 4.27: Spatial-temporal transmission patterns of spike propagation [116]: The spatial-temporal evolution of the membrane dynamics at different axonal nodes of Ranvier is plotted for an intermediate coupling strength $\kappa = 0.08 \text{mS/cm}^2$ and various nodal membrane sizes: (a) $A = 10 \mu\text{m}^2$ (strong channel noise); (b) $A = 100 \mu\text{m}^2$ (intermediate channel noise) and (c) $A = 3 \cdot 10^4 \mu\text{m}^2$ (weak channel noise). Next to each panel, there is a color bar indicating the actual value of the membrane potential. The action potentials are created by a current stimulus at the initial node (“0”). In case of low noise level, c.f. panel (c), the deterministic transmission pattern of 2:1 is clearly visible. In contrast, in the strong noise limit, due to the dominating spontaneous spiking, irregular transmission is found.
between spiking in the first and that on the terminal node gets lost, which means the spiking correlation gets lost. The transmission reliability coefficient $R$ which is maintained by the spontaneous spikes, is not enough to describe the propagation from the first node to the final node. Therefore a new parameter, i.e. the spike correlation is studied. We determine it as follows: Firstly, we divide the point processes $u_0(t)$ and $u_9(t + \tau)$ into segments of width $\Delta t$. The width $\Delta t$ must be smaller than the refractory time to make sure that there is either no spike or one spike observable in each segment. In our analysis, we chose $\Delta t = 1.5$ ms. Secondly, we count the number of coincidence spikes $N_{0,9}(\tau)$ between the initial node and the final node in each segment with width $\Delta t$, i.e. the spikes occurring at the same time interval between the two point processes $u_0(t)$ and $u_9(t + \tau)$ with an error width $\Delta t$. It has the following form:

$$N_{0,9}(\tau) = \Delta t \int_0^T dt \, f_0(t)f_9(t + \tau),$$  

(4.47)

where the spike number in a segment $f_i(t)$ ($i=0$, 9) is approximated by

$$f_i(t) = \int_{t}^{t+\Delta t} dt' u_i(t')/\Delta t \text{ for } i = 0, 9.$$  

(4.48)

In Eq. (4.47), $T$ denotes the total integration time. Note that the above definition corresponds to a cross-correlation measurement. Thirdly, we normalize this number $N_{0,9}(\tau)$ with the number of spikes on the first node “0”, i.e. $N_0$ and the bin-width $\Delta t$. Then, the probability density $C_{0,9}(\tau)$ is obtained:

$$C_{0,9}(\tau) = \frac{N_{0,9}(\tau)}{\Delta t N_0} = \frac{1}{N_0} \int_0^T dt \, f_0(t)f_9(t + \tau).$$  

(4.49)

Due to the periodic spiking generated on the first node, $C_{0,9}(\tau)$ is also periodic, c.f. Fig. 4.28. To ensure that the integral of $C_{0,9}(\tau)$ over one period results in the transmission coefficient $R$ defined by Eq. (4.46), the total number of spikes on the first node $N_0$ is used in the normalization.

$C_{0,9}(\tau)$ determines the number of the coincident spikes between the initial node at time $t$ and the final node at a later time $t + \tau$. Larger $C_{0,9}(\tau)$ indicates a higher correlation. In Fig. 4.28, we present the spike correlation $C_{0,9}(\tau)$ for different noise strength in different coupling regimes. In the situation of intermediate coupling shown in Fig. 4.28 (b), the correlation measurement $C_{0,9}(\tau)$ exhibits a sharp peak for a $\tau$-value for the weak noise strength. This time value corresponds to the propagation time modulo the period of the spiking in the initial node. As the noise strength increases, the width of the peak becomes broader and the height of the peak compared to the background level decreases until the total disappearance of the peak in the background. It means the causal correlation gets lost. The broadening and flattening of the peak with increasing noise can also be observed in the subthreshold regime, shown in Fig. 4.28 (a). More interestingly, there is a shift of the peak towards smaller $\tau$-values showing a speed up of the transmission. It can be explained by the same argument as drawn by the effect of anticipated synchronization described in Ref. [156].
Figure 4.28: Initial-final-node spiking correlation [116]: The spike correlation $C_{0,9}(\tau)$ between the spiking at the initial node and that of the final node, c.f. Eq. (4.49), is plotted for different coupling strengths $\kappa$ and membrane sizes $A$: In panel (a) for subthreshold coupling $\kappa = 0.066 \text{ mS/cm}^2$ and membrane sizes $A = 10 \mu\text{m}^2$ (blue solid line), $A = 800 \mu\text{m}^2$ (black dotted line), $A = 3 \cdot 10^3 \mu\text{m}^2$ (green dash-dotted line) and $A = 5 \cdot 10^5 \mu\text{m}^2$ (red dashed line); In panel (b) for intermediate coupling $\kappa = 0.08 \text{ mS/cm}^2$ and membrane sizes $A = 10 \mu\text{m}^2$ (blue solid line), $A = 100 \mu\text{m}^2$ (black dashed line), $A = 3 \cdot 10^3 \mu\text{m}^2$ (red dash-dotted line). For weak intrinsic noise the sharp peak indicates a strong correlation. In contrast, in the strong noise limit the causal relationship is lost and the correlation function does not exhibit a peak. Interestingly, for the subthreshold case a shift of the peak towards shorter times is observed, i.e. there is a speed up of the signal transmission with increasing noise level.
4.4 Conclusions

First of all, we present a brief introduction of the cell signaling on the neurophysiology level. The most important model, i.e. the Hodgkin-Huxley model in the study of biophysical mechanisms of generation of action potentials is discussed in detail. Moreover, the stochastic Hodgkin-Huxley model is presented by taking into account of the channel noise. After the introduction, we study the noise-assisted generation and propagation of signals in particular neurons.

We investigated the autapse phenomenon by considering the effect of delayed feedback on the dynamics of a stochastic Hodgkin-Huxley neuron model. Using the original Hodgkin-Huxley parameters, we numerically simulated the stochastic Hodgkin-Huxley model taking into account of the effects of intrinsic channel noise. An additional Pyragas-like delayed feedback mechanism is employed to model the autapse phenomena, in which a neuron’s dendrite back-couples to itself. The two basic control parameters investigated in our study are the strength of the autapse-coupling $\epsilon$ and the delayed time $\tau$ resulting from the finite length of the self-connecting dendrite. We found that the neuron dynamics exhibits intriguing new time scales which stem from the autaptic connection. Since the rest state of the neuron is always stable, noise or an initial spike is necessary for creating an activity, i.e. the spiking dynamics. For a small number of Na and K channels, the noise becomes sizable and the excitatory dynamics remains practically unaffected by the delay feedback. In contrast, smaller noise levels and stronger coupling strengths can induce different synchronization phenomena between the delay time and the intrinsic time scales (also noise dependent). A special frequency-locking mechanism is detected for the mean interspike interval $\langle T \rangle$. We further underline that our exemplary study can be mimicked qualitatively in terms of a reduced description given by the well-known Kuramoto phase model with a built-in feedback.

We have numerically studied the saltatory spike propagation along a myelinated axon within a multi-compartmental, stochastic Hodgkin-Huxley modeling. The channel noise affecting the dynamics of the bi-linearly coupled nodes of Ranvier is originated from the random gating of the ion channel. Upon analyzing the spike propagation in terms of transmission reliability, i.e. the ratio of the number of spikes observed in the final node to the number of spikes initiated in the first node, we found a reduction of the transmission reliability with increasing channel noise level for suprathreshold coupling. This is due to the failure of the noise induced propagation. A further increase of the channel noise level leads to the total loss of the causal correlation between the first and the last nodes of Ranvier of the axonal chain. In case of subthreshold coupling and not so high channel noise level, the channel noise can constructively contribute to the spike propagation and hence the effect of noise-assisted spike propagation is recovered. Both the transmission reliability as well as the propagation speed can be increased with increasing channel noise level. This behavior is quite in spirit of the stochastic resonance phenomenon [3, 177] with an intrinsic noise source [134, 178] where the inter-nodal coupling plays the role of a nodal stimulus.
5 Outlook

In the present thesis, we have investigated the noise effect on transport in artificial channels and nervous systems. We have found many interesting phenomena. Here, we list some potential further works.

**Entropic transport**

We have studied the entropic transport which arises from the geometric confinement and found that the transport properties sensitively depend on the geometrical structures. Although the boundary confinement has been taken into account, our model is too ideal to fully explain the experimental data from the transport in nano-scaled channels or pores.

Recently, Ulrich Rant and his group have proposed a new device to investigate DNA molecules with nanopores [179]: Namely the so-called “pore-cavity-pore” (PCP) device. It is a nanofluidic silicon device which consists of two stacked nanopores forming in/outlets to a pyramidal cavity of micrometer dimensions. They have experiments with single fluorescent nanoparticles and particle-ensembles to pass through the PCP device. In Ulrich Rant’s group, the escape of particles initially localized within the cavity through one of the nanopores was considered. The trajectories and residence times have been recorded and analyzed. It turns out that the single particle transport can be understood by analysis of escape problem. However, the behavior for ensemble of particles has not been fully studied. We aim to extend our previous single-particle studies towards a more realistic modeling of these experiments.

In the experiments the translocation of DNA through a nanopore is utilized for sequencing the DNA molecule. In doing so, the ionic current through the pore is measured. Twisting and turning of the DNA strand generates a lot of noise into the ionic current signal. To reduce the structural fluctuations, an electric field is used to drive the translocation of the DNA [26]. In the experiments done by Aksimentiev and his co-workers, they found that the interactions between the DNA bases and the nanopore surface slow down the translocation of the DNA [26]. As DNA is a highly charged polymer, there are interactions, including the particle-particle interactions (DNA-ions, ions-ions) and particle-wall interactions (DNA-wall, ions-wall). Therefore, in our further studies the interactions should be taken into account.
Neuron signaling

For the neuron signaling, we have studied a neuron exhibiting autapse phenomena. In our model, the auto-delayed feedback mechanism is described by a current which is simply proportional to the difference of the actual membrane potential and the membrane potential at an earlier time. This is too simple to describe the behavior of autapses which appeared to be chemical synapses [32]. Typically, a synapse consists of a presynaptic axonal terminal and a postsynaptic process. For a chemical synapse, the presynaptic electrical signal is converted into a chemical signal and then back into a postsynaptic electrical signal. This process involves a complex temporal evolution. How the presynaptic signal affects the postsynaptic electrical signal is under investigation for an autapse. As more and more experimental data are recorded, we can have a better understanding of this process.

Synchronization phenomena can be further studied on the propagation of signals in the neuronal systems. In the study of spiking synchronization of two ion channel clusters coupled linearly, Zeng and Jung proposed a new method to describe the synchronization strength [180]. In their method, they considered the synchronization which is achieved when the spiking time difference between the spikes from two different nodes is less than 3 ms. The synchronized spiking number is a good tool to study the coincidence of the spiking time. It can also be used to study the synchronization in the propagation along long axon chains.

Besides the research at cell level, another interesting research topic is to study the collective behavior at the level of neural networks. Neurons never work isolatedly and their functions are often modulated by other neurons and the environment. Therefore, it is crucial to study neural mechanisms at networks and ultimately link the findings to natural behavior, such as learning, memory storage, decisions and cognition.
Appendix

A.1 Mean First Passage Time

We give a detailed derivation of the first passage time to determine the transport quantities such as the average particle current and the mobility.

The first passage time is the first time of a stochastic process $x(t)$ to reach the boundary or leave a given domain $\Omega$. We start with the realizations initiated at $x_s$ in the domain $\Omega$ (Fig. A.1). Here, $x(t)$ is a one-dimensional stochastic process and $\Omega$ is an interval with one absorbing boundary at $x_1$ and one reflecting one at $x_0 < x_1$. The first passage time $T$ is the time to reach the boundary $x_1$ for the first time. To study the first passage time, we first calculate the probability density $P_\Omega(x, t)$ for $x(t)$ starting from $x(0) = x_s$ at $t = 0$ to reach $x$ in the given domain at time $t$. It satisfies the Fokker-Planck equation,

$$\frac{\partial P_\Omega(x, t)}{\partial t} = L P_\Omega(x, t), \quad (A.1)$$

where $L$ is the Fokker-Planck operator. The probability function $W(T)$ of the realizations that start from $x_s$ and have not reached the absorbing boundary $x_1$ at time $T$ is,

$$W(T) = \int_{x_0}^{x_1} P_\Omega(x, T) dx. \quad (A.2)$$

The distribution function $w(T)$ for the first passage time $T$ is given by

$$w(T) = -\frac{dW(T)}{dT} = -\int_{x_0}^{x_1} \dot{P}_\Omega(x, T) dx. \quad (A.3)$$

The average first passage time $T_1$ is,

$$T_1 = \int_0^\infty T w(T) dT = -\int_{x_0}^{x_1} dx \int_0^\infty T \dot{P}_\Omega(x, T) dT. \quad (A.4)$$

With partial integration, we can get,

$$T_1 = \int_{x_0}^{x_1} dx \int_0^\infty P_\Omega(x, T) dT. \quad (A.5)$$

By applying the backward operator $L^+$ which is the adjoint operator of $L$ to Eq. (A.5), the following equation is obtained [46, 181],

$$L^+ T_1 = -1. \quad (A.6)$$
The Fokker-Planck operator for the dimensionless Langevin equation Eq. (3.9) has the form,

$$\mathcal{L} = \frac{\partial}{\partial x} \left[ D_0 e^{-\beta V(x)} \frac{\partial}{\partial x} e^{\beta V(x)} \right].$$  \hspace{1cm} (A.7)

The corresponding backward Kolmogorov operator for the Markov process is,

$$\mathcal{L}^+ = e^{\beta V(x)} \frac{\partial}{\partial x} \left[ D_0 e^{-\beta V(x)} \frac{\partial}{\partial x} \right].$$  \hspace{1cm} (A.8)

Thus,

$$\mathcal{L}^+ T_1 = e^{\beta V(x)} \frac{\partial}{\partial x} \left[ D_0 e^{-\beta V(x)} \frac{\partial}{\partial x} \right] T_1 = -1. $$  \hspace{1cm} (A.9)

By integration, we get

$$\frac{\partial}{\partial x} T_1 = \frac{e^{\beta V(x)}}{D_0} \left[ - \int_a^x e^{-\beta V(z)} dz + K_1 \right],$$  \hspace{1cm} (A.10)

where, $a$ is an arbitrary point in the given domain $\Omega$, and $K_1$ is an integration constant. For the reflecting boundary conditions at $x = x_0$,

$$\frac{\partial T_1}{\partial x} \bigg|_{x=x_0} = 0.$$  \hspace{1cm} (A.11)

With Eq. (A.10), one obtains

$$K_1 = \int_a^{x_0} e^{-\beta V(z)} dz.$$  \hspace{1cm} (A.12)

Substituting Eq. (A.12) back into Eq. (A.10), for $x > x_0$, one obtains

$$\frac{\partial}{\partial x} T_1 = - \frac{e^{\beta V(x)}}{D_0} \int_{x_0}^{x} e^{-\beta V(z)} dz.$$  \hspace{1cm} (A.13)
Integrating once more, the following equation is obtained

\[ T_1 = - \int_b^x e^{\beta V(y)} \frac{D_0}{D_0} dy \int_{y_0}^y e^{-\beta V(z)} dz + K_2, \quad (A.14) \]

where \( b \) is an arbitrary point in the given domain \( \Omega \), and \( K_2 \) is second integration constant. For the absorbing boundary condition at \( x = x_1 \), \( T_1(x_1) = 0 \), thus,

\[ K_2 = \int_b^{x_1} e^{\beta V(y)} \frac{D_0}{D_0} dy \int_{y_0}^y e^{-\beta V(z)} dz. \quad (A.15) \]

Then, we substitute Eq. (A.15) back in Eq. (A.14) and get,

\[ T_1 = \int_x^{x_1} e^{\beta V(y)} \frac{D_0}{D_0} dy \int_{y_0}^y e^{-\beta V(z)} dz. \quad (A.16) \]

In the dimensionless Langevin equation (Eq. (3.9)), the effective potential is in the form \( V(x) = U(x) - fx \) with \( U(x + 1) = U(x) \). We consider the domain \(( -\infty, x_s + 1 \)) with the starting point \( x_s \) (i.e. \( x_0 \rightarrow -\infty \) and \( x_1 = x_s + 1 \)).

\[ T_1(x_s) = \int_{x_s}^{x_s+1} e^{\beta V(y)} \frac{D_0}{D_0} dy \int_{-\infty}^y e^{-\beta V(z)} dz. \quad (A.17) \]

As \( U(z) \) is periodic function, we can simplify the above expression with geometrical expansion, which is

\[ \int_{-\infty}^y e^{-\beta V(z)} dz = \int_{-\infty}^y e^{-\beta(U(z)-fz)} dz = \sum_{m=0}^{\infty} \int_{y-1}^{y} e^{-\beta V(z)} e^{-\beta fm} dz \]

\[ = \frac{1}{1 - e^{-\beta f}} \int_{y-1}^{y} e^{-\beta V(z)} dz. \quad (A.20) \]

Therefore, \( T_1 \) has the form as,

\[ T_1 = \frac{1}{1 - e^{-\beta f}} \int_{x_s}^{x_s+1} dx I(x), \quad (A.21) \]

with

\[ I(x) = e^{\beta V(x)} \frac{D_0}{D_0} \int_{x-1}^{x} dz e^{-\beta V(z)}. \quad (A.22) \]

Accordingly, the nonlinear mobility is,

\[ \mu = \frac{\langle \dot{x} \rangle}{f} = \frac{1 - e^{-\beta f}}{f \int_{x_0}^{x_0+1} dx I(x)} \]. \quad (A.23) \]
A.2 Numerical simulations

In this thesis, many results are obtained numerically. Here, we present the details of the numerical simulations.

Integration of the stochastic differential equation

Our works are done with the stochastic differential equations. The dynamics for the transport is described by Eq. (3.9). The neuron signaling is studied by the stochastic Hodgkin-Huxley equation with delayed feedback, i.e. Eq. (4.33), and a compartmental stochastic Hodgkin-Huxley equation, i.e. Eq. (4.42), both of which include the stochastic gating variables dynamics equations: Eq. (4.25) and Eq. (4.26). For convenience, we use a general description equation to denote all of them. It has the form as,

\[
\dot{x} = f(x) + \sqrt{D}\xi(t). \tag{A.24}
\]

Here, \( D \) is noise strength, \( \xi(t) \) is Gaussian white noise with zero mean and autocorrelation function as,

\[
\langle \xi(t)\xi(t') \rangle = 2\delta(t-t'). \tag{A.25}
\]

The stochastic differential equation can be numerically integrated by an Euler-type algorithm with the noise generated by the Box-Muller algorithm [133]. Each step of integration has the form as

\[
x(t + \Delta t) = x(t) + f(x)\Delta t + g_1, \tag{A.26}
\]

where \( g_1 \) is a Gaussian distributed random number. According to the Box-Muller algorithm, the Gaussian white noise is generated by two uniformly distributed random numbers \( r_1 \) and \( r_2 \) within the unit interval \([0, 1] \). Then, the Gaussian distributed number reads,

\[
g_1 = \sqrt{-2D\Delta t\log r_1 \cos(2\pi r_2)}. \tag{A.27}
\]

In our simulation, the integration step is \( \Delta t = 0.002 \). The initial values we picked are zeros.

Note that, the Hodgkin-Huxley gating variables \( n, m \) and \( h \) are confined to the interval from zero to one. In our simulations, these boundary condition for the gating variables is achieved by skipping each integration step to check whether its value is outside of \([0,1] \). It is realized by the following method. When the new value of \( x \) is generated by Eq. (A.26), we check whether it belongs to the range \([0,1] \). If not, one has to minus \( g_1 \) to go back to the old value. Then, we reproduce Gaussian distributed random number with new random numbers until the gating variables \( n, m \) and \( h \) within \([0,1] \).

For the transport problem, the mean current \( \langle \dot{x} \rangle \) can be obtained, i.e.

\[
\langle \dot{x} \rangle = \lim_{t \to \infty} \frac{x(t) - x_0}{t}, \tag{A.28}
\]

where, \( x(t) \) is the particle position at time \( t \), \( x_0 \) is the initial position.
A.2 Numerical simulations

Extraction of the point process

The neuronal encoding is carried by electrical signals, i.e., spikes. The stochastic signal of the membrane potentials can be analyzed by the occurrences of the spikes (action potentials). Therefore, a point process is extracted from each simulated spike train. To achieve this, we firstly define a certain detection barrier to determine the occurrences of spikes. In our simulations, we choose $V_0 = 0 \text{ mV}$ as the threshold value. A spike is detected when the potential $V(t)$ exceeds $V_0$, c.f. Fig. A.2. In fact, the threshold can change in a wide range with almost no effect on the spike detection. The spike occurrence time $t_i$ is recorded. Therefore, a point process is obtained:

$$u(t) := \sum_{i=1}^{N} \delta(t - t_i) ,$$  \hspace{1cm} (A.29)

where $N$ is the total number of spikes that occur in the elapsed time interval.

One problem has to be addressed. Due to the noise, more than one upward-crossing of the action potentials may occur. To avoid this, a more elaborated decision scheme for the occurrence of spikes is applied in our simulations. As there is no spike occurring during the refractory period which has been introduced in the thesis, we define an artificial death time. During this time, there is no spike. It begins at the occurrence time and lasts about 5 ms. We point out that this artificial death time should be smaller than the refractory time.

Based on the point process, the interspike interval histograms (ISIH) and the mean interspike interval $\langle T \rangle$ can be obtained.

Computation of interspike interval histograms (ISIH)

The interspike interval histograms (ISIH) are computed by the following procedures:

1. Extraction of the point process from the simulated membrane potential.
2. The interspike interval $T_i$ is obtained from the definition Eq. (4.29).
3. To calculate the ISIH within time range $[0, T]$, firstly, we divided this range into
\( N \) bins of width \( \Delta := T/N \). In our simulations, it is fixed at 0.2 ms. Secondly, \( N_j \) (with \( j = 1, ..., N \)) is introduced to count the number of \( T_i \) that enters the \( i^{th} \) bin, i.e. the time interval \( [(j-1)\Delta, j\Delta] \). If \( T_i \) belongs to the time interval \( [(j-1)\Delta, j\Delta] \), then \( N_j \) plus one. As there may be some interspike interval \( T_i \) out of the range \([0, T] \), we also count the total interspike interval numbers \( N \) within this range \([0, T] \). At last step, we normalized the interspike interval histograms (ISIH) by divided the total interspike interval numbers \( N \).
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