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1 Introduction
Energy consumption pervades modern-day lives, including many aspects of entertain-
ment, information, security, infrastructure, or health, to name but a few. We consume
energy directly, e.g., when using mobile devices, making coffee or taking the car, or con-
tribute indirectly to energy consumption, by buying products, using the internet or eating
out. Even when exploring wild nature, we use battery powered torches, cameras, or space-
based satellite navigation systems.
Technological progress and our constantly evolving life style have led to a steadily grow-

ing demand in energy. Over the last forty years, global energy consumption hasmore than
doubled [1]. Although this rate of development seems to be slowing down in highly de-
veloped countries, energy demand is growing fast in newly industrialized countries like
China, India or parts of South America, as they are striving to close the technological gap.
In China alone, energy consumption has increased by over 300% over the same period
of time [1]. Furthermore, CO2 emission, nuclear waste as well as the exploitation of re-
sources, have had a long lasting impact on landscapes and ecosystems.
To reduce the dependency on conventional energy resources, new, efficient methods of

energy conversion and renewable energies are being explored. Especially the harvesting
of solar energy holds enormous potential, as the solar power reaching Earth exceeds the
global consumption of primary energy by a factor of 10000.
However, solar energy still constitutes less than 1% of human global energy produc-

tion [1], as new technologies are expensive and need time to develop. Assessing and en-
hancing existing energy conversion processes is therefore indispensable to reducing the
consumption of critical resources and limiting the environmental impact.
Converting heat into electric power accounts for the generation of about 80% of to-

day’s electricity [1]. However, technical limitations prevent the heat, mainly generated by
burning fossil fuels or even concentrating solar power, from being fully utilized. Coal, for
example — responsible for approximately 40% of global electricity production [1] — is
burned at a temperature of 1500 °C–1600 °C [2]. The steam turbines that are used in coal-
combustion power plants, however, work with inlet temperatures of only about 600 °C [2].
Due to this significant temperature gap, excess energy is lost in the process.
Thermionic energy conversion, as explored and developed in the frame of this and Ste-

fan Meir’s theses [3], provides an opportunity to close this gap by converting the excess
energy into electrical output power. Thermionic converters can work efficiently at very
high inlet temperatures, while rejecting heat that can be used to power secondary heat
engines. This way, the generated heat can be fully utilized and the efficiency of the energy
conversion process is greatly enhanced [4].
The concept of thermionic energy conversion was developed in the beginning of the

20th century, and was the subject of intensive research in the 1950s and 1960s [5, 6]. The
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1 Introduction

concept is simple [6, 7]: electrons are emitted from a heated metal electrode in vacuum
and absorbed on a second, cooler metal electrode. This electron flow induces a voltage
difference that can be used to source a current and generate electrical power.
In addition to improving the efficiency of existing conversion processes, thermionic

converters have the potential to be used as highly-efficient autonomous heat engines, e.g.,
in space applications [5, 8], or for converting fuel-combustion heat in cars [4]. For so-
lar applications, the electron emission can be enhanced by exploiting the photoelectric
effect [9], making them candidates for converting solar energy to electricity with unprece-
dented efficiency.
Themain obstacle facing this technology is the formation of a space-charge cloud inside

the converters, which dramatically reduces their efficiency. Despite intensive efforts, no
solution to this problem has so far been found.
In this thesis, I will present a new concept that abolishes the space-charge cloud and

enables a virtually space-charge free electron transport in thermionic converters. Our
concept uses a positively charged gate electrode that creates a potential trough, which
accelerates the electrons away from the concentrated space-charge region. The gate is a
structured metal grid mounted between the two electrodes. A magnetic field is used to
prevent the electrons from reaching the gate by channeling them through the gate open-
ings. This new concept involves exclusively electrons and no ions. It is therefore best
characterized as ‘thermoelctronic energy conversion’.
Under the guidance of Prof. Dr. Mannhart, we developed this project in a team. We

collaborated closely on all aspects of the project; StefanMeir focused on the experimental
setup andmeasurements, while I was responsible for theoretical considerations andmodel
calculations of the system.
We created a mechanical setup to investigate the working principle and the effect of the

electric and magnetic fields. We further developed model calculations based on estab-
lished space-charge theories to predict the performance of the energy converters and to
compare them to the experimental results.
I will look in detail into the physical principles of thermoelectronic energy conversion

and determine the ultimate conversion efficiency limit. After introducing the newly de-
veloped model, I will concentrate on theoretical considerations and model calculations.
I will give a brief overview of our experimental setup and measurements, which are de-
scribed in detail by StefanMeir in reference [3]. Finally, I will explore potential efficiencies
of thermoelectronic energy converters based on our new concept, both for combined cy-
cle systems and stand-alone converters and the compelling implications for solar energy
converters.
Throughout this thesis, the electric potential and the current will be used related to

electrons rather than positive charges. The current therefore indicates the direction of
motion of electrons, and a positive potential indicates a repelling potential for electrons.
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2 Introduction to Thermionic Energy
Conversion

In this chapter, I will present an overview of the fundamental principles of thermionic en-
ergy converters. After introducing the basic working principle, possible applications, and
the main challenges, I will focus on two physical concepts, the work function and electron
emission, that are essential for thermionic energy conversion and will play a crucial role
throughout the course of this work. Building on that, I will determine the efficiency limit
for thermionic devices and illustrate the analogies between thermionic and thermoelectric
converters. At the end of the chapter I will give a brief historical overview of thermionic
energy conversion.

2.1 Working Principle, Applications andMain
Challenges

A thermionic energy converter (TIC) is a heat engine that converts thermal energy to elec-
trical energy. Electrons are thermally emitted from a hot surface — called the emitter —
and absorbed on a second, cold surface — the collector. As a result, a voltage difference
between the two electrodes is induced, which can be used to drive a current through a
load resistance. In its most basic form, a thermionic converter consists only of an emit-
ter and a collector in vacuum, an electrical load resistance and the electrical connections
(figure 2.1).
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Figure 2.1: Sketch of the essential parts and
the working principle of a thermionic en-
ergy converter. Electrons are emitted
from the heated emitter surface and ab-
sorbed by the cold collector. A voltage is
induced, which can be used to source a
current through an electrical load.
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2 Introduction to Thermionic Energy Conversion

The efficiency limit for every heat engine is given by the Carnot efficiency 𝜂Carnot, which
is determined only by the temperatures 𝑇hot and 𝑇cold of the hot and cold heat reservoirs

𝜂Carnot = 1 −
𝑇cold
𝑇hot
. (2.1)

In aTIC, the temperatures thatmay be applied are, in principle, only limited by themelt-
ing point of the metals. Since the heat transport in vacuum is small, a high temperature
difference between the two metal plates can be maintained during operation. Therefore,
very high temperature differences between emitter and collector can be applied, implying
a high Carnot efficiency limit.
Different to most other heat engines generating electrical power from thermal energy,

a TIC does not use mechanical work as an intermediate step, leading to fewer potential
energy loss channels. Furthermore, the main process in a TIC, the emission and absorp-
tion of electrons, is reversible, if thermalization of the electrons can be avoided (see chap-
ter 2.5). As a consequence, the efficiencies of TICs can in principle be very high, close
to 𝜂Carnot.
By reversing the working principle, thermionic devices can be operated as heat pumps

and therefore be used for refrigeration [10].

Applications for Thermionic Energy Converters

Possibly the greatest advantage of TICs lies in the high-temperature regime, which is typ-
ically reached by combustion or nuclear decay, or even by concentrated solar light.
The high applied temperatures also open up the possibility of using a TIC as a topping

cycle. The rejected heat from the collector can be used to power a second heat engine that
is particularly efficient in a lower temperature regime, such as a steam turbine or a Stirling
motor. As a result, a very high overall efficiency is obtained [4, 11–13].
Further advantages of TICs are that no moving parts and no working liquid or gas are

used, enabling a potentially long lifetime and low maintenance, a high power density, a
small size and a possibly low mass of the devices [5, 6].
These properties are specifically suited to space applications, but also make thermionic

converters compelling candidates for converting fuel combustion heat into electricity for
use in transportation purposes, e.g. in cars. For space applications, nuclear fueled and
solar converters have already been considered in the past, mainly with a cylindrical ge-
ometry (figure 2.2), because this setup enables specifically high power densities [14].
TICs can also be used terrestrially to convert solar heat to electricity. They could be in-

stalled in the focal point of parabolic dish concentrators tracking the solar light, analogous
to Stirling Dishes [15] used today. They could be used either as stand-alone devices or in a
combined cycle to enhance the efficiency of existing solar concentrated power plants. For
solar applications, the emission current can furthermore be enhanced by exploiting the
photonic character of light [9], leading to significant current densities even for moderate
temperatures, and therefore very high conversion efficiencies.
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2.1 Working Principle, Applications and Main Challenges
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Figure 2.2: Sketch of a cross section of a
thermionic energy converter with a cylindri-
cal geometry. This setup is specifically suited
for high power densities.

One advantage that is often overlooked is that thermionic energy converters are com-
pletely silent, making them interesting, e.g., for microelectronic applications, both for
power generation or refrigeration purposes.

Main Challenges for Efficient Thermionic Energy Conversion

Despite their great potential, the development and application of thermionic converters
have been held back in the past by the low efficiency of practical devices. The two main
obstacles preventing highly-efficient TICs are the demanding material requirements and
the formation of a space-charge region in the inter-electrode space.
For a practical and efficient TIC, longtime stable materials with specific physical and

chemical properties are required. Most importantly, emitter and collector need to have
work functions in a particular range. To obtain sufficient current densities, the emitter
work function 𝜙e has to be sufficiently low, typically below 3 eV. For a high efficiency, the
collector work function 𝜙c should be very low, ideally in the range 0.5 eV–1.5 eV.
Over the past 50 years, tremendous progress has been made in material research. Find-

ing a suitable emitter material appears attainable today. The collector material presents
a much greater challenge, since not many longtime-stable materials with very low work
functions are known. However, in recent years several promising material systems have
emerged. Furthermore, coating of the collector surface with few atomic layers of certain
elements, such as Ba, La, Cs ormetal oxides, thereby significantly reducing the work func-
tion [6, 16], remains a possibility. In chapter 6.3, I will briefly discuss possible material
systems suited to thermionic energy conversion.
Besides this technical obstacle, the second — intrinsic — challenge, which has proven

difficult to overcome until today, is the formation of a space-charge cloud between emitter
and collector, which drastically reduces the current density, the output power and the
efficiency of the devices. Emitted electrons form a cloud of negative charges close to the
emitter surface in the vacuum gap, repelling following electrons. A significant part of the
emitted electrons is forced back to the emitter and does not reach the collector. Figure 2.3
shows a sketch of the space-charge formation in a TIC.
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2 Introduction to Thermionic Energy Conversion
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Figure 2.3: Sketch of the space-charge
formation in a thermionic energy
converter. Electrons in the inter-
electrode space form a cloud of neg-
ative charges. Following emitted
electrons are repelled and pushed
back to the emitter. As a conse-
quence, only a fraction of the emit-
ted electrons reach the collector.

The space-charge cloud creates a negative, repulsive potential for the emitted electrons.
The size of the potential depends on several experimental parameters, such as the ge-
ometrical arrangement of emitter and collector, the emitter work function 𝜙e and the
emitter temperature 𝑇e. As an example, in a TIC with an emitter-collector distance of
𝑑ec = 500 μm, the output current is reduced to a few percent of the saturation value, re-
ducing the output power by the same ratio.

2.2 Approaches to Avoid the Influence of the Space
Charge

To avoid the detrimental influence of the space charge, three different approaches have
been developed: (1) reducing the emitter-collector distance, preventing the formation of a
strong charge cloud; (2) inserting positively charged ions into the converter to compensate
for the negative charge of the electrons; and (3) applying electric fields to accelerate the
electrons out of the space-charge region, possibly in combination with amagnetic guiding
field. Below I will briefly discuss the three approaches and their specific advantages and
disadvantages.

Close-Space Technique

Reducing the emitter-collector distance 𝑑ec leads to fewer electrons in the inter-electrode
space, which additionally reach the collector faster. As a consequence of this, the space-
charge density is reduced. Figure 2.4 shows the maximum height of the space-charge po-
tential𝛷sc,max and the current density 𝐽 plotted as a function of𝑑ec for a plane-parallel TIC.
High current densities can only be achieved for distances of the order of fewmicrometers.
High efficiencies have been predicted for close-space energy converters. In 1956, Hat-

sopoulos and Kaye reported of a prototype device with an efficiency of nearly 13% for
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2.2 Approaches to Avoid the Influence of the Space Charge
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Figure 2.4: Current density 𝐽 (blue
curve) and space-charge potential
maximum 𝛷sc,max (green curve)
plotted as a function of the emitter-
collector distance 𝑑ec for a plane-
parallel TIC. Significant current
densities are only obtained for dis-
tances of the order of few microme-
ters. The following typical parame-
ters were used: 𝜙e = 2.5 eV, 𝑇e =
1500 °C. The collector back emis-
sion was considered to be negligible.

a distance of about 10 μm [17]1. Since then, much effort has been put into the develop-
ment of micro-thermionic converters (MTCs). However, the performance of practical
devices has been worse than expected and the close-space technique has, to our knowl-
edge, not been industrially realized until today, despite progress in technical and material
research [5, 18, 19]. The main reason for this is the difficulty to mechanically control and
maintain the very small distances when high temperature differences are applied.
Recent studies have shown that if the gap size is reduced below 𝑑ec ≲ 1 μm, additional

processes, like electron tunneling or near-field radiative heat loss, come into play [20–22].
Optimal emitter-collector distances have been found to be in the range of 0.9 μm–3 μm[20].

Vapor Diodes

In a vapor diode positively charged ions are inserted into the inter-electrode space to com-
pensate for the negative charges of the electrons. The value of the space charge is a func-
tion of the density of charged particles. It is therefore smaller for higher particle velocities.
Due to the much higher mass of the ions, the ion current has to be only a fraction of the
electron current. As Cesium exhibits the lowest ionization energy of all stable elements
and has a high mass, it has become the standard element used in vapor diodes [23]. A
further advantage is the property of Cs to condense on the metallic surfaces, significantly
lowering their work functions [24].
When Cs gas is inserted into the converter, ions can be generated by either volume ion-

ization or surface ionization. Although only very little power is expended for surface ion-
ization, it has proven to be impractical, because the electrode work function needs to be
at least as high as the Cs ionization energy of 3.9 eV [4]. As I will show in section 2.4, no
sufficient emission current can be obtained for such high work functions.
In the volume ionization method — which is called the ‘ignited (arc) mode’, Cs+ ions

are produced through collisional processes. To maintain the discharge, a voltage drop be-

1This value is often cited as a proof for the practicability of close-space converters. It should bementioned,
however, that this prototype model consisted of twometal cylinders with diameters of about 3mm. The
current was measured only at the tips of these cylinders and the efficiency was extrapolated from the
measured current.
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2 Introduction to Thermionic Energy Conversion

tween emitter and collector of approximately 0.5V is needed [4, 24]. This voltage differ-
ence lowers the output power by about 50% [4], significantly lowering the efficiency of
the energy converter.
Further disadvantages of the vapor diodes are energy losses through electron collisions

and an additional heat transfer through the inserted gas. Despite these drawbacks, ignited-
mode TICs have become the basis for most practical devices until today [4, 5, 24].

Electric andMagnetic Field Approach

The space-charge cloud is formed very close to the emitter surface. Electric fields can
be used to accelerate electrons away from the emitter, diffusing the concentrated charge
cloud [6]. The space-charge potential is furtherweakened due to the higher electron veloc-
ity. A magnetic guiding field can be applied to prevent electrons from reaching the gate
electrode. However, no efficient energy converters using this approach could be built,
mainly due to high energy losses on the positively charged gate electrodes, and it has been
abandoned completely.

Despite these efforts, no solution for the space-charge problem has yet been found. In
the next chapter, I will introduce our new concept, which is based on the electric and
magnetic field approach and accomplishes to completely suppress the space charge in
thermionic devices.

2.3 Work Function and Contact Potential

The work function 𝜙 of a material is defined as the minimal energy required to remove
an electron from inside the material from the electrochemical potential 𝜇 to an infinite
distance, i.e.2

𝜙 ≡ 𝐸vac − 𝜇. (2.2)

𝜙 is a material constant and depends on different parameters, including the surface
structure, the surface charge distribution, and, for conducting materials, the image force
[25, 26]. For many applications, the work function is assumed to be independent from
the temperature 𝑇. This assumption is only an approximation, but for many materials,
especially metals, 𝜙 can be considered constant without introducing significant errors.
Throughout the course of this work I will neglect the temperature dependence of 𝜙, as the
exact behavior of the work function is not crucial to the model system I will present.
The work function of pure elements ranges from 2 eV–5 eV [27, p.12-126]. While com-

poundmaterials can havework functions differing from their single elements, theymostly
lie within the same range. However, by modifying the surface structure of a material, the

2This definition is strictly only valid for metals with uniform surfaces. For certain materials, different
surfaces can have differing work functions, leading to surface charges that create an electric field and
shift the vacuum levels, analogous to the effect of the contact potential.
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2.3 Work Function and Contact Potential

work function can be strongly influenced. A commonly applied method is to create a
dipole layer of few atomic layers on the surface of a material, thereby significantly reduc-
ing 𝜙. Pure tungsten for example— amaterial frequently used in vacuum tubes and TICs
due to its high temperature stability—has awork function of approximately 4.5 eV. When
coated with barium, 𝜙 is reduced to about 2 eV [28], while a layer of Cs-atoms can reduce
it to even below 1 eV [16].

Contact Potential

I shall now consider twometals with different work functions 𝜙1 and 𝜙2. When no electric
potential is applied and the two metals are insulated from each other, no electric field ex-
ists between them. Consequently, the vacuum energy level𝐸vac has to be the same for both
metals (figure 2.5 (a)). Electrons that reach the ‘surface just outside themetal’, as indicated
in the figure, are considered to have overcome the work function. This is only an approx-
imation, as the image force scales with 1/𝑟2. For a distance of more than about 0.1 μm,
however, its influence is negligible and the electric potential is equivalent to 𝐸vac [29].
I will use this notation throughout the course of this work.

E
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Figure 2.5: Sketch illustrating the electric potentials of two different metals with work functions 𝜙1 and
𝜙2. The thermal distribution of the electrons above the electrochemical potential is indicated, too.
(a) The two metals are at a macroscopic distance and electrically insulated from each other. If no
electric potential is applied and both metals are electrically neutral, no electric field exists between
them. (b) When the metals are electrically connected, electrons flow from one metal to the other
until the electrochemical potentials are balanced. The charge transport leads to surface charges,
which shift the electrical potentials of the metals and induce an electric field between them.

When the two metals are electrically connected, electrons flow from one metal to the
other until the electrochemical potentials 𝜇1 and 𝜇2 are equal (figure 2.5 (b)). Since there
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2 Introduction to Thermionic Energy Conversion

was a transport of charge, the electric potentials of the two metals are no longer equal.
There are surface charges on each metal, which shift the electrochemical potentials and
create an electric field between the two metals.
The difference of the electric potentials — called the contact potential — can be made

evident as follows: an electron is removed from metal 1 into the vacuum by investing the
energy 𝜙1. It travels to metal 2. By entering, it gains the energy 𝜙2. The electron can
now move freely from metal 1 to metal 2 through the electrical connection. Assuming
𝜙1 < 𝜙2 — as indicated in figure 2.5 (b), the conservation of energy requires the electron
to perform the work𝑊 = 𝜙2 − 𝜙1 to travel from metal 1 to metal 2 in the vacuum space.
This is equivalent to a potential difference of 𝜙2 −𝜙1, creating an electric field between the
metal surfaces, decelerating electrons traveling from metal 1 to metal 2. This well known
effect is used, e.g., in ‘Kelvin Probe forcemicroscopy’ [30] to determine the work functions
of materials.
The contact potential is essential for thermionic energy converters. On the one hand,

the work function of the emitter 𝜙e has to be low enough to obtain a sufficient emitter
current. On the other hand, the collector work function 𝜙c has to be lower than 𝜙e so that
all emitted electrons reach the collector. Furthermore, it has to be considered that, when
electric power is generated, the load voltage increases the electric potential of the collector.
Figure 2.6 illustrates the different potentials in a TIC. As I will show in section 2.5, the
ideal configuration for thermionic energy converters is obtained when both emitter and
collector are on the same electric potential. In this case — if the space charge could be
neglected — all electrons emitted reach the emitter.
Figure 2.6 further demonstrates that a lower collector work function enables a higher

load voltage and consequently a higher electrical output power. Electrons leaving the
emitter have a kinetic energy 𝐸kin ≥ 𝜙e. When the electrons are absorbed by the col-
lector, a certain fraction of their kinetic energy is converted into the energy 𝑒𝑉load, while
the remaining energy heats the collector and is lost3. Decreasing 𝜙c directly translates
into a higher power output. A low collector work function is thus crucial for an efficient
thermionic energy converter.

Space Charge as EffectiveWork Function

The space charge creates a negative electric potential 𝛷sc. Only electrons with sufficient
initial kinetic energy to overcome the space-charge maximum 𝛷sc,max reach the collec-
tor. The space charge effectively increases the work function in a TIC to 𝜙e + 𝑒𝛷sc,max, as
illustrated in figure 2.7.

3When the TIC is used as a topping cycle, the energy heating the collector is not lost, but used to power a
secondary heat engine.
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2.3 Work Function and Contact Potential
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Figure 2.6: Sketch illustrating the consequence of the contact potential on thermionic converters. Emit-
ter and collector with work functions 𝜙e and 𝜙c, respectively, are electrically connected. (a) 𝜙e has
to be higher than 𝜙c so that electrons are not accelerated back towards the emitter. (b) When elec-
tric power is generated, the load voltage 𝑉load increases the electric potential of the collector. The
optimal configuration is obtained when the electric potentials of emitter and collector are equal, so
that no electric field exists between them.
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Figure 2.7: The space charge effectively in-
creases the emitter work function in aTIC.
Only electrons with an initial kinetic en-
ergy of 𝜙e + 𝑒𝛷sc,max reach the collector.
The space-charge maximum 𝛷sc,max can
therefore be treated as an addition to the
work function of the emitter.
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2 Introduction to Thermionic Energy Conversion

2.4 Electron Emission Phenomena

In this section Iwill discuss the basic principles of thermionic electron emission, including
the emitted current density, the velocity distribution of the electrons and the energy flux.
I will further present a method to combine the photoelectric effect with the thermionic
emission to increase the emitted current.

Richardson-Dushman equation

The Richardson-Dushman equation describes the current density emitted from a heated
metal surface. To derive the equation, a metal in thermal equilibrium is considered. The
spectral density of the electrons is given by the Fermi-Dirac distribution

𝑓FD(v) =
𝑚e
4𝜋3ℏ3

1
exp [( 12𝑚e𝑣

2 − 𝜇) /(𝑘B𝑇)] + 1
. (2.3)

Electrons leaving the metal need to have an energy of least the work function 𝜙. Since 𝜙
is of the order of a few electron volts, their velocity distribution can be approximated by4

1
exp [( 12𝑚e𝑣

2 + 𝜙) /(𝑘B𝑇)] + 1
≈ exp [− (

1
2
𝑚e𝑣
2 + 𝜙) /(𝑘B𝑇)] .

To calculate the current density 𝐽 = 𝑛𝑒𝑣flowing away from the surface, the contributions
fromall electronswith a positive velocity normal to themetal surface have to be integrated.
If the x-direction is chosen as the direction of the current, it follows

𝐽RD =
𝑒𝑚e
4𝜋3ℏ3
e−
𝜙
𝑘B𝑇

∞

∫
0

d𝑣x

∞

∫
−∞

d𝑣y

∞

∫
−∞

d𝑣z𝑣xe
−𝑚e𝑣
2

2𝑘B𝑇 = 𝐴RD𝑇
2e−

𝜙
𝑘B𝑇 . (2.4)

This result is called the Richardson-Dushman [31, 32] equation, with the Richardson-
Dushman constant

𝐴RD =
𝑒𝑚e𝑘
2
B

2𝜋2ℏ3
= 120A/(cm2 K2). (2.5)

Figure 2.8 displays the Richardson-Dushman current density plotted as a function of
the temperature for different emitter work functions. The graph demonstrates that for
materials with work functions typically used in TICs— in the range of 2 eV–3 eV— tem-
peratures of at least 1200K have to be applied to generate significant emission currents.
The Richardson-Dushman equation is a good approximation for pure metals with a

uniform surface. The emitted current density, however, can deviate strongly from this
theoretical value, especially for non-metals and inhomogeneous surfaces [33]. Effects like
4The fact that velocity distribution of electrons outside a metal surface follows aMaxwell-Boltzmann form
has encouraged the belief that the Maxwell-Boltzmann distribution is valid inside a metal, too, and
delayed the discovery of the Fermi-Dirac statistic [25].
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Figure 2.8: Richardson-Dushman
current density 𝐽RD as a function
of the temperature 𝑇 for different
material work functions 𝜙.

the temperature dependence of the work function, the exact surface structure, the crys-
tallographic plane and electron reflection have to be taken into account. The Richardson-
Dushman emission is thus often treated as a phenomenological equation, the modified
constant 𝐴∗ being determined experimentally.
As an exact formulation of the emission current is not crucial to the investigation of

our new concept, I shall not discuss it further here. For a detailed analysis of the emis-
sion current and the consequences on thermionic energy converters, please refer, e.g., to
references [29] and [33].

Emission Regimes

The Richardson-Dushman current density represents the saturation value for an emit-
ting metallic surface when no strong accelerating electric fields are applied. The actual
measured current, however, depends on the electric field outside the metal, which can
be caused, e.g., by the space charge of the emitted electrons or by an externally applied
voltage. Depending on the applied electric field, the current density can be divided into
different emission regimes, as shown in figure 2.9.

Child
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Figure 2.9: Emitted current density 𝐽
of a metallic surface as a func-
tion of the applied electric field 𝐸
for a plane parallel diode config-
uration with an electrode distance
of 100 μm. Depending on the
strength of 𝐸, the qualitative be-
havior of 𝐽(𝐸) changes. This be-
havior can be divided into different
regimes, which are indicated by the
names ‘Child’, ‘Richardson’, ‘Schot-
tky’, and ‘Fowler-Nordheim’. Data
calculated by Stefan Meir [3].
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2 Introduction to Thermionic Energy Conversion

I will discuss now the emission regimes using the example of a plane-parallel diode.
When no electric field is applied, the space charge of the emitted electrons dominates
the current density. Only a small fraction of the emitted electrons reaches the second
electrode.
The space charge can be reduced by applying an accelerating electric field. The current

density is described by the Child-Langmuir Law [34, 35]

𝐽 =
4
9
𝜀0 (
2𝑒
𝑚e
)
1
2 𝐸
3
2

𝑑
1
2
ec

, (2.6)

where 𝑑ec represents the distance between the emitter and collector electrodes.
When the electric field is strong enough to completely suppress the space charge, the

current density reaches a saturation level, given by the Richardson-Dushman equation.
Increasing the electric field beyond about 106V/m further increases the emitted current.

The work function is reduced by the electric field, a process called Schottky effect [36]. By
superposition of the electric field and the work function, it can be shown that 𝜙 is reduced
by [29]

Δ𝛷 = 𝑒(
𝑒𝐸
4𝜋𝜀0
)
1
2
. (2.7)

The emitted current density is derived by modifying the Richardson-Dushman equation
accordingly to consider the contribution of Δ𝛷, yielding

𝐽 = 𝐴RD𝑇
2e−
𝛷−Δ𝛷
𝑘B𝑇 = 𝐴RD𝑇

2 exp [−
𝛷
𝑘B𝑇
] exp[
𝑒(𝑒𝐸/4𝜋𝜀0)

1
2

𝑘B𝑇
] . (2.8)

For electric fields larger than 108V/m, electrons start tunneling through the potential
barrier into the vacuum. Thereby, electrons without enough kinetic energy to overcome
the work function leave the metal and contribute to the emitted current. This regime is
called Fowler-Nordheim Emission [37]. This process does not play a role for conventional
TICs, but it may be exploited, for example, when using a thermionic energy converter for
refrigeration.

Photon-Enhanced Thermionic Emission

Recently, a group in Stanford [9] investigated the possibility of enhancing thermionic elec-
tron emission by exploiting the photonic character of sunlight [38] for thermionic energy
conversion. Photon-enhanced thermionic emission (PETE) combines the photoelectric
effect [39] with thermionic emission, leading to an increased emitted current density.
In PETE, a p-type semiconductor is used as the emitter. Electrons in the valence band

are first excited by solar radiation into the conduction band, where they thermalize and
diffuse through the material. After thermalization, the electron energies in the semicon-
ductor are distributed according to the quasi-electrochemical potential 𝜇′ rather than to
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2.4 Electron Emission Phenomena

the electrochemical potential 𝜇. As indicated in figure 2.10, 𝜇′ is located just below the
conduction band edge. Electrons in the semiconductor have a thermal energy distribu-
tion that is similar to the thermal energy distribution in a metal, but their average energy
is higher.
Electrons reaching the emitter surface with enough energy to leave the semiconductor

are emitted and contribute to the current density. These electrons were excited by both
the photon energy to overcome the band gap and the thermal energy to leave the emitter.
The current density achieved is higher than for normal thermionic emission.

E

surface
just outside

emitter

μ

ϕe

Evac

χ-

Eg

μ‘

+
valence bandincoming

photon

photon-enhanced
thermal distribution

normal
thermal distribution

Figure 2.10: Schematic diagram
of the processes contributing to
the photon-enhanced thermionic
emission, following reference [9]. A
p-type semiconductor with a band
gap 𝐸g is used as emitter. Electrons
in the valence band are excited by
photons with sufficient energy into
the conduction band, where they
thermalize. To leave the emitter
surface, the electrons need enough
energy to overcome the electron
affinity 𝜒, which is given by the
difference between the conduction
band minimum and the vacuum
energy level 𝐸vac. Through the pho-
toelectric excitation, the thermal
energy contribution is modified as
shown. The electrochemical poten-
tial 𝜇 and the quasi-electrochemical
potential 𝜇′ are indicated, too.

The emitted current density can be calculated analogous to the Richardson-Dushman
equation and is given by

𝐽 = 𝑒𝑛⟨𝑣x⟩e
−𝜒/𝑘B𝑇, (2.9)

where 𝑛 is the electron density in the conduction band and ⟨𝑣x⟩ the average velocity
perpendicular to the surface [9]. The electron affinity 𝜒 indicates the energy difference be-
tween the conduction band minimum and the vacuum energy level 𝐸vac (see figure 2.10).
The parameters 𝑛, ⟨𝑣x⟩ and 𝜒 depend onmaterial characteristics, such as the effective elec-
tron mass 𝑚∗, the band gap 𝐸g or the electrochemical potential 𝜇. The conduction-band
population 𝑛 has to be calculated by balancing the rate of charge carrier generation, in-
cluding photoelectric and thermal excitation, recombination and thermionic emission.
Although the current density is increased by directly using the photon energy ℎ𝜈, the

energy distribution of the emitted electrons is the same as for conventional thermionic
emission, following a Maxwell distribution.
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2 Introduction to Thermionic Energy Conversion

For a detailed investigation and analysis of the photon-enhanced emission and the con-
sequences and possibilities for thermionic energy conversion, please refer to reference [9].

Energy Flux

Every electron emitted from a metallic surface carries a thermal energy, thereby cooling
the emitting surface. The energy carried away by the emitted electrons can be calculated
by integrating the contributions of all electrons with enough energy to overcome the work
function 𝜙— analogous to the calculation of the emitted current density. The energy flux
𝜔 describes the energy carried away by the electrons per unit area. It is given by

𝜔 =
∞

∫
0

d𝑣x

∞

∫
−∞

d𝑣y

∞

∫
−∞

d𝑣z (𝜙 +
𝑚e𝑣
2

2
) 𝑣x𝑓FD(v) =

𝐽RD
𝑒
(2𝑘B𝑇 + 𝜙). (2.10)

Velocity Distribution of Emitted Electrons

As shown earlier, thermally emitted electrons follow adistributionwith aMaxwell-Boltzmann
form. The distribution can be approximated by [29]

𝑓h(v) =
{
{
{

2( 𝑚e2𝜋𝑘B𝑇)
3
2 e−
𝑚e𝑣
2

2𝑘B𝑇 𝑣x ≥ 0
0 𝑣x < 0

. (2.11)

Since the contribution of all electrons with 𝑣x < 0 is zero, this distribution is often called
‘Half-Maxwellian’. The mean velocity in x-direction is given by ̄𝑣x = √2𝑘B/𝑚𝜋, the mean
kinetic energy in x-direction by �̄�kin, x = 1/2𝑘B𝑇.
When a space-charge potential is considered, only electronswith sufficient initial kinetic

energy overcome the space-chargemaximum𝛷sc,max. However, these electrons also follow
a ‘Half-Maxwellian’ distribution with the same mean energy and same mean velocity as
before. Again, the space-charge potential acts as an effective work function.

2.5 Ideal Output Characteristics and Efficiency

In an ideal thermionic converter the space charge is assumed to be absent. Its influence on
the performance of the TIC is therefore completely neglected. The calculation of the ideal
output characteristics and the ideal efficiency represent an upper limit for all thermionic
energy converters. In this context, the basic loss mechanisms and fundamental processes
can be understood.
In chapter 6.2, I will calculate the efficiency of our newly developed model based on the

principles presented here.
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2.5 Ideal Output Characteristics and Efficiency

Current Density and Output Power of an Ideal Thermionic Energy Converter

When no space charge is present, all electrons evaporated from the emitter reach the col-
lector, as long as the electric potential of the collector is smaller or equal to the potential
of the emitter — i.e. 𝜙c + 𝑒𝑉load ≤ 𝜙e. In this case, the current density is described by the
Richardson-Dushman equation.
If 𝜙c + 𝑒𝑉load > 𝜙e, only electrons with sufficient initial energy reach the collector. Since

the energy distribution of the emitted electrons follows a Maxwellian form, the current
density 𝐽 decreases exponentially for increasing load voltage𝑉load. Figure 2.5 displays the
relative potentials for these different cases.
The output power 𝑃load is given by

𝑃load = 𝐽𝑉load. (2.12)

It increases linearly with 𝑉load, as long as 𝜙c + 𝑒𝑉load ≤ 𝜙e. The output power reaches a
maximum for

𝑒𝑉load = 𝜙e − 𝜙c, (2.13)

because the current density decreases exponentially for higher 𝑉load. Equation (2.13)
therefore indicates the optimal converter configuration (figure 2.12).
Figure 2.11 shows the current density and the output power density as functions of𝑉load

for an ideal TIC.

 J lo
ad

  (
A

/c
m

²)

Vload (V)

0
0 1.5 3.0

  P
load (W

/cm
²)

0

1

J~ e-Vload /kBT

Vload = (ϕe - ϕc)/e

1

Figure 2.11: Current density 𝐽 and
output power density 𝑃load plotted
as functions of the load voltage𝑉load
for an ideal TIC. The ideal out-
put power reaches a maximum for
𝑉load = 𝜙e − 𝜙c. The typical pa-
rameters 𝜙e = 2.5 eV, 𝜙c = 1 eV
and 𝑇 = 1500K were used for this
example.

The output characteristics are slightly modified, if back emission from the collector is
included [6]. However, the shift in the load voltage defining the optimal output configu-
ration (2.13) is small and can be neglected.
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Figure 2.12: Electric potentials of emitter and
collector shown for different load voltages
𝑉load for an ideal thermionic energy con-
verter. The inter-electrode potential is indi-
cated by a dashed line. (a) 𝑉load is chosen
so that the electric potential of the collector
is smaller than the potential of the emitter.
All electrons from the emitter reach the collec-
tor. (b) Emitter and collector are on the same
potential. The ideal output power reaches a
maximum for this configuration. (c) When
𝑉load is further increased, only electrons with
sufficient initial energy reach the collector.
The current density and the output power are
decreased.
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2.5 Ideal Output Characteristics and Efficiency

Efficiency of an Ideal Thermionic Energy Converter

Based on the preceding considerations, Iwill nowcalculate the efficiency of an ideal thermi-
onic energy converter. The ideal efficiency constitutes an upper limit for all thermionic
energy converters. Only the fundamental lossmechanisms, present in every converter, are
considered. If a certain type of converter is studied, e.g., a vapor diode, its efficiency can
be determined by including the additional loss channels into the calculations discussed
below.
The calculation of the ideal efficiency 𝜂 is based on the considerations presented in ref-

erences [6,40–43]. Additionally, I will include the influence of the collector back emission.
The first step of calculating the efficiency is to quantify the power densities transferred

to and from the system and to determine the load current. Figure 2.13 illustrates the
power fluxes and current densities in an ideal TIC, while figure 2.14 displays the electric
potentials. All power quantities considered here are power densities, normalized to the
emitter surface area 𝐴e.
The load-current density 𝐽load is determined by the electrons evaporated from the emit-

ter 𝐽e and the back emission from the collector 𝐽be, given by

𝐽load = 𝐽e − 𝐽be, (2.14)

with the current densities

𝐽e = 𝐴RD𝑇
2
e e
− 𝜙e𝑘B𝑇e and 𝐽be = 𝐴RD𝑇

2
c e
− 𝜙c𝑘B𝑇c . (2.15)

The power output depends on the load voltage 𝑉load, which can be expressed in terms
of 𝜙e, 𝜙c and 𝑉lwe, as illustrated in figure 2.13. With 𝑉lwe = 𝑅lwe𝐽load𝐴e,

𝑃load = 𝐽load𝑉load = 𝐽load (
𝜙e − 𝜙c
𝑒
− 𝐽load𝐴e𝑅lwe) (2.16)

is obtained.
To achieve high efficiencies, the collector must be cold. The lead wire connecting the

collector to the load resistance can therefore be optimized for a low electric resistivity,
neglecting the heat transport away from the collector. Consequently, the ohmic loss in
the collector lead wire is small. I will therefore neglect the voltage drop in the collector
lead wire.
The heat delivered to the emitter is𝑄in. As we consider steady-state situations, it is cho-

sen so that the emitter temperature 𝑇e remains constant at all times. The heat removed
from the emitter consists of three contributions: the electron cooling 𝑃ec, the heat radia-
tion 𝑃r and heat transport through the lead wire 𝑃lwe.
In practical converters, further heat loss channels exist, such as heat transferred by the

structure or transported by gas molecules or electron collisions. However, these losses
can, in principle, be kept small. The heat transport by gas molecules as well as electrons
collisions do, however, play a role in vapor diodes.
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Figure 2.13: Sketch showing the contributions
relevant to calculating the ideal efficiency of
a TIC. The heat quantities inserted into and
rejected from the system are indicated as 𝑄in
and 𝑄out, respectively, the current densities of
emitter and collector as 𝐽e and 𝐽be, the re-
sistance of the lead wires connecting emitter
and collector to the load resistance as𝑅lwe and
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Figure 2.14: Sketch showing the different electric
potentials in an ideal TIC, including the volt-
age drop due to the emitter leadwire𝑉lwe. The
collector lead wire is not considered here.

The electron cooling term describes the energy carried away by the electrons. Using the
energy flux according to equation (2.10), including the contribution of the collector back
emission, leads to

𝑃ec =
𝐽e
𝑒
(𝜙e + 2𝑘B𝑇e) −

𝐽be
𝑒
(𝜙e + 2𝑘B𝑇c) . (2.17)

The heat loss due to radiation is described by the Stefan-Boltzmann law. Again, the
contribution from the collector has to be taken into account, yielding

𝑃r = 𝜀eff𝜎 (𝑇
4
e − 𝑇

4
c ) , (2.18)
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2.5 Ideal Output Characteristics and Efficiency

with the Stefan-Boltzmann constant 𝜎 = 5.67×10−8 J s−1m−2K−4 and the effective emissiv-
ity of the system 𝜀eff. For practical converters, 𝜀eff usually lies in the range of 0.1–0.2 [24].
The heat transported through the emitter lead wire can be determined by solving the

one-dimensional heat flow equation. If no work is performed, it is given by

𝜕𝑇
𝜕𝑡
− 𝛼
𝜕2𝑇
𝜕𝑥2
= 0, (2.19)

where 𝛼 represents the thermal diffusivity 𝛼 = 𝜅/(𝑐sp𝜌), with the thermal conductivity 𝜅,
the specific heat capacity 𝑐sp and the electrical resistivity 𝜌.
For a TIC, only the stationary case is relevant. However, a current flowing through the

leadwire performswork by heating thewire. Accounting for this work— the Joule heating
— the stationary heat equation is given by

d
d𝑥
𝜅
d𝑇
d𝑥
= −𝐽2load

𝐴2e
𝐴2lwe
𝜌. (2.20)

Theheat transport is obtained by integrating this equation twice andusing theWiedemann-
Franz law

𝜅𝜌
𝑇
=
𝜋2

3
(
𝑘B
𝑒
)
2
≡ 𝐿, (2.21)

with the Lorenz number 𝐿 = 2.44 × 10−8W/ K2.
The temperature 𝑇 in formula (2.21) is the average temperature in the lead wire, given

by 𝑇 = 12(𝑇e − 𝑇0). 𝑇0 is the temperature of the electrical load, which is assumed to be at
room temperature 𝑇0 = 300K.
The heat transfer through the emitter lead wire is then finally given by

𝑃lwe =
1
2
𝐿
𝑅lwe𝐴e
(𝑇e − 𝑇0)

2 −
1
2
𝐽2load𝐴e𝑅lwe. (2.22)

The first part represents the heat transported away from the emitter through the lead wire.
The second part describes the consequence of the Joule heating, which returns heat to the
emitter.
Summing up all the contributions leads to the ideal efficiency of

𝜂 =
𝑃load

𝑃ec + 𝑃r + 𝑃lwe
. (2.23)

The efficiency 𝜂 depends on various parameters— 𝜙e, 𝑇e, 𝜙c, 𝑇c, 𝑅lwe and 𝜀eff. Thismakes
the analysis of the maximal efficiency challenging, especially because the different terms
are intercorrelated.
One approach, which has been used in the literature, is to define a collector work func-

tion 𝜙c and determine the collector temperature 𝑇c accordingly as a first step. As I dis-
cussed earlier, and is made evident by equation (2.16), a low collector work function leads
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2 Introduction to Thermionic Energy Conversion

to a high output power. For a specific value of 𝜙c, the optimal collector temperature can
be determined. A high 𝑇c leads to a heat transfer back to the emitter through radiation
and electron heat transport. However, 𝑇c has an upper limit. It has to be low enough to
prevent significant back emission from the collector, as a strong back emission is detri-
mental for an efficient TIC. Rasor [42] showed that the optimal collector temperature can
be determined using the equation

𝑇c/𝜙c ≈ (640 ± 6%)K/V. (2.24)

If a 𝑇c-value close to the calculated optimal value is being used, the back emission can,
in a good approximation, be neglected.
Equation (2.24) further illustrates that the collector work function has a lower limit for

efficient TICs, which is caused and determined by the back emission. If room temperature
(𝑇0 = 300K) is considered as the minimum possible collector temperature, 𝜙c needs to
exceed approximately 0.5 eV.
In a next step, the optimal lead geometry is determined. It can be shown that the lead

resistance 𝑅lwe is a function of 𝜂. The optimal lead characteristics can be calculated ana-
lytically [6, 42, 43].
After defining the effective emissivity 𝜀eff, the ideal efficiency can be calculated in de-

pendence of 𝑇e and 𝜙e.
One important result of this analysis is that for a chosen collector work function 𝜙c,

there always exists an optimal value of the emitter work function 𝜙e. A low emitter work
function enables a high current density. However, the energy the emitted electrons carry,
and that can be converted into the electrical power, increases with 𝜙e.

In my thesis, I will use a different approach to determine the ideal efficiency. I will
consider all parameters mentioned above, including the collector back emission. First,
the efficiency for different values of all parameters is calculated, except for the lead wire
resistance. After calculating 𝜂, the optimal value for𝑅lwe𝐴e is evaluated numerically. From
this, the optimal leadwire resistance can be obtained, depending on the emitter surface𝐴e.
This procedure generates large datasets. However, the optimal efficiency can be deter-

mined by identifying the maximum values within the calculated data. The numerical cal-
culations have been performed by Stefan Meir. For a more detailed explanation, please
refer to reference [3].
Figure 2.15 shows the optimized efficiency for an ideal TIC as a function of the emitter

temperature for different values of the collector work function. Efficiencies greater than
60% can be achieved with realistic parameter sets of 𝜙e ≈ 3 eV, 𝑇e = 2500 °C, 𝜙c = 0.55 eV
and 𝑇c = 100 °C.
The dashed lines represent the efficiencies if the current density was limited to 10A/m2.

In an ideal TIC, the space charge is assumed to be absent. However, this could be possible
only up to a certain current density. We chose 10A/m2 as an example.
Figure 2.16 shows the share of the different contributions, the electron cooling 𝑃ec, the

heat radiation 𝑃r and heat transport through the lead wire 𝑃lwe, in the total heat removed
from the emitter. The results show that for high efficiencies, the energy loss on the emitter
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Figure 2.15: Ideal efficiency 𝜂 as a
function of emitter temperature 𝑇e
for different collector work func-
tions 𝜙c. The emitter work func-
tion 𝜙e and the collector tempera-
ture 𝑇c have been optimized to yield
the highest efficiency. The dashed
lines represent efficiency values for
the case that only current densities
up to 10A/m2 were possible. For
𝜀eff a value of 0.1 was used [24].
Data calculated by Stefan Meir [3].

is mostly due to the energy the electrons need to overcome the emitter work function 𝜙e.
The other contributions, including the thermal energy of the electrons, yield significantly
smaller contributions.
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Figure 2.16: Share in the total heat removed from the emitter of the electron cooling, the heat radiation
and the heat transported through the lead wire as functions of the emitter temperature 𝑇e. The elec-
tron cooling𝑃e is divided into the two parts: the first part (𝜙e) indicates the energy the electrons need
to overcome the work function; the second part (2𝑘B𝑇e) indicates the thermal energy the electrons
carry; compare equation (2.17). The data correspond to the curves shown in figure 2.15 for a collec-
tor work function of 0.9 eV. Panel (a): the current density is defined by the Richardson-Dushman
equation (continuous line in figure 2.15). For high emitter temperatures, the electron cooling yields
the greatest contribution, as the current density increases exponentially with 𝑇e. Panel (b): The
current density is limited to 10A/cm2. As soon as this value is reached, only thermal radiation
increases for increasing 𝑇e. The heat loss through the radiation therefore becomes important in this
case. Data calculated by Stefan Meir [3].
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2 Introduction to Thermionic Energy Conversion

Equation (2.23), defining the ideal efficiency, and the obtained results, are consistent
with the results in the literature [6, 40–43].

Carnot Efficiency and the Ultimate Efficiency Limit

To estimate the ultimate physical limit for the conversion efficiency, only the processes
directly involved into the energy conversion have to be considered. Assuming the heat
transfer through the connection wires and radiation and ohmic losses could be prevented,
only the electronic processes, the electron emission and concomitant electron cooling,
remain. The resulting efficiency is always smaller than 𝜂Carnot [6, 44].
Further assuming the electrons could be emitted only at the vacuum energy level, with-

out any thermal distribution, the efficiency would be given by

𝜂 =
𝐽load(𝜙e − 𝜙c)
𝐽load𝜙e

=
𝜙e − 𝜙c
𝜙e
= 1 −
𝜙c
𝜙e
, (2.25)

for 𝐽load > 0. Equation (2.25) constitutes the ultimate limit for thermionic energy con-
version. 𝜙c has a lower limit and cannot approach zero, as the collector back emission
would otherwise dominate the current density. For 𝐽load → 0, the efficiency approaches
the Carnot efficiency. However, no output power would be generated.

Efficiency of a TIC combined with Photon-Enhanced Thermionic Emission

When the emission current is enhanced by PETE, the energy converter is no longer a
pure heat engine. It is therefore not limited by the Carnot efficiency. Considering the ar-
guments leading to the ultimate efficiency limit, it is evident that the conversion efficiency
can be higher than 𝜂Carnot, if the load current is increased without increasing the emitter
temperature.
Remarkably, equation (2.25) still constitutes the upper limit for the conversion effi-

ciency. In the case of PETE, however, the collector work function has a smaller lower
limit than conventional TICs.

Efficiency in a Combined Cycle

If a TIC is used as a topping cycle, the heat rejected from the collector is used to power
a second heat engine. For a high efficiency of the combined cycle, the collector is not
operated at low temperatures, because this would reduce the efficiency of the secondary
heat engine. As a consequence, the efficiency of the TIC cannot be as high as in uncoupled
operation. To achieve a high overall efficiency, the TIC has to be combined with a heat
engine that is specifically efficient in the low temperature range. Good examples are steam
turbines or Stirling Motors [45–47].
To calculate the efficiency 𝜂tot of the entire system, the heat rate rejected from the col-

lector 𝑄out has to be determined. 𝑄out is equivalent to the heat transfer to the collector,
which consist of three parts: the electron heating 𝑃eh, the heat radiation 𝑃r and the heat
transport through the collector lead wire 𝑃lwc.
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2.5 Ideal Output Characteristics and Efficiency

The contributions are derived analogous to the previous calculations, yielding

𝑃eh =
𝐽e
𝑒
(𝜙c + 2𝑘B𝑇e) −

𝐽be
𝑒
(𝜙c + 2𝑘B𝑇c), (2.26)

𝑃r = 𝜀eff𝜎(𝑇
4
e − 𝑇

4
c ), (2.27)

𝑃lwc = −
𝐿
2𝑅lwc𝐴e

(𝑇c − 𝑇0)
2 +
1
2
(𝐽e − 𝐽be)

2𝐴e𝑅lwc, (2.28)

𝑄out = 𝑃eh + 𝑃r + 𝑃lwc. (2.29)

The power generated by the secondary heat engine with the efficiency 𝜂s is given by

𝑃heat engine = 𝑄out𝜂s. (2.30)

As the heat transfer from the collector is essential in the combined cycle, the collector
lead wire connecting has to be optimized for both current and heat transport. Therefore,
the ohmic loss in the collector lead wire can not be neglected. The load voltage has to be
modified accordingly to

𝑉load =
𝜙e − 𝜙c
𝑒
− 𝐽load𝐴e(𝑅lwe + 𝑅lwc). (2.31)

This leads to an overall efficiency of

𝜂tot =
𝐽load𝑉load + 𝑄out𝜂s
𝑃ec + 𝑃r + 𝑃lwe

. (2.32)

Figure 2.15 shows the efficiency of a TIC used as a topping cycle in combination with a
steam turbine or a Stirling motor. The steam turbine is considered to work with an inlet
temperature of 400 °C and an efficiency of 35%, whereas the Stirling Motor is considered
to work with an inlet temperature of 700 °C and an efficiency of 35%. These values are
taken from references [45,46]. The overall efficiency exceeds 60% for both systems, much
larger than the 35% achieved only with the steam turbine or the Stirling motor.

A distinct advantage of using the TIC as a topping cycle is that the collector work func-
tion does not have to be as low as for the uncoupled operation. The efficiencies shown in
figure 2.17 are obtained for an optimized collector work function of 1.2 eV for the Stirling
Motor and 0.8 eV for the steam turbine. For higher inlet temperatures of the secondary
heat engine, 𝜙c can have even higher values.
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Figure 2.17: Overall efficiency 𝜂tot of
a combined cycle system with a
TIC as topping cycle in combina-
tion with a steam turbine or a
Stirling Motor. The steam turbine
and the Stirling Motor both work
with an efficiency of 𝜂s = 35%
and inlet temperatures of 400 °C
and 700 °C, respectively. The opti-
mal collector work functions for the
combined systems are 0.8 eV and
1.2 eV, respectively.

2.6 Analogy and Comparison of Thermionic and
Thermoelectric Converters

Thermoelectric energy converters have drawn much interest in recent years. They have
been seen as a valuable addition for renewable and clean energy generation as well as a
chance to increase the efficiency of existing conversion processes, e.g., by utilizing waste
heat in car combustion engines. Below I will draw analogies between thermionic and
thermoelectric devices and show that the physical principles of both techniques are very
similar. It will become evident that thermionic converters offer the same possibilities and
advantages as thermoelectric devices, while operating at significantly higher efficiencies.

Remarkably, the advantages of thermionic over thermoelectric converters have already
been pointed out by Ioffe in 1957 in his book on semiconductor thermoelements [48], in
which he proposed a vacuum thermoelement based on thermionic emission.

Thermoelectric devices are based on the Seebeck effect. A temperature gradient induces
a voltage — called the Seebeck voltage or Seebeck coefficient 𝛼 — in a metal or semi-
conductor. The coefficient 𝛼 is a material constant, which depends strongly on the band
structure of the material. Metals usually have very low Seebeck voltages — in the range of
some μV/K —, whereas semiconductors can reach values in the range of 100 μV/K [48].
The thermo voltage is a consequence of diffusion currents of hot and cold charge carri-
ers, and can be greatly enhanced by doping in a semiconductor. Thermoelectric energy
converters are usually built of thermocouples that consist of pairs of n-type and p-type
semiconductors (figure 2.18).

The efficiency of thermoelectric energy converters is given by [50]

𝜂 = 𝜂Carnot
√𝑍𝑇 + 1 − 1

√𝑍𝑇 + 1 + (𝑇cold/𝑇hot)
. (2.33)
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Figure 2.18: Sketch of a thermoelectric cell, con-
sisting of several thermocouples connected in
series. Each thermocouple consists of a p-
type and an n-type semiconductor. From [49].
Reprinted with permission from AAAS.

The 𝑍 factor is defined by

𝑍 =
𝛼2

𝜅𝜌
, (2.34)

where 𝜅 is the thermal conduction and 𝜌 the resistivity of the material. The 𝑍 factor is
often called the figure of merit, as a high value indicates a high conversion efficiency. A
high thermal conduction lowers the efficiency due to the heat transport from the hot to
the cold end, while a low resistivity is crucial for the transport of charge carriers. The
efficiency of a thermoelectric energy converter approaches 𝜂Carnot for 𝑍𝑇 → ∞ [51].
𝜅 can be divided into an electronic and a lattice contribution 𝜅 = 𝜅e + 𝜅l. Using the

Wiedemann-Franz law (2.21) for the electronic part yields [49]

𝑍𝑇 =
𝛼2(𝑞/𝑘B)

2

𝐿(1 + 𝜅l/𝜅e)
. (2.35)

For a thermocouple, the 𝑍𝑇 factor is expanded to include both branches with the posi-
tive Seebeck coefficient 𝛼+ and the negative Seebeck coefficient 𝛼−

𝑍𝑇 = (
𝛼− − 𝛼+

√𝜅−𝜌− + √𝜅+𝜌+
)
2

𝑇. (2.36)

‘Best practice’ thermoelectric devices reach𝑍𝑇 values close to 1, while a value of 2 seems
realistic — though ambitious — in the near future [52]. This results in an efficiency be-
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2 Introduction to Thermionic Energy Conversion

tween 15% and 30% of the Carnot efficiency, respectively. A value of 40%may be achiev-
able with optimized thermoelectric materials.
These 𝑍𝑇 values are only valid in specific temperature ranges. The suitable materials

therefore vary for different applications and temperatures. Thermoelectric materials with
sufficiently high 𝑍𝑇 values for temperatures up to about 1000 °C are known [49].
The efficiencies can be compared directly to the values possible with thermionic devices

(compare figure 2.15), revealing that the possible efficiencies of thermionic converters are
significantly larger.
An alternative for comparing both techniques is to explore their physical analogies. The

fundamental physical principles of thermionic and thermoelectric energy converters are
very similar. Both are heat engines that convert thermal energy into electrical energy
through the transport of charge carriers from the hot to the cold end of the devices, thereby
inducing a voltage difference. In both converters, the charge carriers need to overcome
an energy barrier to reach the other end — in a semiconductor the band gap 𝐸g, in a
thermionic energy converter the emitter work function 𝜙e.
One significant difference, however, is the actual heat transport from the hot to the cold

part aside from the electronic contribution. In thermoelectric energy converters, heat is
transported through phononic processes in the bulk material. In thermionic energy con-
verters, the two electrodes are separated by vacuum. The dominant heat transport in a
TIC, the Stefan-Boltzmann radiation, is significantly smaller than the lattice heat trans-
port in the temperature ranges considered.
Moyzhes andGeballe [4]make use of these analogies to determine an effective𝑍𝑇 factor

for thermionic converters. They calculate the Seebeck voltage of a TIC, obtaining values of
the order of 1500 μV/K, resulting in a 𝑍𝑇 value of 150–200. As a next step, they consider
the thermionic converter as a vacuumbranch of a thermoelectric couple. They find the𝑍𝑇
factor of the total device to be at least about 40, far exceeding the values of thermoelectric
materials. Also accounting for the Stefan-Boltzmann radiation in a TIC, the obtained
𝑍𝑇 values result in efficiencies in the range 0.55 𝜂Carnot–0.65 𝜂Carnot. This efficiency could
be even higher, as Moyzhes and Geballe only consider collector temperatures between
800K–900K. Lower values of 𝑇c would lead to even higher efficiency values.
The reason for the high𝑍𝑇-factor ofTICs canbeunderstoodon the basis of formula (2.34)

and by considering the following: the back current from the cold to the hot end in a
thermionic energy converter can be kept smaller than in a thermoelectric device — the
back emission from the collector and the diffusion current through the valence band, re-
spectively. This results a higher Seebeck voltage in thermionic devices. Furthermore, the
ratio of electric to thermal conductivity in thermoelectric devices is very high, equivalent
to the ratio in metals, as it is dominated by the electronic contribution. This combination
results in high 𝑍𝑇 values for thermionic converters.
Summing up, the main advantage of thermionic converters over thermoelectric devices

is the absence of a parasitic lattice heat transport, leading to higher possible efficiencies.
Furthermore, thermionic energy converters can be operated at significantly higher tem-
peratures, enabling higher Carnot efficiency limits.
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2.7 Brief Historical Overview

2.7 Brief Historical Overview

Thermionic emission was discovered by Edison in 1884. It is described in the article ‘On
a Peculiar Behaviour of Glow-Lamps When Raised to High Incandescence’ [53]. Edi-
son found that an electric current is generated between two metal electrodes in vacuum
when one of them is heated. Although electrons are responsible for the current, the phe-
nomenon was soon called thermionic emission, as it was not well understood at that time.
After some experimental work and analysis by Richardson [31, 54–56], Schlichter pro-
posed to convert heat to electric energy by means of thermionic emission [7].
The role of the work functions was not understood in the beginning, which made an

efficient energy conversion impossible. It was not until the 1950s, that the influence of the
contact potential on thermionic energy converters was discovered [57]. The correct un-
derstanding of the physical processes and theoretical considerations on thermionic con-
verters triggered a strong interest, both in research and industry, fueled by the promise of
highly efficient heat engines generating electrical power [17, 23, 40–43, 58–76].
I specifically want to point out the contributions of George N. Hatsopoulos, who per-

formed a considerable amount of pioneeringwork in the field overmany years [6,17,29,59,
62, 70, 77]. He also wrote two incredibly detailed and extensive textbooks of ‘thermionic
energy conversion’, which are still the standard literature for today.
Thermionic energy converters were considered for a broad field of applications, includ-

ing nuclear and combustion power plants, combustionmotors, as well as solar and nuclear
fueled converters for space travel and satellites [6, 75, 78]. However, as no highly efficient
devices could be produced, the interest ceased and research was concentrated on space
application, done almost exclusively in the USA and the Soviet Union [5, 79].
In the USA, the research on thermionic energy converters was not pursued strongly,

as other priorities, especially the development of photovoltaics, emerged. In the Soviet
Union, however, significant progress was made, leading to two successful test flights of
satellites equipped with 5 kW nuclear-fueled thermionic energy converters within the
‘TOPAZ’ program (a Russian acronym for thermionic power from the active zone) in
1988 [5,8]. Despite its success, the programwas not continued, presumably due to the col-
lapse of the Soviet Union. TheTOPAZproject was resumed in the 1990s in a collaboration
of American and Russian researchers. However, due to political decisions and low fund-
ing, the project was scaled down continuously and only little progress was achieved [5,14,
79]5.
Another thermionic space project, the ‘HPALM’ program (High Power Advanced Low

Mass), concentrating on solar converters, was launched by General Atomics Inc. in the
1990s and later joined byNASA. Several prototype deviceswere built and ground tested [81–
83]. Unfortunately, despite intensive research, we were not able to find further publica-
tions after reference [81] from 2006, in which further testing was announced.

5TwoTICs built in the former Soviet Union were sold to the USA and were supposed to be launched in
satellite test flights in themid-1990s. However, after the protest of other research groups, the launch was
delayed and ultimately cancelled. The researchers complained about the formation of a radiation belt,
blocking the observations of astrophysical satellites. The effects of such belts could be observed during
the earlier test flights within the TOPAZ program [80].
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In recent years, the interest in thermionic energy conversion has been renewed, mainly
fueled by the general interest in alternative energy generationmethods. But it was also due
to the discovery of newmaterials specifically suited to thermionic energy converters [4,12,
13,19–21,84–89]. Terrestrial application for solar heat has not been seriously considered
before [5, 6], but the possibility of enhancing the thermionic emission by exploiting the
photoelectric effect enables highly efficient thermionic solar power conversion [9].
Moreover, progress in research using thermionic devices for refrigeration purposes was

made in recent years [10, 21, 84, 90–94].
During all this time, no solution to avoid the detrimental effect of the space charge has

been found. In the next chapters, I will show how the space charge problem can be solved,
opening up the way to efficient thermionic energy conversion .
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3 Concept of Thermoelectronic
Energy Converters

Our new concept of thermionic energy converters uses electric and magnetic fields to
suppress the space-charge. It enables a virtually space-charge free electron transport by
converting previously static charges into a useful output current.
After introducing themodel setup in detail, I will discuss the electronmotion in crossed

electric and magnetic fields to clarify the electron behavior in the system. Based on these
considerations, I shall present several issues that should be considered when designing
thermionic converters with applied electric and magnetic fields and illustrate the disad-
vantages of previously developed models. I will further show that the radiated power due
to the acceleration of the electrons in the system is small and can be neglected.
At the end of the chapter, I will discuss how the strength of the space-charge potential

and possible current densities in the system can be determined and show that the three-
dimensional electron motion can be reduced to a one-dimensional model.

3.1 Working Principle and Introduction of the New
Model

The basic concept of thermoelectronic energy converters is to use gate electrodes gen-
erating an electric field that accelerates the electrons away from the emitter to prevent
the formation of a strong space-charge cloud. A magnetic guiding field can be applied
to impede electrons from reaching the gate and guide them to the collector. Different
models and geometric setups have been proposed, but none of them have proven success-
ful [6,59,67,77,95], mainly due to flaws in the design, which have led to high loss currents
and low output powers.
Our new model solves these problems. It is set up as follows:

Emitter and collector are two plane-parallelmetal plates. The gate electrode is ametal grid,
mounted between the two plates. A positive voltage 𝑉g is applied to the gate, generating a
potential trough, which accelerates the electrons away from the emitter towards the gate.
A homogenousmagnetic guiding fieldB, oriented perpendicular to the surfaces of emitter
and collector, forces the electrons on helical paths along the magnetic field lines, thus
channeling them through the grid holes towards the collector. Figure 3.1 shows a sketch
of the essential parts and displays the basic concept.
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3 Concept of Thermoelectronic Energy Converters

This concept involves exclusively electrons, but no ions. Devices based on thismodel are
therefore best characterized as ‘thermoelectronic energy converters’ (TEC), in contrast to
the term ‘thermionic’ devices.
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typical electron path Figure 3.1: Schematic diagram of a thermo-
electronic energy converter with a pos-
itively charged gate electrode between
emitter and collector and a magnetic
guiding field. The electrons are acceler-
ated away from the emitter to avoid the
formation of a strong space-charge cloud.
The magnetic field prevents most of the
electrons from reaching the gate by forc-
ing them on helical paths along the field
lines, thereby channeling them through
the gate holes. In the figure, four electron
paths are indicated by dashed blue lines.
The radii of the electron paths are ampli-
fied for better visibility.

Electrons reaching the collector do not gain energy, neither from the electric nor the
magnetic field. A static magnetic field does not change the kinetic energy of charged par-
ticles [96]. Although the electric field accelerates the electrons leaving the emitter, it de-
celerates the electrons as soon as they pass the gate. If emitter and collector are on the
same electrostatic potential, the electrons have the same kinetic energy when reaching the
collector as they had leaving the emitter.
Figure 3.2 shows the electrostatic potential 𝛹(𝑥) in the inter-electrode space for three

different cases. If no gate voltage is applied,𝛹(𝑥) is caused only by the space charge. When
𝑉g is switched on, the space-charge potential is reduced by the potential of the gate elec-
trode. For strong voltages, the space-charge is reduced enough that all electrons leaving
the emitter reach the collector.
The figure further illustrates the space-charge density 𝜌sc(𝑥) for the three cases. 𝜌sc(𝑥)

can be divided into contributions from electrons returning to the emitter and from elec-
trons reaching the collector. The positively charged gate electrode converts previously
static charges, preventing a strong current flow, into a useful output current.

Optimal Gate Structure

Electrons reaching the gate cause a current density 𝐽g. To maintain the gate voltage, a
power density of 𝑃g = 𝐽g𝑉g, has to be provided, leading to an additional energy loss in the
TEC.
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Figure 3.2: Sketch of the inter-electrode electrostatic potential𝛹(𝑥) and the space-charge density𝜌sc(𝑥)
for three different gate voltages𝑉g. The space-charge density can be divided into contributions from
electrons turned back to the emitter and electrons reaching the collector. 𝑥e, 𝑥g and 𝑥c indicate the
positions of emitter, gate and collector, respectively. (a) For 𝑉g = 0,𝛹(𝑥) is only caused by the space
charge. 𝜌sc(𝑥) is dominated by electrons returning to the emitter. (b) For 𝑉g > 0, the space-charge
density at the emitter surface is reduced, as more electrons reach the collector. (c) For high values of
𝑉g, typically in the range 2V–20V, depending on the setup, the space-charge potential is reduced
enough so that all emitted electrons reach the collector. In this case,𝛹(𝑥) does not form a maximum
in the inter-electrode space. The potentials and space-charge densities were calculated at the example
of the following parameters: 𝜙e = 2.5 eV, 𝑇e = 1500K, 𝑑ec = 100 μm, 𝑉g = 0V, 3V and 6V.
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To minimize this energy loss, 𝐽g has to be kept small. The fraction of the electrons
reaching the gate depends on the geometrical transparency 𝑡 of the gate, which is defined
as the ratio of the opening surface of the gate to the total surface, i.e.

𝑡 =
𝐴openings
𝐴total
. (3.1)

If the radius of gyration of the electron paths is small compared to the grid bar diameter,
the ratio of the electrons reaching the collector to the emitted electrons is approximately 𝑡.
If a surface is divided into regions of equal area, the partition has at least the perime-

ter of a regular, hexagonal grid [97]. A honeycomb pattern consisting of regular shaped
hexagons (figure 3.3) therefore represents the optimal solution for our setup. To charac-
terize the honeycomb gate, themesh diameter𝑤 is used, corresponding to twice the length
of one edge of a hexagon defining the structure.

w

Figure 3.3: Sketch of a section of a honeycomb
structured gate electrode with mesh diame-
ter 𝑤. A honeycomb pattern represents the
optimal structure for the gate electrode due its
high geometrical transparecny 𝑡, equivalent to
the ratio of the opening surface to the total
surface. Typical electron paths are indicated.
The fraction of the electrons hitting the gate de-
pends on 𝑡. Drawing by Stefan Meir.

Electron Collisions andMean Free Path in Thermoelectronic Energy Converters

In thermoelectronic converters, electron collisions should be avoided. In conventional
thermionic converters, these processes can be ignored, as they lead to only small energy
losses [6]. In thermoelectronic converters, however, some electrons that lose energy due
to collisions may not be able to reach the collector. These electrons travel back and forth
between emitter and collector, as they do not have enough kinetic energy to reach either
electrode and eventually hit the gate. This process significantly increases the space charge
and leads to a higher gate loss current.
To estimate the collision frequency, the mean free path of the electrons 𝜆e needs to be

considered. 𝜆e depends on the pressure and the temperature in the vacuum— i.e. 𝜆 ∝ 𝑇𝑝
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— as well as the type of the residual gases. Table 3.1 shows 𝜆e in vacuum for different
pressures and temperatures, calculated using the formula given in reference [98].

300K 1000K

1000mbar 6 ⋅ 10−7m 2 ⋅ 10−6m

1mbar 6 ⋅ 10−4m 2 ⋅ 10−3m

10−3mbar 0.6m 2m

10−6mbar 600m 2000m

Table 3.1: Mean free path of electrons 𝜆e cal-
culated for different values of pressure and
temperature [98]. The values shown are
a good approximation for most residual
gases including air.

The calculations show that a relatively high vacuum pressure of the order 10−1mbar is
sufficient to avoid a strong influence of electron collisions. Assuming a gap width in the
TEC of 100 μm, only 1% of the electrons are involved in collisions.

3.2 Electrons in Electric andMagnetic Fields

I will now recall the motion of electrons in electric and magnetic fields (E- and B-fields,
respectively) on the basis of homogenous and static fields. The behavior of charged par-
ticles in E- and B- fields is well understood and the solutions presented below have been
known for many years. However, these consideration provide an important insight into
the electron behavior in our model system, even though the electric field is not homoge-
nous. Furthermore, an upper limit for the radius of gyration can be calculated, which is
crucial for our concept.
Electrons approach relativistic velocities if their kinetic energy is greater than 1 keV.

Themean thermal energy of the electrons is of the order 100meV. Through the gate field,
electrons in a thermoelectronic converter can gain a maximum energy of 𝑒𝑉g. As gate
voltages of the order of 10V are applied, the electron velocities are only a fraction of the
speed of light. I will therefore only consider non-relativistic electron motion.
In the following sections, I will derive the electron motions in combined electric and

magnetic fields in several consecutive steps, before discussing the implications for the
operation of thermoelectronic converters. Asmetric system, I am using the ‘International
System of Units’ (SI).
Electrons with a velocity v in an electric field E and a magnetic field B experience the

Lorentz force1

FL = −𝑒 (E + v × B) . (3.2)

1The name ‘Lorentz force’ is not always used consistently. In some textbooks, the Lorentz force refers to
the force due the magnetic field, whereas the force induced by the electric field is called the Coulomb
force. Throughout this work I will use the term Lorentz force for the total force particles experience in
electromagnetic fields.
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The equations of motion are given by [96]

dv
d𝑡
= −
𝑒
𝑚e
(E + v × B) , (3.3)

d𝐸kin
d𝑡
= −𝑒vE. (3.4)

Static and HomogenousMagnetic Fields

To beginwith, I will consider a static, homogenousmagnetic field without an electric field.
The equations of motion (3.3) and (3.4) reduce to

dv
d𝑡
= −
𝑒
𝑚e

v × B, (3.5)

d𝐸kin
d𝑡
= 0. (3.6)

Equation (3.6) indicates that the kinetic energy of the electrons remains constant at all
times.
Choosing the z-axis in direction of the magnetic field, the solution of (3.5) is given by

𝑥(𝑡) = 𝐴 cos(𝜔B𝑡 + 𝜙) −
𝑣y0
𝜔B
, (3.7)

𝑦(𝑡) = 𝐴 sin(𝜔B𝑡 + 𝜙) +
𝑣x0
𝜔B
, (3.8)

𝑧(𝑡) = 𝑣z0𝑡, (3.9)

where 𝑣x0, 𝑣y0 and 𝑣z0 represent the initial velocities in x,y,z-direction, respectively, whereas
𝜙 = arctan(−𝑣x0/𝑣y0) represents the phase shift. The precession frequency 𝜔B, also called
the gyrofrequency, is given by

𝜔B =
𝑒𝐵
𝑚e
. (3.10)

The radius of gyration, or gyradius, 𝑟gyr is constant and depends on the initial velocity
of the electrons and the magnetic field strength

𝑟gyr = 𝐴 =
√𝑣2x0 + 𝑣2y0
𝜔
. (3.11)

Equations (3.7), (3.8) and (3.9) describe a helical motion with the gyradius 𝑟gyr along
the magnetic field lines with a constant velocity 𝑣z0 parallel to the field. For electrons, the
gyration is clockwise. Figure 3.4 shows a typical electron path in a static B-field.
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Belectron
path Figure 3.4: Sketch of a typical electron path in

a homogenous, static magnetic field B. Elec-
trons perform a helical motion with a constant
radius along the field lines.

Combined Static and Homogenous Electric andMagnetic Fields

As a next step, I will analyze the electron motion in combined static and homogenous
electric and magnetic fields. The following approach is partially based on considerations
that are given in reference [96].
If both fields are parallel, the influences of the fields on the electron motion do not in-

teract. The electric field accelerates the electrons in the direction that is unaffected by the
magnetic field. The resulting trajectory is a helical path with a constant radius and varying
pitch.
If the fields are not parallel, the effects cannot be considered separately. At first I will

consider the specific case in which the electric and the magnetic fields are perpendicular.
Thegeneralization to fieldswith an arbitrary angle can be obtained by a slightmodification
of the results.

Perpendicular Electric and Magnetic Fields

Theproblem of perpendicular electric andmagnetic fields can be divided into two cases,
leading to qualitatively different electron behavior: |E| < 𝑐|B| and |E| > 𝑐|B|, where 𝑐
represents the speed of light. As shown below, the second case should avoided in TECs.

Case (1): |E| < 𝑐|B|
In this case, the magnetic field dominates the electron motion. A Lorentz transformation
can be performed into a coordinate system 𝐶′, which moves with a velocity uB relative to
the original coordinate system 𝐶. uB is perpendicular to both E and B and is given by

uB =
E × B
𝐵2
, with |uB| =

𝐸
𝐵
. (3.12)

In 𝐶′, the only effective field is a magnetic field B′⟂ perpendicular to uB. B
′
⟂ is weaker

than the original field, but points in the same direction as B

B′⟂ = (
𝐵2 − 𝑐2𝐸2

𝐵2
)
1
2

B. (3.13)
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Thismeans that electrons in𝐶′ follow the magnetic field lines in helical paths, analog to
the case when no electric field is present. From the view of the original coordinate system,
the gyration is combined with a drift perpendicular to the electric and the magnetic field.
The same result can be obtained by directly solving equation (3.3). The z-direction is

chosen to be parallel to the direction of the magnetic field and the x-direction parallel to
the electric field. This leads to

𝑥(𝑡) = 𝐴 cos(𝜔B𝑡 + 𝜙) −
𝑚e
𝑒
𝐵
𝐸2
−
𝑣y0
𝜔B
, (3.14)

𝑦(𝑡) = 𝐴 sin(𝜔B𝑡 + 𝜙) −
𝐸
𝐵
𝑡 +
𝑣x0
𝜔B
, (3.15)

𝑧(𝑡) = 𝑣z0𝑡, (3.16)

with the phase shift

𝜙 = arctan(−
𝑣x0
𝑣y0 + 𝐸/𝐵

) , (3.17)

and

𝐴 =
(𝑣2x0 + (𝑣y0 + 𝐸/𝐵)

2)
1
2

𝜔B
. (3.18)

These equations describe a precession about the magnetic field lines with the radius of
gyration 𝑟gyr = 𝐴, accompanied by a shift in y-direction — perpendicular to the E- and
B-field — with the velocity 𝑢 = 𝐸/𝐵. The frequency of gyration 𝜔B does not depend on
the electric field. The velocity in z-direction also remains unaffected.
The motion can be understood by considering the following: electrons are forced on

helical paths by the magnetic field.The electric field accelerates the particles when they fly
in the direction of the E-field and decelerates themwhen they fly in the opposite direction.
Consequently, 𝑟gyr is larger for one half of the turn than for the other half. This leads to a
shift of the center of gyration.
Summing up, the only effect resulting from a perpendicular electrostatic field in addi-

tion to the magnetostatic field is a drift velocity perpendicular to both fields, but no drift
in direction of the electric field. This result is valid if the magnetic field dominates the
electron motion, i.e. |E| < 𝑐|B|. It has important implications for thermoelectronic con-
verters, as I will demonstrate below.

Case (2): |E| > 𝑐|B|
In this case, the electric field dominates the electron motion. A Lorentz transformation
can be performed into the coordinate system 𝐶″, moving with the velocity

uE = 𝑐
2E × B
𝐸2
, with |uE| = 𝑐

2𝐵
𝐸
. (3.19)
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Again, uE is perpendicular to both E- and B-field. In this case, however, the only effective
field in 𝐶″ is an electric field E″⟂ perpendicular to uE

E″⟂ = (
𝐸2 − 1𝑐2𝐵

2

𝐸2
)

1
2

E. (3.20)

Electrons in 𝐶″ are accelerated in the direction of E⟂. In the original coordinate system
𝐶, themotion is accompanied by the drift velocity uE. The resultingmotion is a hyperbolic
trajectory.
The consequence of a dominant electric field in thermoelectronic converters would be

that electrons are accelerated towards the gate electrode, away from the collector, ruining
the converter’s performance. This case should therefore be avoided.

Non-Perpendicular Electric and Magnetic Fields

If the electric andmagnetic fields have parallel components, the solution of the equation
of motion is more difficult to solve. No Lorentz transformation into a coordinate system,
in which one of the fields is effectively zero, exists, since the vector product E ⋅B is Lorentz-
invariant. However, the equation of motion can be solved by a slight modification to the
previous solutions.
The electric field can be divided into a component E∥ parallel to and a component E⟂

perpendicular to B. Here, I will only consider the case |E⟂| < 𝑐|B|, which corresponds to
case (1) of the previous section.
The effect of E⟂ can be determined in analogy to the case of perpendicular fields. The

electrons perform a helical motion along the magnetic field lines with an additional drift
perpendicular to both B and E⟂, with the drift velocity

uB =
E⟂ × B
𝐵2
, with |uB| =

𝐸⟂
𝐵
. (3.21)

The radius of gyration is given by

𝑟gyr =
(𝑣2x0 + (𝑣y0 + 𝐸⟂/𝐵)

2)
1
2

𝜔B
. (3.22)

E∥ accelerates the electrons parallel to the magnetic field lines. The electron motion in
this direction is unaffected by the magnetic field. This results in a modification of the
pitch of the helical path. Figure 3.5 illustrates a typical electron path for combined, non-
perpendicular fields.

Implications for Thermoelectronic Energy Converters

In a thermoelectronic energy converter, the electric field E generated by the gate electrode
is not homogeneous. Nonetheless, the preceding discussion can be used to qualitatively
describe the electron motion in the system.
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Belectron
path

E
E⊥ E⇑

Figure 3.5: Sketch of a typical electron path
in combined, non-perpendicular electric and
magnetic fields. The electron follows the mag-
netic field line along a helical path. The pitch
of the path increases, as the parallel com-
ponent E∥ of the electric field accelerates the
electron in direction of the magnetic field.
The drift velocity, caused by the perpendicular
component E⟂, is not shown.

Figure 3.6 shows a sketch of the field lines for a cross-section of the converter. At any
point, E can be be divided into two components: E∥, which is parallel to themagnetic field,
and E⟂, which is perpendicular to the magnetic field. The components E∥ and E⟂ are not
constant, but vary with the position. Near the emitter and collector surfaces, the electric
field is mainly parallel to B, whereas the perpendicular term E⟂ is small. The closer the
electrons are to the gate, the stronger is E⟂.

E⇑
E⊥

emitter collectorgate

E⊥

magnetic �eld

E⇑

Figure 3.6: Sketch of the electric field lines inside
a TEC with a gate electrode for a cross-section
of the setup. At any point, the electric field can
be divided in a parallel component E∥ and a
perpendicular component E⟂. The strength of
the components varies with the position.

If 𝐵 > 𝐸⟂, the electrons follow the magnetic field lines on helical paths and are mainly
guided through the openings. As I have shown above, electrons do not move in the direc-
tion of E⟂, but perform a drift with velocity uB perpendicular to E⟂.
This effect is important for thermoelectronic converters. The electric field component𝐸⟂

always points towards the nearest grid bar. As a result, the electrons perform a drift in the
direction perpendicular to 𝐸⟂ (figure 3.7), but not towards the gate. If the electrons move
closer to another grid bar, the direction of 𝐸⟂ changes and therefore also the direction of
the drift velocity. This effect always ‘guides’ electrons away from the gate. The resulting
drift motion follows a circular-like path. As a consequence, only few electrons reach the
gate. The radius of gyration and the drift velocity vary with the strength of E⟂.
The radius of gyration 𝑟gyr can be computed using formula (3.22). To estimate an upper

limit for 𝑟gyr themaximum value for E⟂ can be used. If 𝑟gyr is small, only electrons emitted
on the emitter area exactly facing the grid bars reach the gate.
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-

E⊥
B uB

gate
Figure 3.7: Sketch showing the effect of the perpendicular compo-

nent E⟂, which is pointing towards the grid bars. Due to the mag-
netic field, electrons perform a driftwith velocity uB in the direction
perpendicular to E⟂, but not in the direction of E⟂. Consequently,
these electrons do not reach the gate.

The parallel component of the electric field E∥ controls the electron velocity in longitu-
dinal direction. It is responsible for accelerating the electrons away from the emitter and
reducing the space-charge potential. As the velocity of the electrons varies, so does the
pitch of the path.
The charge of the electrons alters the electric field distribution. However, in an efficient

TEC, the electric field generated by the gate has to be strong enough to reduce the space
charge so that electrons are mainly controlled by the gate electric field. In this case, the
space charge only yields a small contribution.

These considerations show that the applied magnetic field must fulfill the condition
𝑐𝐵 > 𝐸⟂ to force the electrons on helical paths along the magnetic field lines. The ra-
dius of gyration can be determined by using formula (3.22). An important effect of the
combined fields is that electrons perform a drift in the direction perpendicular to both
fields, but not towards the gate bars. The electric field component 𝐸∥ parallel to the mag-
netic field is responsible for accelerating the electrons away from the emitter and must be
considered when determining the required electric field strength to suppress the space-
charge potential.

Energy Loss Due to Radiation of Accelerated Electrons

The power radiated by an accelerated electron is given by the Lamor formula [96]

𝑃 =
𝑒2

6𝜋𝜀0𝑐3
|
.
v| , (3.23)

where v is the velocity of the electron and 𝜀0 the vacuum permitivity.
An upper limit for the radiated power can be estimated by approximating the gate elec-

trode by a metal plate, which is transparent for electrons. In this case, the generated elec-
tric field 𝐸 = 𝑉g/𝑥g is homogeneous and constant between emitter and collector with the
gate voltage 𝑉g and the emitter-gate distance 𝑥g = 𝑑ec/2. The acceleration of the electrons
due to the electric field is then given by

𝑎E =
𝑒𝐸
𝑚e
. (3.24)
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The time an electron needs to travel through the vacuum gap is

𝑡ec = 2√
2𝑥g𝑚e
𝑒𝐸
. (3.25)

During that time, according to equation (3.23), the electron radiates the energy

𝐸e,rad = 𝑃𝑡ec =
𝑒4𝐸2

3𝜋𝜀0𝑐3𝑚2e
√2𝑥g𝑚e
𝑒𝐸
. (3.26)

The power radiated by a current 𝐼 of electrons is consequently obtained through

𝐸e,rad
𝐼
𝑒
=
𝑒4𝐸2

3𝜋𝜀0𝑐3𝑚2e
√2𝑥g𝑚e
𝑒𝐸
𝐼
𝑒
. (3.27)

The acceleration due to the magnetic field 𝐵 is given by

𝑎B =
𝑒
𝑚e
𝑣⟂𝐵 =
𝑒
𝑚e
√
2𝐸kin, ⟂
𝑚e
𝐵, (3.28)

where 𝑣⟂ represents the velocity of the electrons perpendicular to the magnetic field lines.
Analogous to the electric field, the total radiation of an electron current can be calcu-

lated, yielding

2𝑒4𝐵2𝐸kin, ⟂
3𝜋𝜀0𝑐3𝑚3e

√2𝑥g𝑚e
𝑒𝐸
𝐼
𝑒
. (3.29)

Neglecting the mean thermal energy of order 100meV, the maximum kinetic energy of
the electrons is given by 𝑒𝑉g. Assigning this energy to all electrons as the kinetic energy
perpendicular to the magnetic field constitutes an upper limit for the radiated energy due
to the magnetic-field acceleration.
Assuming a gate voltage of 10V, an emitter-collector distance of 100 μm, a magnetic

field of 1T and a current of 10A, the total power emitted by all electrons due to the ac-
celeration of both magnetic and electric fields is of order 10−11W. The radiated power
therefore plays no role in a thermoelectronic converters and can be neglected.

3.3 Guidelines for Efficient Energy Converters with
Gate Electrodes

The following issues sumup the conclusions of diverse questions and discussion that arose
during the course of our project. Although not all of them can be analytically proven
and there can be exceptions in certain cases, they provide a guideline for designing new
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models of TECs using electric fields to suppress the space-charge potential. Considering
these issues will further help to clarify why previous models have failed.

• It is generally advantageous to apply a magnetic guiding field in combination with
the electric field. Not only does the magnetic field prevent electrons from reaching
the gate, it can also be used to guide them to the collector.

• The time it takes the electrons to travel from the emitter to the collector should be
kept as short as possible to avoid the formation of a strong space-charge potential.
This condition is equivalent to short electron paths. With increasing electron path-
lengths, the gate voltage required to suppress the space charge increases, increasing
the power loss on the gate.

• Creating crossover points of the electron paths should be avoided. These points
constitute regions of concentrated negative charges, which repel electrons and may
force them away from the desired paths. Furthermore, if high space charge regions
are generated, a high voltage has to be applied to suppress the space charge. A good
example for a TECmodel with cross over points is the ‘magnetic triode’ [6,59,76,77]
that will be discussed below.

• The required magnetic field strength on the emitter surface should be constant and
all electrons should, in principle, follow the same magnetic field distribution, irre-
spective of where they are emitted from. It is impractical to use inhomogeneous
magnetic fields in real devices. Furthermore, if certain parameters of the setup are
modified, such as the emitter temperature or the gate voltage, themagnetic field has
to be adjusted. The electron paths are thus unstable against changes in the setup.

• There are two ways of using a magnetic field to guide the electrons: either the elec-
trons directly follow the magnetic field lines on helical paths with a relatively small
radius of gyration (as in the model presented in this work) or the magnetic field
forces the electrons to perform rather large circles leading them from the emitter
to the collector without performing one full circle (as, e.g., in the ‘magnetic triode’
discussed below). The second scenario has several disadvantages.

In the second case, themagnetic fieldwill beweaker than in the first case, as the radii
of gyration need to be larger. Therefore, only smaller electric fields can be applied
before electrons are accelerated towards the gate (compare chapter 3.2).

Furthermore, the electron-circle radius has to be perfectly adjusted to the setup pa-
rameters for the electrons to reach the collector. If the magnetic field is too weak,
electrons do not reach the collector. If the magnetic field is too strong, electrons
performmore than one circle in the vacuum gap, leading to electron-path cross sec-
tions that should be avoided. Moreover, changing the setup parameters, such as the
emitter temperature or the gate voltage, would require an adjustment of the mag-
netic field, which is impractical for real devices, especially if permanentmagnets are
used.
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Review of the Previous, Unsuccessful Models

The issues presented above can also be used to illustrate the disadvantages of previous
models of thermionic converters using gate electrodes. Hatsopoulos was the first to pro-
pose the concept of using electric and magnetic fields in TICs in the 1950s [6]. He pre-
sented two models, which he called the ‘electrostatic triode’ and the ‘magnetic triode’ [6,
59,76,77]. The ‘electrostatic triode’ was quickly abandoned, whereas the ‘magnetic triode’
was considered as a promising approach and was subject of several years of research.
The ‘electrostatic triode’ uses a plane-parallel setup with a positively charged grid be-

tween emitter and collector. Themodel bears some similarity to ourmodel. However, as a
big difference, no magnetic guiding field was applied. Experimental tests revealed a very
high gate current. This model therefore did not work [6].
Figure 3.8 shows a schematic diagram of the ‘magnetic triode’. Emitter and collector

are two parallel metal plates positioned side by side, while the gate electrode is metal plate
placed face to face with them. Amagnetic field is applied perpendicular to the emitter and
collector surfaces, forcing electrons on circular-like paths. Experimental test devices have
been built and theoretical calculations of the electrostatic potential, the electron paths and
the possible current densities have been performed. In test models voltages of order 100V
were applied, and a gate current of about 10% of the total current was measured [6, 73].
However, due to the high power consumedby the gate electrode and the load current being
small, the ‘magnetic triode’ was ultimately also abandoned.

e m i t t e r c o l l e c t o r

g a t e   e l e c t r o d e

vacuum tube

+Vg

electrical load

-
-- --

-

region with 
high space-charge 

densityB

Figure 3.8: Sketch of the ‘magnetic triode’ and typical electron trajectories in the system. The model
was proposed by Hatsopoulos in the 1950s [59]. The applied magnetic field leads to cross sections of
the electron paths, creating a region with a high space-charge density.

The drawbacks of the ‘magnetic triode’ can be understood by considering the issues
discussed in the previous section. The setup leads to cross sections in the electron paths,
creating a region with a high space-charge density (figure 3.8). Furthermore, in practical
devices, emitter and collector need to have surfaces at least of the order ofmillimeters. The
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electrons paths are of the same order of magnitude, leading to a very strong space-charge
potential. As I will show in chapter 4, the distances covered by the electrons even with
an accelerating electric field should be below about 100 μm for no dominant space-charge
potential to be formed.
Further disadvantages are the use of a relatively weak magnetic field, which allows only

weak electric fields before the electrons are accelerated towards the gate electrode (com-
pare section 3.2), and the instability of the circular-like paths.
Figure 3.9 shows a modification of ‘magnetic triode’, which avoids the formation of a

concentrated space-charge region. However, other disadvantages, such as the long elec-
tron paths, the weak magnetic field (allowing only weak electric fields) and the instability
of the electron paths, remain. Furthermore, the B-field has to be stronger for electrons
emitted closer to the collector than for electrons emitted further from the collector. Such
a magnetic field is impractical for real devices.
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Figure 3.9: Sketch of a variant of the
thermionic triode, avoiding a concen-
trated space-charge region. However, this
model has several disadvantages, such
as the requirement of an inhomogeneous
magnetic field.

Other setups using electric and magnetic fields have been proposed, for example by
Laing [95]. All his models, however, have clear drawbacks, which will be illuminated by
considering the issues discussed above.
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3.4 Model Calculations for Thermoelectronic Energy
Converters

The first step for modeling TECs is to gain an elementary understanding of the electron
behavior in the system, as has been done in chapter 3.2. The next step is to estimate the
space-charge potential in the inter-electrode space and the possible current densities.
An exact analytical approach, determining the space-charge potential by solving the

three-dimensional Poisson equation, is virtually impossible.
Our first approach was to use a particle traction software with integrated electric and

magnetic field solvers for the model calculations. Below I will give a brief introduction
to the software package and present simulations illustrating the electron behavior in the
system. Although the space charge of the emitted particles can be included in the calcula-
tions, this approach proved to be not conducive to calculate the current density, because
the computational effort is too high and in many cases the solutions do not converge.
However, by investigating the electric field distribution, it became evident that the elec-

tron motion can be mapped onto a one-dimensional system. As I will demonstrate in the
following chapter, this enables us to estimate the space-charge potential and the current
densities by using a one-dimensional electrostatic approach.

Field Calculations and Particle Tracing with a Three-Dimensional Simulation
Software

After testing several software packages, we decided to use the three-dimensional particle
trajectory simulation software ‘Lorentz’, developed by ‘Integrated Engineering Software’
(IES) [99]. It includes the three-dimensional magnetic field solver ‘Amperes’ and elec-
tric field solver ‘Coulomb’. The software offers a CAD-import, enabling the user to draw
complex geometrical setups for the simulations in specific CAD-programs.
IESprovides both the ‘finite elementmethod’ (FEM) and the ‘boundary elementmethod’

(BEM) for the calculation of electric and magnetic fields. In FEM, the volume is divided
into discrete finite elements. The electro-magnetic partial differential equations are solved
for every element in relation to the other elements. In BEM, not the volume, but the sur-
face of the geometrical objects is discretized. The partial differential equation are solved in
the integral form, by trying to fit the given boundary conditions to the boundary elements.
For electric fields for example, surface charges are assigned to each surface element. When
a solution is found, the exact fields can be calculated at any given points in the volume di-
rectly from the BEM solution.
The boundary element method holds advantages over the finite element method for

certain applications. For example, BEM is more efficient for geometries with high surface
to volume ratio. Another example is the calculation of electric and magnetic fields in
vacuum. For a detailed discussion about the concept, advantages and applications of the
boundary elementmethod, please refer to, e.g., reference [100]. All calculations presented
in this work exclusively use BEM.
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IES offers various options for the field solvers, the particle tracing solvers and overall
physical boundary conditions which can be chosen for each model to obtain the most
efficient computational process and high precision results. I will not discuss these options
here. More detailed information is given in [99].
To calculate the electric field distribution in our model system, I drew only a section

of the setup, making use of the symmetry options provided by IES. It is possible to de-
fine symmetric and periodic boundary conditions in the geometrical setup, significantly
reducing the computational effort.
Our model can be reduced to 1/6 of the total system due to its angular periodicity. Fig-

ure 3.10 shows a screenshot of the section drawn and its symmetry planes2. As a basis for
the model, I used our experimental setup described in chapter 5.

emitter

collector

gate

500 μm

800 μm
200 μm

500 μm

symmetry planes
1 mm

Figure 3.10: Screenshot of a drawn section of the system, consisting of the emitter, collector and the
gate, which is used for model calculations in IES. By exploiting the angular symmetry of the system,
only 1/6 of the model has to be defined. The symmetry planes on the front side are indicated in the
image.

2Unfortunately, the image export function in IES is very limited, as it does not enable high-quality, high-
resolution images.
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After defining thematerials3 and assigning a voltage to all three components, the electric
field can be calculated. The field solver assigns two-dimensional boundary elements to all
surfaces, their density depending on the preset precision. Figure 3.11 shows an example
of the assigned boundary elements.

emitter

collector

gate
emitting
surface

1 mm

Figure 3.11: Illustration of boundary elements assigned to each surface. The density of the elements
depends on the predefined precision. The surface that will be used to emit particles is indicated. The
precision has been set very high for this surface.

Figure 3.12 shows the calculated electric field at the emitter surface for a gate voltage
of 10V. The electric field reflects the structure of the gate electrode; in the meshes it is
weaker than at the grid bars. To calculate the electric field distribution, a voltage has to
be assigned to all three components. In the following figures, I will indicate the voltages
assigned to emitter, gate and collector using 𝑉e, 𝑉g and 𝑉c, respectively.
As a next step, electrons are emitted from a designated surface. The electric field solu-

tion is used to determine the electron trajectories. Figure 3.13 shows the calculated paths
of four electrons emitted at different positions on the emitter surface, with an applied lon-
gitudinal magnetic field of 1T. The radius of gyration is not visible here, as it is too small.
Figure 3.14 shows the electrons trajectories from different perspectives to illustrate the

helical motion and the drift velocity, as discussed in chapter 3.2.

3IES offers several materials that can be assigned to all components. Additional materials with specific
characteristics can be defined. However, for the calculations performed here, the exact materials are not
essential, provided that a metal with a sufficiently high conductivity is chosen. I chose copper as the
standard material for all calculations.
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Figure 3.12: Calculated electric field at the emitter surface for an applied gate voltage of 10V. The
field has been determined not only for the section drawn, but for the total model. Parameters used:
𝑉e = 0V, 𝑉g = 10V, 𝑉c = 0V.
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emitter

collector

gate paths of the
emitted electrons

250 μm

Figure 3.13: Screenshot of the
calculated trajectories of four
electrons emitted from differ-
ent positions on the emitter
surface. A longitudinal mag-
netic field of 1T is applied.
The helical motion of the
electrons along the magnetic
field lines cannot be seen here,
as the radius of gyration is too
small. The electrons started
with an initial kinetic energy
of 0.1 eV. Parameters used:
𝑉e = 0V,𝑉g = 10V,𝑉c = 0V.
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100 μm

Figure 3.14: Screenshot of the same electron paths as in figure 3.13, shown from different perspectives.
(a) Top view: the drift velocity of the electrons perpendicular to the electric and magnetic fields
can clearly be observed, consistent with the considerations in section 3.2. The velocity is greater for
electrons closer to the gate, as the electric field is stronger. (b) Side view: the helical motion of the
electrons is visible from this perspective. (c) Side view: the drift velocity is strong in the middle of
the path, corresponding to the region where the electrons pass the gate and the electric field is strong.
Parameters used: 𝑉e = 0V, 𝑉g = 10V, 𝑉c = 0V.

Figures 3.15 and 3.16 show the trajectories for 30 emitted electrons without and with
an applied magnetic field of 1T, respectively, demonstrating the channeling effect of the
magnetic field, which forces the electrons on quasi-one-dimensional paths.
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The results of these simulations, describing the electron behavior in the system, are con-
sistent with my previous considerations, which were based on homogeneous and static
fields. This shows that the simplified scenario of homogeneous fields provides a reliable
basis for predicting the electron behavior in the model system.

emitter

collector

1 mm

paths of the
emitted electrons

Figure 3.15: Illustration of the trajectories of 30 electrons emitted with no magnetic field applied. Pa-
rameters used: 𝑉e = 0V, 𝑉g = 10V, 𝑉c = 0V.

emitter

collector

1 mm

paths of the
emitted electrons

Figure 3.16: Illustration of the trajectories of 30 electrons emitted with an applied longitudinal mag-
netic field of 1T. The magnetic field does not only prevent electrons from hitting the gate but also
channels them onto the collector by forcing them on quasi-one-dimensional paths. Parameters used:
𝑉e = 0V, 𝑉g = 10V, 𝑉c = 0V.
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Limitations of the Three-Dimensional Field Approach

To determine the current density in the system, the space charge needs to be included in
the calculations. ‘Lorentz’ offers the possibility to calculate the space-charge density of the
emitted particles by assigning a charge to each electron path depending on the velocity of
the particles and the predefined current.
The current density in a given systemcan, in principle, be determined in an iterative pro-

cess. By combining the space-charge density with the external potential, the total electric
potential is calculated. The electrons are then reemitted and the fields are recalculated,
until the solutions converge within a defined error limit.
Introducing the space charge into the simulations showed that for high current den-

sities, many electrons are not able to reach the collector. Depending on the strength of
the magnetic field, the electrons are either forced back to the emitter or escape in various
directions.
However, these calculations proved problematic for the following reasons:

• For high defined currents, the calculations converge only very slowly or not at all.
The emitted electrons describe complex trajectories — helical paths with varying
radii and pitches. Even a small fluctuation in the electric field changes the paths and
prevents the solutions from converging. Furthermore, if electrons start to escape
in different directions, the calculations do not converge at all, as the paths change
significantly for every iteration.

• The electrons are accelerated to high velocities (near the gate) before they are decel-
erated down to their initial velocity. A small error when the electrons are fast leads
to a big error when they are slow again. For this reason, the precision has to be set
very high, significantly increasing the computational effort.

• For a sufficient precision of the results, a high number of electrons has to be emitted.
When including a thermal distribution of the initial electron velocities, this num-
ber is furthermore multiplied by a factor of at least 10–20, resulting in a very high
number of electron trajectories to be calculated.

These effects lead to a very high computational effort and render the simulations ex-
tremely time consuming. One simulation with a predefined current density already takes
several hours. Many such runs are required to determine the actual current density for
one specific set of parameters. To investigate a converter setup with a given geometry for
different temperatures and applied voltages, these simulations would have to be repeated
for many different values.
For these reasons, I had to find a different approach to determine the space-charge po-

tential and current density in thermoelectronic energy converters.
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Transition to One-Dimensional Model Calculations

The space-charge cloud is mainly formed close to the emitter surface. I therefore per-
formed various calculations to determine the electric field generated by the gate near the
emitter surface for different geometry setups.
As already illustrated earlier, the electric field at the emitter surface reflects the structure

of the gate electrode. If the distance between emitter and gate 𝑑eg is increased, however,
the pattern of the electric field vanishes until it becomes almost completely uniform and
resembles the field created by a metal plate.
I illustrated this effect in figure 3.17 and 3.18. Figure 3.17 shows the calculated electric

field at the emitter surface, while figure 3.18 shows the electric field along a line on the
emitter surface, both for different emitter-gate distances.
The distance, at which the electric field at the emitter surface becomes homogeneous,

depends on the gate geometry, foremost the mesh diameter 𝑤. As a rule of thumb, the
distance is given by 𝑑eg ≈ 1/2𝑤, which corresponds to an emitter-collector distance of
𝑑ec ≈ 𝑤 for a symmetrical setup.
I further investigated the electric field between emitter and gate for the case 𝑑ec ⪆ 𝑤.

The field is not only uniform at the emitter surface, but almost in the entire inter-electrode
space, except for very close to the gate. Figure 3.19 shows the electric-field component in
z-direction at three different positions between emitter and gate. The electric field in z-
direction represents the component parallel to themagnetic field 𝐸∥ and is responsible for
accelerating the electrons away from the emitter surface (compare to section 3.2). At the
emitter surface, the total electric field and the z-component are equivalent, as the electric
field must be perpendicular to the metal surface.
These observations suggest that the gate electrode can be approximated by a metal plate

for 𝑑ec ⪆ 𝑤. As most of the electrons are channeled through the gate openings and do not
reach the gate, this plate can be considered transparent for electrons. Furthermore, the
magnetic field forces the electrons onto quasi one-dimensional paths, provided that the
radius of gyration is small compared to the mesh diameters.
A current flowbetweenplane-parallelmetal plates canbe described by a one-dimensional

model [29]. In our system, the electrons follow quasi-one-dimensional paths and the elec-
tric field can be considered to be generated by a transparentmetal plate. I will therefore use
a one-dimensional approach in the next chapter to determine the space-charge potential
and the current densities in our model system.
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Figure 3.17: Electric field at the emitter surface for three different emitter-gate distances 𝑑eg. The dis-
tance is measured from the emitter surface to the center of the gate. The dimensions of the setup are
equivalent to the ones used in figure 3.10. The gate-mesh diameter is 𝑤 = 1600 μm, the thickness
of the gate is 200 μm. For 𝑑eg = 200 μm, the electric field clearly reflects the gate structure. For
increasing distances, the field becomes more homogeneous. For a distance of 𝑑eg = 1000 μm the
field is virtually uniform on the emitter surface and is equivalent to the field generated by a metal
plate. Parameters used: 𝑉e = 0V, 𝑉g = 10V, 𝑉c = 0V. A symmetrical setup was considered.
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Figure 3.18: Electric field calculated along a line on the emitter surface for different emitter-gate dis-
tances 𝑑eg. The distance varies from 200 μm to 2000 μm in steps of 200 μm, measured from the
emitter surface to the center of the gate. For very small distances, the electric field at the emitter
surface area, which faces the center of the meshes, starts to decrease. Parameters used: 𝑉e = 0V,
𝑉g = 10V, 𝑉c = 0V. A symmetrical setup was considered.
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Figure 3.19: Electric field component in longitudinal direction 𝐸∥ between emitter and gate for a fixed
emitter-gate distance of 1000 μm. The mesh width of the gate is 1600 μm. The distance is measured
from the emitter surface to the center of the gate. 𝐸∥ is the field component responsible for acceler-
ating the electrons away from the emitter (see section 3.2). The electric field is virtually uniform in
the inter-electrode space, except close to the gate electrode. Parameters used: 𝑉e = 0V, 𝑉g = 10V,
𝑉c = 0V. A symmetrical setup was considered.
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4 One-Dimensional Current Model

A three-dimensional approach has proven to be impractical and not conducive to calculat-
ing the space charge and possible current densities in ourmodel system. However, as illus-
trated in the previous chapter, the electronmotion can bemapped onto a one-dimensional
system consisting of emitter and collector and a transparent metal plate between them.
In this chapter, I will show how a one-dimensional space-chargemodel for a transparent

gate electrode can be developed, based on established space-charge theories, which have
shown great agreement with experimental results. Building on these theories, I will derive
the transparent-gate model in several consecutive steps.
Finally, I will present a possible approach to how themodel can be expanded to account

for inhomogeneities in the electric field generated by the three-dimensional gate electrode.

4.1 Basic Principles of One-Dimensional Electrostatic
Calculations

Themodels presented below are based on electrostatic considerations. I consider themag-
netic field only to confine the electronmotion onquasi one-dimensional paths in the inter-
electrode space.
The electrostatic potential, which also defines the electronmotion, can be found by solv-

ing the Poisson equation

Δ𝛷(𝑥, 𝑦, 𝑧) = −
𝜌sc(𝑥, 𝑦, 𝑧)
𝜀0
. (4.1)

The space-charge density 𝜌sc represents the density of charged particles in a volume𝑉 and
is given by

𝜌sc(𝑥, 𝑦, 𝑧) =
𝑄(𝑥, 𝑦, 𝑧)
𝑉
, (4.2)

where 𝑄(𝑥, 𝑦, 𝑧) is the total charge.
The space-charge density 𝜌sc(𝑥, 𝑦, 𝑧) on the one hand determines the electrostatic po-

tential 𝛷(𝑥, 𝑦, 𝑧) and on the other hand is a function of 𝛷(𝑥, 𝑦, 𝑧) itself. Equation (4.1)
is therefore a self consistent differential equation. The solution further depends on the
boundary conditions.
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If the electrostatic potential and the space-charge density are uniform in two directions
in space, the Poisson equation can be reduced to one dimension, yielding

d2𝛷(𝑥)
d𝑥2
= −
𝜌sc(𝑥)
𝜀0
. (4.3)

In this case, the space-charge density is given by

𝜌sc(𝑥) = ∫
𝑗(𝑣x)
𝑣x(𝑥)
d𝑣x. (4.4)

For a uniform velocity 𝑣x(𝑥) = const, this equation reduces to

𝜌(𝑥) =
𝐽
𝑣𝑥(𝑥)
. (4.5)

𝐽 represents the total current density, whereas 𝑗(𝑣x) represents the contribution to 𝐽 of
electrons with a specific velocity 𝑣x.

Equation (4.5) can be understood by considering thewell known relation for the current
density

𝐽 = 𝑛e(𝑥)𝑒𝑣x(𝑥), (4.6)

with the electron density 𝑛e(𝑥). Combining equations (4.6) and (4.2), while considering
𝑄(𝑥) = 𝑒𝑛e(𝑥), yields the space-charge density (4.4).

The current density 𝐽 in a one-dimensional, electrostatic system is constant, if the charge
density is time-independent. This is a direct consequence of the continuity equation

𝜕𝜌(𝑥, 𝑦, 𝑧)
𝜕𝑡
+ ∇J = 0 1𝐷−−−−−−→

𝜕𝐽
𝜕𝑥
= −
𝜕𝜌(𝑥)
𝜕𝑡
= 0. (4.7)

A plane-parallel thermionic converter can be modeled by two plane-parallel infinite
metal plates. In this case, the electrostatic potential and the space charge are uniform in
two directions in space and the system can therefore be reduced to a one-dimensional
model. Space-charge theories based on this approach have shown great agreement with
experimental results [6, 29]. Below I will introduce these theories, which form the basis
for the transparent-gate model.

All calculations in this chapter are performed for collisionless, ballistic electron trans-
port. The back emission from the collector is neglected, as its contribution to the current
density for efficient TECs is very small (compare chapter 2.5).

To solve the numerical calculations presented, I usedMathematica, version 8.0.1.0 [101].
The according source code is shown in appendix A.1.
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4.2 Established Space-Charge Theories for
Plane-Parallel Converters

The Child-Langmuir Law

TheChild-Langmuir Law, often calledChild’s Law, describes the space-charge limited cur-
rent density between two plane-parallel metallic plates when an accelerating voltage is ap-
plied to the collector. It was the first space-charge theory to be developed [6]. Although
several simplifying assumptions are made, the predicted current densities agree closely
with experimental results. The Child-Langmuir Law has has become the basis for many
algorithms modeling the space charge and electron behavior between metallic electrodes.
Themost important result of the Child-Langmuir Law is the dependency of the current

density on the applied voltage 𝑉 and the distance 𝑑ec between the two plates, i.e.

𝐽 ∝
𝑉
3
2

𝑑2ec
.

Child was the first to derive this relation. In 1911 he published a paper in which he
calculated the current of positives ions between two plane-parallel metal plates [34]. Two
years later, Langmuir showed that electron current in such a setup shows the same behav-
ior [35].
To calculate the current density, the emitter is considered to be an infinite electron reser-

voir and the electrons are considered to have no initial kinetic energy. Figure 4.1 shows
the inter-electrode potential 𝛷(𝑥) for different current densities. As described in the fig-
ure caption, the current density in such a setup adjusts itself so that the derivative of𝛷(𝑥)
at the emitter surface is zero.
The boundary conditions of the Poisson equation are thus given by1

𝛷(0) = 0 𝛷(𝑑ec) = 𝑉
𝜕𝛷(𝑥)
𝜕𝑥
|
0
= 0. (4.8)

The electron velocity 𝑣x(𝑥) is defined by the kinetic energy 𝐸kin, which depends on the
inter-electrode potential

𝑣x(𝑥) = √−
2𝑒
𝑚e
𝛷(𝑥). (4.9)

1The Poisson equation is a second-order differential equation and can be solved with two boundary con-
ditions. However, the solution for 𝛷(𝑥) would be a function of the current density 𝐽. Applying the
condition discussed in figure 4.1, however, leads to a single solution of𝛷(𝑥)with a specific current den-
sity.
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Figure 4.1: Sketch of the inter-electrode poten-
tial 𝛷(𝑥) between emitter and collector, to
which an accelerating voltage 𝑉 is applied.
The curves a, b and c represent𝛷(𝑥) for differ-
ent current densities 𝐽. If 𝐽 is small (curve a),
the current increases, as more electrons from
the reservoir are accelerated towards the col-
lector. If 𝐽 is high (curve c), the electrons can-
not overcome the potential maximum, as they
have no initial kinetic energy, and 𝐽 decreases.
The current density therefore adjusts itself so
that the derivative of 𝛷(𝑥) at the emitter sur-
face is zero (curve b).

By virtue of equation (4.5), the space-charge density is then given by

𝜌sc(𝑥) = 𝐽 (−
2𝑒
𝑚e
𝛷(𝑥))

− 12
. (4.10)

Inserting (4.10) into the Poisson equation (4.3) yields the differential equation

Δ𝛷(𝑥) = −
𝐽
𝜀0
(−
2𝑒
𝑚e
𝛷(𝑥))

− 12
. (4.11)

This differential equation can be solved by using the identity

𝜕
𝜕𝑥
(
𝜕𝛷(𝑥)
𝜕𝑥
)
2
= 2
𝜕𝛷(𝑥)
𝜕𝑥
𝜕2𝛷(𝑥)
𝜕𝑥2
,

and defining the help function

𝜕𝑓
𝜕𝛷(𝑥)
∶= −
𝐽
𝜀0
(−
2𝑒
𝑚e
𝛷(𝑥))

− 12
.

By integrating over 𝑥 and applying the third boundary condition of (4.8), it follows that

𝜕𝛷
𝜕𝑥
= 𝑓

1
2 =
4𝐽
𝜀0
(
𝑚e𝛷(𝑥)
2𝑒
)
1
4
.
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Separation of variables, integration and the use of the other two boundary conditions
finally leads to

𝛷(𝑥) =
𝑉d
𝑑
4
3
ec

𝑥
4
3 , (4.12)

𝐽 =
4
9
𝜀0 (
2𝑒
𝑚e
)
1
2 𝑉
3
2

𝑑2ec
. (4.13)

The Child-Langmuir Law has several limitations. Because it treats the emitter as an
infinite electron reservoir, it does not describe the transition into the saturation current
density, which is given by the Richardson-Dushman equation (2.4). Furthermore, it is
clearly wrong for 𝑉 = 0, because it predicts no current to flow in this case. Assuming
the electrons to have no initial velocity is a good approximation for strong voltages, as the
kinetic energy in this regime is dominated by the generated electric field. For small accel-
erating voltages, however, the initial velocity is an important part of the electron energy.
In this voltage regime, the Child-Langmuir Law is not a good approximation.

Introducing the Velocity Distribution - The Langmuir Theory

Langmuir expanded the model to include the velocity distribution of the emitted elec-
trons [102]2. As Hatsopoulos illustrates in reference [29], the values calculated using the
Langmuir theory show close agreement with experimental results.
To derive the space-charge potential and the current density, I will partly follow the

course of Langmuir [102] and Hatsopoulos [29]. I will further present an alternative way
of approaching the model and deriving the differential equation for the space-charge po-
tential. The considerations in this chapter are fundamental to the ‘ideal gate’model, which
I will introduce later in this chapter.
I shall consider a plane-parallel setup with emitter and collector on the same electro-

static potential, corresponding to the ideal converter configuration (2.13). The inter-
electrode electrostatic potential is caused only by the charges of the electrons and is there-
fore equivalent to the space-charge potential 𝛷sc(𝑥).
The starting point is the Poisson equation, given by

Δ𝛷sc(𝑥) = −
𝜌sc(𝑥)
𝜀0
. (4.14)

2A space-charge theory between two plane-parallel infinite metallic plates including the electron velocity
distribution was first developed by Epstein and Fry, but there were several errors in their derivations
(according to Langmuir [102]). The first correct calculations were performed by Adams, at the request
of Langmuir. Adams, however, failed to publish his results, which Langmuir than did in 1923.
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To solve the Poisson equation, the first step is to express the space-charge density 𝜌sc in
terms of 𝛷sc. The space-charge density at a point 𝑥 can be calculated by integrating the
velocity distribution 𝑓e(𝑣x, 𝑥) over all velocities

𝜌sc(𝑥) = 𝑒𝑛0 ∫ 𝑓e(𝑣x, 𝑥)d𝑣x, (4.15)

where 𝑛0 is the particle density at 𝑥 = 0.
Hatsopoulos shows that the electron distribution function 𝑓e(𝑣x, 𝑥) is a solution of the

Boltzmann equation [29]. He obtains the space-charge density

𝜌sc(𝑥) = 2 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
∫ d𝑣xe

− 𝑒𝛷(𝑥)𝑘B𝑇 −
𝑣2x
2𝑘B𝑇 . (4.16)

I will now demonstrate that the space-charge density can also be obtained by a more
direct approach, based solely on fundamental principles discussed earlier.
The velocity distribution of thermally emitted electrons, as shown in chapter 2.4, is given

by a ‘Half-Maxwellian’ distribution. For a one-dimensional system, the distribution re-
duces to

𝑓h(𝑣x) =
{
{
{

2( 𝑚e2𝜋𝑘B𝑇) e
−𝑚e𝑣
2
x

2𝑘B𝑇 for𝑥 ≥ 0
0 for𝑥 < 0

. (4.17)

This distribution is only valid directly at the emitter surface. In the inter-electrode space,
it is modified by the space-charge potential 𝛷sc(𝑥). As a consequence, 𝑓e(𝑣x, 𝑥) is only
normalized at 𝑥 = 0.
The space charge 𝜌sc is given by

𝜌sc(𝑥) = ∫
𝑗(𝑣x)
𝑣x(𝑥)
d𝑣x. (4.18)

The differential current density 𝑗(𝑣x) is defined by

𝑗(𝑣x) = 𝑒𝜂e(𝑣x, 𝑥)𝑣x(𝑥), (4.19)

where 𝜂e(𝑣x, 𝑥) represents the electron density at a point 𝑥 of electrons with the veloc-
ity 𝑣x(𝑥)

𝜂e(𝑣x, 𝑥) = 𝑛0𝑓e(𝑣x, 𝑥). (4.20)

The electron velocity 𝑣x(𝑥) is defined by the kinetic energy, which depends on the inter-
electrode potential and the initial electron velocity

𝑣x(𝑥) = √−
2
𝑚e
𝑒𝛷(𝑥) + 𝑣20. (4.21)
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Changing the integration variable in equation (4.18) from d𝑣x to d𝑣x0 by using the iden-
tity

d𝑣x𝑗(𝑣x) = 𝑒𝑛0𝑣x(𝑥)𝑓e(𝑣x, 𝑥)d𝑣x = 𝑒𝑛0𝑓e(𝑥, 𝑣x0)𝑣x0d𝑣x0 = 𝑒𝑛0𝑣x0𝑓h(𝑣x0)d𝑣x0, (4.22)

allows me to introduce the Half Maxwellian velocity distribution (4.17) 𝑓h(𝑣x0) into the
space-charge density.
Changing the integration variable back again leads to

𝜌sc(𝑥) = 2 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
∫ d𝑣xe

− 𝑒𝛷(𝑥)𝑘B𝑇 −
𝑣2x
2𝑘B𝑇 . (4.23)

Through these steps, I replaced the unknown velocity distribution in the inter-electrode
space by the known velocity distribution𝑓h(𝑣x0), which is independent of 𝑥. The resulting
space-charge density (4.23) is equivalent to expression (4.16) derived by Hatsopoulos.
The next step in calculating 𝜌sc is to determine the integration limits. The Poisson equa-

tion (4.14) indicates that the curvature of 𝛷sc(𝑥) is always downwards. As 𝛷sc(𝑥) is fixed
at the emitter and the collector surface, it always forms a maximum 𝛷sc,max at 𝑥 = 𝑥max
(figure 4.2).
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Figure 4.2: Typical form of the space-charge po-
tential 𝛷sc(𝑥), when emitter and collector are
on the same electrostatic potential. 𝛷sc(𝑥) al-
ways forms a maximum 𝛷sc,max at 𝑥 = 𝑥max.
For 𝑥 < 𝑥max electrons move in both direc-
tions, as part of the electrons are turned back.
For 𝑥 > 𝑥max electrons move only in positive
x-direction. The potential was calculated us-
ing the typical parameters 𝜙e = 2.5 eV, 𝑇e =
1500K, 𝑑ec = 100 μm.

A fraction of the electrons lacks the energy to overcome the space-charge maximum
and turns back to the emitter. For 𝑥 < 𝑥max, electrons therefore move in both directions,
whereas for 𝑥 > 𝑥max electrons move only in positive x-direction.
For 𝑥 > 𝑥max, electrons with the lowest velocity in positive x-direction are those that

reach𝛷sc,max with zero velocity and are then accelerated towards the collector. These elec-
trons have the velocity

𝑣x,min(𝑥) ∶= (
2𝑒
𝑚e
(𝛷m − 𝛷(𝑥)))

1
2
. (4.24)
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4 One-Dimensional Current Model

It follows that for 𝑥 ≥ 𝑥max, electrons have velocities in the range of

𝑣x,min(𝑥) < 𝑣x(𝑥) < ∞ for 𝑥 ≥ 𝑥max. (4.25)

For 𝑥 < 𝑥max, electrons with the highest velocity in negative x-direction are those that
reach 𝛷sc,max with zero velocity and are then accelerated towards the emitter. These elec-
trons have the velocity −𝑣x,min(𝑥). This means that for 𝑥 < 𝑥max, electrons have velocities
in the range of

−𝑣x,min(𝑥) < 𝑣x(𝑥) < ∞ for 𝑥 < 𝑥max. (4.26)

By virtue of equation (4.23) and using the integration limits (4.25) and (4.26), the space-
charge density in the inter-electrode space is therefore given by

𝜌sc(𝑥) = 2𝑒𝑛0 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
e−
𝑒𝛷(𝑥)
𝑘B𝑇

{{{{{
{{{{{
{

∞

∫
−𝑣x,min(𝑥)
d𝑣xe
− 𝑣
2
x
2𝑘B𝑇 for 𝑥 < 𝑥max

∞

∫
𝑣x,min(𝑥)
d𝑣xe
− 𝑣
2
x
2𝑘B𝑇 for 𝑥 ≥ 𝑥max

. (4.27)

Using the substitutions

𝑡2 =
𝑚e𝑣x(𝑥)

2

2𝑘B𝑇
, (4.28)

𝛾(𝑥) =
𝑒
𝑘B𝑇
(𝛷max − 𝛷(𝑥)), (4.29)

leads to

𝜌sc(𝑥) = 2𝑒𝑛0
1
𝜋
1
2
e−
𝑒𝛷(𝑥)
𝑘B𝑇

{{{{{{
{{{{{{
{

∞

∫
−𝛾(𝑥)

1
2

d𝑡e−𝑡
2

for 𝑥 < 𝑥max

∞

∫
𝛾(𝑥)
1
2

d𝑡e−𝑡
2

for 𝑥 ≥ 𝑥max

. (4.30)

This equation canbe simplified byusing theGaussian integral and the error function [103]

∞

∫
0

d𝑡e−𝑡
2

= 𝜋
1
2 and

𝛾(𝑥)
1
2

∫
0

d𝑡e−𝑡
2

=
𝜋
1
2

2
erf [𝛾(𝑥)

1
2 ] . (4.31)
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Inserting the space-charge density into the Poisson equation (4.14) finally yields the
self-consistent differential equation

Δ𝛷sc(𝑥) = −
𝑒𝑛0
𝜀0
exp [−

𝑒
𝑘B𝑇
𝛷(𝑥)]{1 ± erf [(

𝑒
𝑘B𝑇
(𝛷max − 𝛷(𝑥)))

1
2
]} . (4.32)

The plus and minus signs indicate 𝑥 ≤ 𝑥max and 𝑥 ≥ 𝑥max, respectively.
The boundary conditions for equation (4.32) are given by the electrostatic potentials of

emitter and collector

𝛷sc(0) = 0 and 𝛷sc(𝑥c) = 0. (4.33)

The electron density 𝑛0 at 𝑥 = 0 can be computed by considering that the saturation
current density 𝐽s, defined by the Richardson-Dushman current density 𝐽RD, can be cal-
culated by

𝐽s = 𝑒𝑛0

∞

∫
0

d𝑣x0𝑓h(𝑣x)𝑣x0 = 𝑒𝑛0 (
2𝑘B𝑇
𝜋𝑚e
)
1
2
. (4.34)

Solving equation (4.34) for 𝑛0 with 𝐽s ≡ 𝐽RD yields

𝑛0 =
𝐽RD(𝜙e, 𝑇e)
𝑒
(
𝜋𝑚e
2𝑘B𝑇e
)
1
2
. (4.35)

𝑛0 depends on the saturation current, and is thus a function of the emitter temperature 𝑇e
and the emitter work function 𝜙e.
The differential equation (4.32) can be solved numerically, yielding the space-charge

potential 𝛷sc(𝑥). The current density in the system can then be calculated by the fraction
of the electrons overcoming the space-charge maximum 𝛷sc,max, leading to

𝐽 = 𝐽se
−𝑒𝛷sc,max/𝑘B𝑇e . (4.36)

These calculations enable us to predict the current density for plane-parallel convert-
ers for different setup parameters: the collector temperature 𝑇e, the collector work func-
tion and the emitter-collector distance 𝑑ec. As back emission is not considered, the col-
lector work function and temperature do not influence the results. They do, however,
influence the output power, as the load voltage depends on 𝜙c.
The Langmuir theory can be used to show that 𝐽 increases for decreasing 𝑑ec. The values

displayed in figure 2.4 in chapter 2.1, illustrating the ‘close-space approach’, were calculated
using this theory.
Within the Langmuir theory, it is also possible to investigate the influence of the emit-

ter temperature and the emission properties on the current density for conventional vac-
uum converters. Figure 4.3 shows 𝐽 as a function of 𝑇e for an emitter-collector distance
of 100 μm. Although 𝐽 increases with 𝑇e, no significant current can be generated.
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4 One-Dimensional Current Model

To investigate the current density for materials with different emission characteristics, a
coefficient 𝜀RD is introduced. This coefficient is a simple factormodifying the Richardson-
Dushman constant𝐴RD (2.5). A high value of 𝜀RD therefore indicates a material with high
emission properties. Figure 4.4 shows 𝐽 as a function of 𝜀RD for a setup with an emitter-
collector distance of 𝑑ec = 100 μm. The graph illustrates that no significant currents can
be obtained for such a setup, even with an emitter material that yields an emission current
20 times higher than the conventional Richardson-Dushman current.
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Figure 4.3: Current density 𝐽 as a
function of the emitter tempera-
ture 𝑇e for a converter with emitter-
collector distance 𝑑ec = 100 μm
and emitter work function of 𝜙e =
2.5 eV. Even for high applied
temperatures, no significant current
density is obtained.
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Figure 4.4: Current density 𝐽 as a
function of a Richardson-Dushman
coefficient 𝜀RD for a converter with
emitter-collector distance 𝑑ec =
100 μm, an emitter work function
𝜙e = 2.5 eV and an emitter tem-
perature of 𝑇e = 1500K. Even for
high values of 𝜀RD, indicating high
electron emission currents, no sig-
nificant current density is obtained.

These results clearly demonstrate that a high current density cannot be achieved in con-
ventional vacuum converters by simply optimizing the emitter characteristics or increas-
ing the temperature.
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4.3 Model for an Ideal Gate

4.3 Model for an Ideal Gate
An ideal gate is a metal plate that is transparent for electrons and creates a homogeneous
electric field. This model is a theoretical idealization, since electrons cannot pass through
a metal plate. However, as shown in chapter 3.4, a metal grid in sufficient distance from
the emitter can be approximated by an ideal gate model.
I shall consider emitter and collector to be two plane-parallel infinitemetal plates on the

same electrostatic potential. An ideal gate with the applied voltage 𝑉g at the position 𝑥g
creates the potential

𝛷g(𝑥) =
{{{
{{{
{

−𝑉g𝑥g𝑥 for 𝑥 ≤ 𝑥g

− 𝑉g𝑥c−𝑥g (𝑥c − 𝑥) for 𝑥 ≥ 𝑥g

, (4.37)

where 𝑥c indicates the collector position. Figure 4.5 shows the gate potential for a sym-
metrical configuration with 𝑥g = 𝑑ec/2.
The total inter-electrode electrostatic potential𝛹(𝑥) consists of the gate potential𝛷g(𝑥)

and the space-charge potential 𝛷sc(𝑥)

𝛹(𝑥) = 𝛷g(𝑥) + 𝛷sc(𝑥). (4.38)

It is foundby solving the one-dimensional Poisson equation (4.3). Thegate potential𝛷g(𝑥)
is not continuously differentiable at 𝑥 = 𝑥g. The space-charge potential, however, must be
continuously differentiable at 𝑥 = 𝑥g.
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Figure 4.5: Potential of an ideal transparent gate
for a geometrical symmetrical setup, which
represents the optimal geometrical configura-
tion for thermoelectronic energy converters.
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4 One-Dimensional Current Model

The symmetrical setup, with the gate electrode mounted exactly in the middle between
emitter and collector, represents the optimal geometrical configuration for thermoelec-
tronic converters3. This can be understood from the following example:
A converter with a symmetrical setup is considered. The gate potential is chosen just
strong enough so that the inter-electrode potential 𝛹(𝑥) does not form a maximum. In
this case,𝛷g(𝑥) and𝛹(𝑥) are symmetrical (figure 4.6 (a)). It further needs to be considered
that the space-charge density determines the curvature of the inter-electrode electrostatic
potential 𝛹(𝑥), as shown by the Poisson equation (4.3), and that increasing the electron
velocity results in a weaker space-charge potential.

• If the gate is moved closer to the emitter, while the emitter-collector distance 𝑑ec is
kept constant (figure 4.6 (b)), the gate electric field between emitter and gate is in-
creased, leading to a weaker space-charge potential 𝛷sc(𝑥). On the other hand, the
electric field in the gray-shaded area in figure 4.6 (b) is weaker than before, leading
to a higher space-charge density in this region. The curvature of 𝛹(𝑥) is therefore
increased. As𝛹(𝑥) is fixed at the emitter and collector surfaces and the gate poten-
tial is weaker in the gray-shaded area, the total potential is stronger than before and
forms a maximum, which leads to a lower current density. Moving the gate closer
to the collector while keeping 𝑑ec constant, leads to the same effect.

• If 𝑑ec is increased while the emitter-gate distance is kept constant (figure 4.6 (c)),
the gate electric field in the grey shaded area in figure 4.6 (c) becomes weaker. This
again leads to amaximum of the total potential and consequently to a lower current
density.

The maximum current density is therefore obtained for the symmetrical configuration.
In the calculations presented below, I will only consider the symmetrical setup. The gate

potential in this case is given by

𝛷g(𝑥) =
{{{
{{{
{

−𝑉g𝑥g𝑥 for 𝑥 ≤ 𝑥g

−𝑉g𝑥g (𝑥c − 𝑥) for 𝑥 ≥ 𝑥g

. (4.39)

The resulting electric field is constant

𝐸g = −
𝜕𝛷
𝜕𝑥
=
{{{
{{{
{

𝑉g
𝑥g
= const for 𝑥 ≤ 𝑥g

−𝑉g𝑥g = const for 𝑥 ≥ 𝑥g

. (4.40)

In the following sections, I will develop the transparent model in several consecutive
steps, to arrive at a formulation that includes the electron velocity distribution and repre-
sents the full description of the system within an electrostatic approach.
3For a strong space-charge potential, the optimal configuration can deviate slightly from the symmetrical
configuration. However, the gate position 𝑥g = 𝑑ec/2 is very close to the optimal gate position.
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Figure 4.6: The electrostatic potential of the gate𝛷g(𝑥) and the total electrostatic potential𝛹(𝑥) shown
for different geometrical configurations. (a) symmetrical setup; the gate potential is just strong
enough so that𝛹(𝑥) forms no peak in the inter-electrode space. (b) If the gate is moved closer to the
emitter, while the total distance 𝑑ec is kept constant, a peak in 𝛹(𝑥) is formed, leading to a lower
current density. (c) If the collector is moved away from the gate, while the emitter-gate distance is
kept constant, a peak in𝛹(𝑥) is formed, leading to a lower current density. The optimal geometrical
configuration, which yields the highest current density, therefore corresponds to the symmetrical
setup shown in case (a).

A First Approach - Neglecting the Influence of the Space Charge on the Electron
Velocity

As a first step, I shall consider the simplified case that the electron motion is only deter-
mined by the electric field generated by the gate electrode, neglecting the influence of the
space-charge potential. This approximation can be valid for very strong applied voltages.
Analogous to the considerations leading to the Child-Langmuir Law, I assume the emitter
to be an infinite electron reservoir with no initial kinetic energy.
The symmetrical gate potential implies a symmetrical space-charge potential. It is there-

fore sufficient to solve the Poisson equation for only half of the setup, e.g., for 𝑥 ≤ 𝑥g. The
solution for the second part is obtained by substituting 𝑥 → (𝑥c − 𝑥).
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4 One-Dimensional Current Model

The electron velocity is given by

𝑣x(𝑥) = √2𝑎𝑥, (4.41)

where 𝑎 is the acceleration by the electric field

𝑎 =
𝑒𝐸g
𝑚e
. (4.42)

By virtue of (4.5), the space-charge density is given by

𝜌sc(𝑥) =
𝐽
𝑣x(𝑥)
=
𝐽
√2𝑎𝑥
. (4.43)

The Poisson equation (4.3) then becomes

𝜕2𝛹(𝑥)
𝜕𝑥2
= −
𝐽
𝜀0
1
√2𝑎𝑥
. (4.44)

Analogous to the arguments discussed on page 59, the current density adjusts itself so
that

𝜕𝛹(𝑥)
𝜕𝑥
|
0
= 0. (4.45)

The other boundary conditions are defined by the electrostatic emitter potential and the
symmetrical configuration, leading to

𝛹(𝑥) = 𝛷sc(0) = 0 (4.46)
𝜕𝛷sc(𝑥)
𝜕𝑥
|
𝑥g
= 0 ⇒
𝜕𝛹(𝑥)
𝜕𝑥
|
𝑥g
= −𝐸g. (4.47)

Using these boundary conditions, equation (4.44) can be solved, yielding the the space-
charge potential and the current density

𝛷sc(𝑥) =

{{{{
{{{{
{

− 23
𝑉g

𝑥
3
2
g

𝑥
3
2 + 𝑉g𝑥g𝑥 for 𝑥 ≤ 𝑥g

− 23
𝑉g

𝑥
3
2
g

(𝑥c − 𝑥)
3
2 + 𝑉g𝑥g (𝑥c − 𝑥) for 𝑥 ≥ 𝑥g

, (4.48)

𝐽 = 𝜀0 (
𝑒
2𝑚e
)
1
2 𝑉
3
2
g

𝑥2g
. (4.49)

The current density shows the same behavior 𝐽 ∝ 𝑉g/𝑥
2
g as the Child-Langmuir Law.
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ElectronsWith Uniform Velocity

As a next step, I will include the influence of the space-charge potential on the electron
velocity. I will not yet include the thermal velocity distribution, but consider all electrons
to have a uniform velocity. This simplification is similar to the considerations leading to
the Child-Langmuir Law and yields important results for the ideal-gate model.
Analogous to the previous section, it is sufficient to calculate only half of the symmetrical

solution, while the second half can be obtained by substituting 𝑥 → (𝑥c − 𝑥). The emitter
is again considered to be an infinite electron reservoir.
Analogous to the considerations for the Child-Langmuir Law (see section 4.2 on page

59), the current adjusts itself so that4

𝜕𝛹(𝑥)
𝜕𝑥
|
0
= 0. (4.50)

The other boundary conditions are defined by the electrostatic potential of the emitter
and the symmetrical setup

𝛹(𝑥) = 𝛷sc(0) = 0, (4.51)
𝜕𝛷sc(𝑥)
𝜕𝑥
|
𝑥g
= 0 ⇒
𝜕𝛹(𝑥)
𝜕𝑥
|
𝑥g
= −𝐸g. (4.52)

The kinetic energy of the electrons is given by

𝐸kin(𝑥) = −𝑒𝛹(𝑥) + 𝐸kin,0, (4.53)

which leads, by virtue of (4.5), to the space-charge density

𝜌sc(𝑥) =
𝐽

√2/𝑚e (−𝑒𝛹(𝑥) + 𝐸kin,0)
, (4.54)

and the Poisson equation

Δ𝛹(𝑥) = −
𝐽
𝜀0
(
2𝑒
𝑚e
( − 𝛹(𝑥)) +

2
𝑚e
𝐸kin,0)

− 12
. (4.55)

Electrons without Initial Kinetic Energy

First, I shall consider electrons with no initial velocity, the same case as considered in
the Child-Langmuir Law. Equation (4.53) shows that this assumption is a good approxi-
mation for strong gate fields, i.e. 𝑒𝛹(𝑥) ≫ 𝐸kin,0.

4For a finite initial kinetic energy, the current density could be higher. The condition is strictly correct for
𝐸kin,0 = 0. For 𝐸kin,0 > 0, it leads to a current density 𝐽 that slightly underestimates the actual current
density in the system.
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4 One-Dimensional Current Model

In this case, equation (4.55) can be solved analogous to equation (4.11). By the use of an
auxiliary function, separation of variables and integration by parts, the following general
solution is obtained

√ 4𝐴√𝐵√−𝛹(𝑥) + 𝐶1 (𝐶1𝐵 − 2𝐴√𝐵√−𝛹(𝑥))

6𝐴2
= 𝑥 + 𝐶2, (4.56)

where 𝐴 = 𝐽/𝜀0, 𝐵 = 2𝑒/𝑚e and 𝐶1and 𝐶2represent the two integration constants.

This equation can be solved for 𝛹(𝑥), leading to a very complex expression. However,
using the boundary conditions (4.50), (4.51) and (4.52), the two integration constants
𝐶1and 𝐶2both vanish, i.e. 𝐶1 = 𝐶2 = 0, leading to the solution

𝛹(𝑥) = −
3
4
𝑉g

𝑥
4
3
g

𝑥
4
3 , (4.57)

𝛷sc(𝑥) =
𝑉g
𝑥g
𝑥 −
3
4
𝑉g

𝑥
4
3
g

𝑥
4
3 , (4.58)

𝐽 =
𝜀0
√6
(
𝑒
𝑚e
)
1
2 𝑉
3
2
g

𝑥2g
. (4.59)

Remarkably, the current density shows the samebehavior as theChild-Langmuir Law (4.13)

𝐽 ∝
𝑉
3
2
g

𝑥2g
. (4.60)

The strength of the current density is only weaker by a factor of√3 ≈ 1.73.

The current density (4.59) is a very important result within the ideal-gate model. It con-
stitutes a lower limit for 𝐽 in themodel system for a given emitter-collector distance and an
applied gate voltage. The electrons are assumed to have no initial kinetic energy. Account-
ing for the initial electron velocity would result in a lower space charge. Furthermore, for
this value of 𝐽, all emitted electrons reach the collector, as the inter-electrode motive does
not form a maximum due to the boundary condition (4.50). Increasing 𝐽 would result in
a potential peak and a fraction of the electrons would not reach the collector, even con-
sidering the thermal velocity distribution.

Equation (4.59) further enables us to calculate the voltage 𝑉g that is needed to reduce
the space charge so that all electrons reach the collector in a thermoelectronic converter
for a given current density.

𝑉g = (
𝐽
𝜀0
)
2
3
(
6𝑚e
𝑒
)
1
3
𝑥
4
3
g . (4.61)
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This result can also be expressed in terms of the electric field

𝐸g =
𝑉g
𝑥g
= (
𝐽
𝜀0
)
2
3
(
6𝑚e
𝑒
)
1
3
𝑥
1
3
g . (4.62)

Figure 4.7 shows the electric field required to reduce the space-charge potential so that
all emitted electrons reach the collector as a function of 𝑑ec. The electric field is shown
for the examples of current densities of 10A / cm2 and 20A / cm2. The electric field de-
creases for decreasing distance. This means that for decreasing distances, lower applied
gate voltages are required for all emitted electrons to reach the collector.
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Figure 4.7: Electric field 𝐸g that is re-
quired to reduce the space-charge
potential so that all emitted elec-
trons reach the collector, shown as a
function of the emitter-collector dis-
tance 𝑑ec for two different current
densities. The electric field decreases
for decreasing distance.

Electrons with a Uniform Initial Velocity

If a finite, uniform initial velocity is included, equation (4.55) cannot be solved analyt-
ically. By using the boundary conditions (4.50), (4.51) and (4.52), however, a numerical
solution can be found.
To determine the initial velocity, I used the thermal mean value of the kinetic energy

of emitted electrons (compare chapter 2.4). Using this mean value only yields a first ap-
proximation. For a correct thermal averaging, it is not the mean value of the electron
velocity or the kinetic energy, which has to be calculated, but that of the contribution to
the space-charge density of each electron. This will by done in a next step, by introducing
the electron velocity distribution. Including a mean thermal velocity nonetheless yields a
good indication for the influence of the thermal energy on the current density.
Figures 4.8, 4.9 and 4.10 show the current densities for both solutions for electrons with

andwithout an initial velocity, depending on different setup parameters. In all three cases,
including an initial velocity leads to higher current densities. Bothmodels, however, yield
results that are of the same order of magnitude.
Investigating the current density as a function of the emitter-collector distance for both

models reveals that the ratio of both results is constant (figure 4.8). This means that both
scale with 1/𝑑2ec.
For the gate voltage𝑉g, the results show a different behavior (figure 4.9). For small values

of 𝑉g, the influence of the thermal energy is considerably stronger. For increasing 𝑉g, the
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4 One-Dimensional Current Model

influence diminishes, as the ratio approaches 1. This can be understood by considering the
kinetic energy (4.53). Both the gate voltage and the initial energy increase to total kinetic
energy. For small applied voltages, 𝐸kin,0 dominates the kinetic energy of the electrons.
The model with no initial energy does not depend on the emitter temperature 𝑇e. The

current density obtained when including a uniform thermal velocity increases slowly for
increasing 𝑇e (figure 4.10).
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tion of the gate voltage 𝑉g for elec-
trons with and without a uniform
initial kinetic energy. The dashed
line indicates the ratio of both re-
sults. The influence of the ther-
mal energy vanishes for high applied
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were used: 𝑑ec = 100 μm, 𝑇e =
1500K.
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Including the Electron Velocity Distribution in the Ideal-Gate Model - An
Expansion of the Langmuir Theory

For a complete description of the ideal-gate model, the velocity distribution of the emit-
ted electrons needs to be included. I will use the Langmuir theory and the calculations
presented in chapter 4.2 as a basis, and expand them to include the gate potential 𝛷g(𝑥).
The numerical solution of the self-consistent Poisson equation is more complex for the
ideal-gate model, especially due to the discontinuity of 𝛷g(𝑥) at 𝑥 = 𝑥g.
A similar approach for an ideal gate has been performed by Ramberg et al. in refer-

ence [104]. This publication has drawn little interest, and is not relevant to my calcula-
tions.
The gate potential (4.39) can be expressed as

𝛷g(𝑥) =
{{{
{{{
{

−𝑉g𝑥g𝑥 for 𝑥 ≤ 𝑥g

−𝑉g𝑥g (𝑥c − 𝑥) for 𝑥 ≥ 𝑥g

≡ |𝐸g𝑥g − 𝐸g𝑥| − 𝐸g𝑥g, (4.63)

considering 𝐸g = 𝑉g/𝑥g and 𝑥c = 2𝑥g.
The electron velocity is given by

√
2𝑒
𝑚e
( − 𝛹(𝑥)) + 𝑣20, (4.64)

while the space-charge density is defined by

𝜌sc(𝑥) = ∫
𝑗(𝑣x)
𝑣x(𝑥)
d𝑣x. (4.65)

At the emitter surface, the velocity distribution of the emitted electrons is given by the
half-Maxwellian distribution (2.11). In the inter-electrode space, however, the velocity
distribution ismodified by the electrostatic potential𝛹(𝑥). A general expression for𝜌sc(𝑥)
is found analogous to the considerations presented in section 4.2, while additionally ac-
counting for the gate-potential 𝛷g. This leads to

𝜌sc(𝑥) = 2𝑒𝑛0 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
e−
𝑒𝛹(𝑥)
𝑘B𝑇

{{{{{
{{{{{
{

∞

∫
−𝑣x,min(𝑥)
d𝑣xe
− 𝑣
2
x
2𝑘B𝑇 for 𝑥 < 𝑥max

∞

∫
𝑣x,min(𝑥)
d𝑣xe
− 𝑣
2
x
2𝑘B𝑇 for 𝑥 ≥ 𝑥max

, (4.66)

with the minimum velocity

𝑣x,min(𝑥) ∶= √
2𝑒
𝑚e
(𝛹max − 𝛹(𝑥)). (4.67)
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Using theGaussian integral and the error function (compare page 64), the Poisson equa-
tion is obtained as

Δ𝛹(𝑥) = −
𝑒𝑛0
𝜀0
e−
𝑒
𝑘B𝑇
𝛹(𝑥) {1 ± erf [(

𝑒
𝑘B𝑇
(𝛹max − 𝛹(𝑥)))

1
2
]} . (4.68)

Theplus andminus signs indicate𝑥 ≤ 𝑥max and𝑥 ≥ 𝑥max, respectively. The equation canbe
rewritten to obtain the following self-consistent differential equation for the space-charge
potential

Δ𝛷sc(𝑥) = −
𝑒𝑛0
𝜀0
e−
𝑒
𝑘B𝑇
(𝛷sc(𝑥)−𝐸g𝑥) {1 ± erf [(

𝑒
𝑘B𝑇
(𝛹max − 𝛷sc(𝑥) + 𝐸g𝑥))

1
2
]} . (4.69)

The boundary conditions are defined by the electric potential of emitter and collector

𝛷sc(0) = 𝛹(0) = 0 and 𝛷sc(𝑥c) = 𝛹(𝑥c) = 0. (4.70)

It needs to be considered that 𝛷sc(𝑥)must be continuously differentiable at 𝑥 = 𝑥g.

The electron density just outside the emitter surface 𝑛0 is obtained by calculating the sat-
uration current density, which is equivalent to the Richardson-Dushman equation, lead-
ing to

𝑛0 =
𝐽RD(𝜙e, 𝑇e)
𝑒
(
𝜋𝑚e
2𝑘B𝑇
)
1
2
. (4.71)

The electron density is a function of the emitter temperature𝑇e and the emitter work func-
tion 𝜙e.

Taking all this into account, equation (4.69) can be solved numerically. After calculating
the space-charge potential 𝛷sc(𝑥) and the total potential 𝛹(𝑥), the current density can be
determined by

𝐽 = 𝐽RDe
−𝑒𝛹max/𝑘B𝑇. (4.72)

Using the solution of 𝛷sc(𝑥), the space-charge density in the vacuum gap can be de-
termined by equation (4.66). It can be divided into two parts: the contributions from
electrons that do not reach the collector and return to the emitter, and the contribution
from those that reach the collector.

By virtue of equation (4.66), the space-charge density of the electrons returning to the
emitter is given by

𝜌sc,1(𝑥) = 2𝑒𝑛0 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
e−
𝑒𝛹(𝑥)
𝑘B𝑇 erf [(

𝑒
𝑘B𝑇
(𝛹max − 𝛷sc(𝑥) + 𝐸g𝑥))

1
2
] , (4.73)
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whereas the space-charge density of the electrons reaching the collector is

𝜌sc,2(𝑥) = 2𝑒𝑛0 (
𝑚e
2𝜋𝑘B𝑇
)
1
2
e−
𝑒𝛹(𝑥)
𝑘B𝑇 {1 − erf [(

𝑒
𝑘B𝑇
(𝛹max − 𝛷sc(𝑥) + 𝐸g𝑥))

1
2
]} . (4.74)

I used these equations to calculate the space-charge potential and the space-charge den-
sity, shown in figure 3.2 on page 33, to illustrate the effect of the gate electrode in a ther-
moelectronic converter.

Results and Comparison of the Different Models

In this section, I will discuss the results obtained with the ideal-gate model including the
electron velocity distribution, and compare them to the results obtained with the previous
models to estimate the influence of the initial electron velocity on the current density.
The dependence of the current density on the emitter-collector distance is crucial for

our concept. I therefore investigated this dependency for the gate model when including
the electron velocity distribution. Figure 4.11 shows 𝐽 plotted as a function of 𝑑ec for two
different gate voltages 𝑉g.
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Figure 4.11: Current density 𝐽 as a
function of the emitter-collector dis-
tance for electrons with a ther-
mal velocity distribution for two
different gate voltages of 2V and
5V. 𝐽 increases for decreasing dis-
tance until reaching the saturation
value, described by the Richardson-
Dushman current density 𝐽RD. The
following parameters were used:
𝑇e = 1500K, 𝛷e = 2.2 eV.

The current density increases for decreasing distance, until the saturation value, de-
scribed by the Richardson-Dushman value, is reached. Within the electrostatic model,
the transition into the saturation value is abrupt. This can be understood by considering
the following: decreasing the distance leads to a lower space-charge potential, increasing
the number of electrons reaching the emitter. As the electrons velocity distribution fol-
lows an exponential behavior, the slope of the curve is very steep. The number of electrons
increases steadily, until all electrons reach the collector. To avoid this abrupt transition,
the system would have to be described dynamically, also including the momentum of the
electrons.
For both models including a uniform velocity, the current density scales with 1/𝑑2ec.

To determine the exact dependency of 𝐽(𝑑ec) for the thermal distribution model, I deter-
mined the slope of the curve 𝐽(𝑑ec) before reaching saturation by performing a linear fit in
a double logarithmic plot of the results. For different calculations, I obtained exponents
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4 One-Dimensional Current Model

in the range of 1.86–1.92. The relation 𝐽 ∝ 1/𝑑2ec can thus be considered a good approxi-
mation for the ideal-gate model. This is a remarkable result, as it shows the same behavior
as the Child-Langmuir Law.
To investigate the influence of the initial electron velocity on the current density, I plot-

ted 𝐽 as a function of the gate voltage 𝑉g for the different models (figure 4.12). To better
illustrate the difference between the results, I used a logarithmic scale.
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Figure 4.12: Current density 𝐽 as a
function of the gate voltage 𝑉g for
the three different models: 1) with
no initial velocity, 2) a uniform ini-
tial velocity and 3) the thermal dis-
tribution. The dashed line indicates
the ratio for electrons with no ini-
tial velocity and electrons following
a thermal distribution. The follow-
ing parameters were used: 𝑇e =
1500K, 𝑑ec = 50 μm, 𝛷e = 2.2 eV.

As is to be expected, both models with an initial electron velocity yield higher current
densities than the model for electrons with no initial velocity. For strong voltages, how-
ever, the gate voltage dominates the kinetic energy of the electrons and the results con-
verge.
For small applied voltages, the thermal distribution model yields significantly higher

current densities. This is mainly because the current density is not limited to the case
that no peak in the inter-electrode potential 𝛹(𝑥) is formed (compare the discussion on
page 59). In the thermal distributionmodel, however, a maximum of𝛹(𝑥) is possible, en-
abling higher current densities. Only in this model, the fractions of the electrons reaching
the collector and of those turning around due to the space charge, can be calculated. This
low-voltage regime can be crucial for thermoelectronic energy converters, if very small
distances are considered.
As a last step, I will investigate the temperature dependence of the current density for the

different ideal-gate models (figure 4.13). When assuming no initial velocity, the current
density does not depend on 𝑇e.
Different to themodels for a uniform electron velocity, which treat the emitter as an infi-

nite electron reservoir, the thermal distributionmodel accounts for the saturation current
density. The saturation current is obtained as part of the solution. In the other models,
the saturation limit could only be considered a posteriori.
For higher temperatures, when the saturation limit is not reached and the current den-

sity is limited by the space charge, the thermal distribution model yields a higher current
density than the other two models. The difference increases with increasing temperature.
This is because for higher temperatures, more electrons have sufficient energy to over-
come the space-charge potential maximum. This effect is not included in the uniform
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Figure 4.13: Current density 𝐽 as a
function of the emitter tempera-
ture 𝑇e for the model including the
thermal distribution and the model
including a uniform initial velocity.
In the thermal distribution model,
the saturation current density is in-
cluded in the calculations. The fol-
lowing parameters were used: 𝑉g =
5V, 𝑑ec = 50 μm, 𝛷e = 2.2 eV.

velocity model. Here, the space charge is only reduced due to a higher electron velocity
with increasing temperature, resulting in a slight increase of 𝐽.

Summing up, all three models yield current densities of the same order of magnitude.
For strong gate voltages, the predicted values converge. For high temperatures and mod-
erate or low applied voltages, typically below 2V, however, the influence of thermal dis-
tribution of the electrons is significant. Moreover, the saturation limit is also included as
a part of the solution.

Limitations of the Ideal-Gate Model

The one-dimensional, electrostatic approach is a good approximation and represents a
first step for modeling the electron behavior in thermoelectronic energy converters.
Nonetheless, it has several limitations, which will be discussed briefly below.

Static Model

In the electrostatic calculations, based on the concepts introduced by Langmuir [35,
102] and Hatsopoulos [29], the electron transport is treated as a static process. For a full
description, the process has to be treated dynamically, also including the momentum of
the emitted electrons.
Akimov et al. solve the space-charge limited current using Lagrangian flow description

based on the Poisson equation, the continuity equation and the momentum equation.
They show that the Child-Langmuir Law is correct if either the initial electron velocity
is indeed zero, i.e. 𝑣0 = 0, or the applied voltage is very strong, i.e. 𝑉 → ∞. They
furthermore argue that the Langmuir Theory does not describe the space-charge limited
current in full detail, underestimating the actual current density.
Considering these arguments, the ideal-gate model presented should underestimate the

current density for small 𝑉g. However, for higher 𝑉g, the model should present a good
approximation.
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Expansion to Different Gate Potentials

The total electrostatic potential 𝛹(𝑥) consists of the external contribution from the
gate 𝛷g(𝑥) and the space-charge potential 𝛷sc(𝑥)

𝛹(𝑥, 𝑦, 𝑧) = 𝛷g(𝑥, 𝑦, 𝑧) + 𝛷sc(𝑥, 𝑦, 𝑧).

The Poisson equation is given by

(
𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑦2
+
𝜕2

𝜕𝑧2
)𝛷g(𝑥, 𝑦, 𝑧) + (

𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑦2
+
𝜕2

𝜕𝑧2
)𝛷sc(𝑥) = −

𝜌sc(𝑥, 𝑦, 𝑧)
𝜀0
. (4.75)

If no charges are present, only the contribution of the gate potential remains. Therefore

(
𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑦2
+
𝜕2

𝜕𝑧2
)𝛷g(𝑥, 𝑦, 𝑧) = 0. (4.76)

As this equation has to be valid at all times, (4.75) is reduced to

(
𝜕2

𝜕𝑥2
+
𝜕2

𝜕𝑦2
+
𝜕2

𝜕𝑧2
)𝛷sc(𝑥) = −

𝜌sc(𝑥, 𝑦, 𝑧)
𝜀0
.

If 𝜌sc is uniform in two dimensions, this equation can be reduced to a one-dimensional
form, equivalent to the form used in the ideal-gate model

d2𝛷sc(𝑥)
d𝑥2
= −
𝜌sc(𝑥)
𝜀0
.

However, if the gate potential has a finite curvature in x-direction, the components in
y- and z-direction do not vanish as well, as can be seen from equation (4.76)

𝜕2𝛷g
𝜕𝑥2
≠ 0 ⟶

𝜕2𝛷g
𝜕𝑦2
+
𝜕2𝛷g
𝜕𝑧2
≠ 0.

Such a gate potential induces a three-dimensional space-charge density. Thismeans that
a one-dimensional gate potential with a finite curvature, e.g., a parabolic potential, cannot
be treated in the one-dimensional approach.

Including the Collector Back Emission

The ideal-gatemodel could be expanded to include the back emission from the collector,
analogous to approaches to extend the Langmuir Theory in references [29, 33, 71]. For
efficient thermoelectronic converters, however, the back emission has to be kept small.
Including its contribution should therefore not lead to a significant modification of the
results.

80



4.4 Current-Tube Model - Connection to Experimental Set-Up

4.4 Current-TubeModel - Connection to Experimental
Set-Up

The ideal-gate model assumes a perfectly homogenous electric field. Below I will present
a model that is based on the ideal-gate model, but accounts for inhomogeneities in the
electric field induced by the three-dimensional structure of the gate electrode. This is
especially important for small distances, i.e. 𝑑ec ⪅ 𝑤.
I worked on this approach in collaboration with Stefan Meir. He calculated the electric

fields and the results of the current-tube model based on my current density calculations.
His discussion of the current tube model can be found in [3].
The inter-electrode space is divided into separate tubes, each extending from the emitter

to the collector surface. To guarantee that no uncovered volumes are created, these tubes
need to have a triangular base area. The electric field in each tube is calculated using the
electric field solver from the IES software package [99]. Determining the average value
of the electric field enables us to assign a current density to each tube separately by using
the ideal-gate model (as the electric field in the ideal-gate model is constant, the average
value is used). The total current density is obtained by summing up the contributions of
all tubes.
We consider only the current in the gate meshes. The tubes extending through the gate

bars do not contribute to the collector current, and are therefore neglected. The current
density in these tubes, however, can be modeled using the Child-Langmuir Law.
Figure 4.14 shows a schematic diagram of the tubemodel for a cross section of the setup.

The colors in the tubes indicate the electric field strength.

emitter collectorgate

magnetic !eld

increasing
electric !eld
strength

Figure 4.14: Visualization of the current-tube model for a cross section of the setup. The inter-electrode
space is divided into separate tubes. For each tube, the electric field is calculated and the current
density is determined using the ideal-gate model. The field strength of the electric field is indicated
by the color inside the tubes. The electric field in the tubes close to the gate is stronger than in those
in the center of the gate meshes. For 𝑑ec < 𝑤, this inhomogeneity becomes strong. The electron paths
and their velocity is indicated by white lines. Image drawn following [3].
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Figure 4.15 displays an example for the calculated electric field component 𝐸∥ and the
average values for two different tubes. The component 𝐸∥ is responsible for accelerating
the electrons away from the emitter and reducing the space charge (compare chapter 3.2).
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Figure 4.15: Calculated electric field
(continuous lines) and average field
values (dashed lines) for two differ-
ent tubes within the current tube
model. Tube 1 is closer to the
grid bars. For this reason, the
electric field is stronger than for
tube 2. The letters e, c and g indi-
cate emitter, collector and gate, re-
spectively. The following parame-
ters were used: 𝑉g = 1V, 𝑑ec =
1mm, 𝑤 = 1.6mm. Only the
parallel electric field component 𝐸∥
is considered. Data calculated Ste-
fan Meir [3], using the electric field
solver ‘Coulomb’ [99].

For a gate with 𝑤 → 0, the current-tube model is equivalent to the ideal-gate model.

Application and Limitations of the Current TubeModel

The current tube model accounts for inhomogeneities in the gate electric field. However,
themodel cannot account for the three-dimensional distribution of the space-charge den-
sity. These two phenomena are interconnected. An inhomogeneous electric field induces
an inhomogeneous space-charge distribution.
The effect of a varying space-charge density can be compared to a ‘cross talk’ between

the tubes. I will illustrate this using the example of two adjacent tubes. Tube 1 contains a
higher current and therefore a higher space-charge density than tube 2. The electrons in
tube 2 ‘see’ the higher space-charge density in tube 1. Therefore, the current in tube 2 is
further reduced. On the other hand, electrons in tube 1 experience a lesser space-charge
density from tube 2, leading to a higher current in tube 1. As a consequence, tubes with
‘stronger’ tubes next to them yield smaller current densities than calculated, while tubes
with ‘weaker’ tubes next to them yield higher current densities than calculated.
A similar effect sets in for strong gate currents. The current densities in the tubes ex-

tending through the grid bars are generally higher than in all other tubes for two reasons:
1) the electric field at the emitter surface facing the gate bars is stronger than in the areas in
facing the gate meshes; 2) even for the same electric fields, the current densities in the gate
tubes is greater than in the other tubes (the Child-Langmuir Law yields a higher current
than the ideal-gate model). As a consequence, when the gate current becomes strong, the
tubes extending through the gate bars lead to a reduction of the current in the other tubes,
analogous to the case discussed above.
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Considering these arguments, I expect the results from the current-tube model to devi-
ate from the experimental results in the following cases:

• For small distances, i.e. 𝑑ec ⪅ 𝑤, the electric field generated by the gate becomes
inhomogeneous, leading to varying current densities in the tubes. Furthermore,
the electric field in the emitter areas surface facing the gate bars will be very high,
leading to strong gate currents. As discussed, both these effects can lead to errors in
the results of the current tube model.

• For high applied voltages, the current densities in the tubes extending through the
gate bars become strong and reduce the currents in the other tubes. Further increas-
ing the voltage will therefore only lead to a small increase in the collector current,
despite the increasing electric field.

• For very small emitter-gate distances, i.e. 𝑑ec ≪ 𝑤, the electric field in the gate
meshes starts to decrease for decreasing distance and the electric field becomes com-
pletely inhomogeneous (compare to chapter 3.4). The current in the gate meshes
therefore decreases as well and approaches the case for converters without a gate
electrode. This case cannot be described by the current-tube model, however, due
to the strong inhomogeneities of the electric field.

To calculate the current density using the current-tube model, the ideal-gate model has
to be solved formany different values of the electric field. When including the thermal dis-
tribution, this leads to a very high computational effort, as the solution can only be found
by complex numerical calculations. We therefore used the analytical solution (4.59), which
represents a good approximation and yields a lower limit for the achievable currents.

4.5 Main Conclusions of the One-Dimensional Model
Calculations

The ideal-gate and the current-tube model derived in this chapter are not an exact de-
scription of the three-dimensional space-charge limited electron motion. They do, how-
ever, allow us to estimate the current density in the system, depending on different setup
parameters, and provide an insight into the formation of the space-charge potential. They
are based on established space-charge theories that agree closely with experimental re-
sults.
Below I will briefly summarize the main conclusions of the one-dimensional model cal-

culations presented.

• The optimal geometrical configuration is a symmetrical setup with the gate being
mounted directly in the middle between emitter and collector, i.e. 𝑥g = 𝑑ec/2.

• The current density 𝐽 scales, in a good approximation, with 1/𝑑2ec. Remarkably, this
is the same dependency as described by the Child-Langmuir Law, which describes
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the electron current between two plane-parallel metal plates, if an accelerating volt-
age is applied to the collector.

• The analytical solution, obtainedwhenneglecting the thermal electron velocity, rep-
resents a good approximation for the current density and yields a lower limit for the
current in a given setup. It is given by

𝐽 =
𝜀0
√6
(
𝑒
𝑚e
)
1
2 𝑉
3
2
g

𝑥2g
. (4.77)

This result, however, is not valid for 𝑉g → 0.

• For strong applied gate voltages 𝑉g, the thermal energy of the emitted electrons has
no significant influence on the current density and can be neglected. For small val-
ues of 𝑉g, however, the thermal energy yields a significant contribution to the cur-
rent density.

• The electric field required to reduce the space charge so that all emitted electrons
reach the collector can be calculated using

𝐸g = (
𝐽
𝜀0
)
2
3
(
6𝑚e
𝑒
)
1
3
𝑥
1
3
g . (4.78)

This electric field decreases for decreasing distances. This means that for decreasing
distances, lower voltages are needed to suppress the space charge.

• All models considered consistently show that a current density of several A/cm2 can
be achieved for distances in the range of 50 μm–100 μm, requiring gate voltages of
typically 2V–10V.

• All model calculations are based on an electrostatic approach. A full description
would have to treat the system dynamically, also including the momentum of the
electrons. Nonetheless, the electrostatic models yield a good approximation. Only
for small voltages, the models slightly underestimate the actual current density.

• Although the ideal-gate model is only valid for perfectly homogenous fields, it can
be used within the current-tube model to account for inhomogeneities induced by
the three-dimensional gate electrode. For strong applied voltages or small distances,
i.e. 𝑑ec < 𝑤, however, I expect the calculated values to deviate from the experimental
results. For 𝑤 → 0, the current-tube model is equivalent to the ideal-gate model.

In the following chapter, I will apply the ideal-gate model and the current-tube model
to our experimental data. It will become evident that the considerations in this chapter
characterize our investigated system well.
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5 Experimental Investigation of the
Concept

To explore the concept of thermoelectronic converters experimentally, we constructed a
mechanical setup mounted in a vacuum chamber. Practical applications, as discussed in
the next chapter, require devices with electrode distances of several ten micrometer, built
with microelectronic technology. However, our adjustable setup allowed us to investigate
different geometrical configurations.
Our experimental setup, measurement techniques and data analysis are presented in

detail by StefanMeir in [3]. Below is a brief overview of the different experimental stages,
the measurement setup and the obtained results. I will compare the experimental data
with the results of the model calculations discussed in the previous chapter.

5.1 Overview of the Experimental Setup and
Development Stages

Our experimental setup went through several stages of development. We began with a
very simple arrangement using a tungsten coil as emitter, a steel plate as collector, a gate
formed of tungsten wires mounted on a copper frame and four small permanent magnets
attached to a magnetic steel yoke to channel the electrons through the gate meshes. Fig-
ure 5.1 shows a photograph of this setup. We developed the setup further, as illustrated
in figures 5.2 and 5.3, to arrive at the stage shown in figure 5.4. One constant throughout
this development was the vacuum chamber, shown in figure 5.5, in which the electrode
arrangement was mounted on a ceramic plate. All measurements were performed at a
base pressure of 1 × 10−7mbar. Electric measurements were performed using Keithley
source-measurement units in 4-wire sensing. The early experiments did not yield yield
the desired high current densities. In hindsight it is easy to see why.
For practical reasons, we did not optimize the setup for high efficiencies. For example,

we did not install heat shields between the electrodes or optimize the electrical connection
for a low heat transfer.
The results shown below have been obtained with the setup displayed in figure 5.4. The

barium-oxide (BaO)dispenser cathodehas awork function in the range of 2 eV–2.5 eV [3].
For studying the electron behavior and the current densities, the collector does not need
to have a lower work function than the emitter, as in practical converters. Any work func-
tion configuration can be simulated by applying a voltage to the collector, shifting its elec-
trostatic potential (compare chapter 2.5). We therefore used a steel collector for most
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5 Experimental Investigation of the Concept

measurements to simplify the setup. To analyze the data and different converter config-
urations, we determined the work functions of emitter and collector from the measured
IV-characteristics [3]. We observed a shift of the work function of the steel collector dur-
ing the measurements. This shift was supposedly caused by barium vapor, evaporated
from the BaO-dispenser cathode, that condensed on the collector surface, thereby lower-
ing the work function. To validate our results, we additionally set up an arrangement of
two BaO-dispenser cathodes, which enabled us to determine the work functions during
the measurements.
Themagnetic fieldwas generatedusing two stacks ofNd2Fe14Bpermanentmagnets [105]

that we attached to a steel yoke to channel the field and guarantee a homogeneous field
distribution in the measurement area. The magnetic yoke was mounted on a rotary feed-
through, enabling us to rotate the magnets out of the measurement area, thus ‘switching’
the magnetic field on and off in situ.
To investigate the influence of the gate geometry, we performed measurements with

two different gates, shown in figure 5.6. Both gates haven been produced by laser-cutting
tungsten foils. I will indicate the gate parameters, the mesh width 𝑤, the thickness 𝑑 and
the grid bar diameter 𝑏, using (𝑤 × 𝑑 × 𝑏).

1

2

3

4
5

2 cm

Figure 5.1: The first experimental ap-
proach. A resistively heated tungsten
coil (1) is used as emitter, a steel plate as
collector (3). The gate (2) is a grid formed
of tungsten wires, mounted on a copper
frame. Four permanent magnets (4) are
attached to a steel yoke (5), matching
the gate meshes, to channel the electrons
through the grid holes. Powers below
1 μW could be measured on the collector.
Photograph by Klaus Wiedenmann.

1

2

3

2 cm

Figure 5.2: To obtain higher current den-
sities, we replaced the tungsten coil by
a resistively heated BaO-dispenser cath-
ode (1), produced by the company Heat
Wave Labs [106], while the gate (2) and
the collector (3) stayed the same. With
this setup, we achieved collector powers
of about 10 μW. Photograph by Alexan-
der Herrnberger.
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3

2 cm

2

1

Figure 5.3: As a next step, we improved the
cathode holder and used a gate laser-cut
from a 200 μm thick tungsten foil (com-
pare figure 5.6). The gate was mounted
just in front the emitter. Output pow-
ers of order 1mW were obtained. One
reason for the low output power in this
setup is the arrangement of emitter (1),
gate (2) and collector (3). The gate is
mounted close to the emitter, but far from
the collector. As discussed in the previous
chapter, a non-symmetrical setup creates
a strong space-charge potential, severely
limiting the current density. Photograph
by Klaus Wiedenmann.
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Figure 5.4: Panel (a) shows a photograph of the latest setup. The emitter is a custoumed designed
BaO-dispenser cathode, encapsulated in a heat shield arrangement (1). The gate (2) is barely visible
in the picture, as is it closely embedded by emitter and collector (3), all separated by aluminum-oxide
spacers. Photograph by Alexander Herrnberger. Panel (b) shows a CAD-sketch of the setup to
illustrate the different components. Drawing by Stefan Meir.
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Figure 5.5: Photograph of the vacuum chamber, highlighting important components. The electrode ar-
rangement was mounted on a ceramic plate attached to a flange (f) on the transfer system (t). Fur-
ther shown are electrical feedthroughs (e), a gas inlet (g), two pyrometers (p), the rotary feedthrough
for the magnetic yoke (r) and a turbo pump (v). Photograph by Klaus Wiedenmann.
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1 mm

(a)

(b)

(c)

1.6 mm

80 μm
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0.6 mm

2 cm

(d)

Figure 5.6: (a) Laser-cut tungsten gate mounted in a metal frame. The white plate behind the gate is
an aluminum-oxide spacer [107], used to insulate the gate from the collector. Photograph by Stefan
Meir. (b), (c) Microscopic images of the two gates used for the measurements, with the parameters
(1.6mm ×0.08mm ×0.2mm) and (0.6mm ×0.08mm ×0.2mm), respectively. The gates have a
geometrical transparency of 𝑡 = 0.98 and 𝑡 = 0.72. Both gates have been structured by laser cutting a
0.2mm-thin tungsten foil. Photographs by StefanMeir [3]. (d) Scanning electronmicroscope (SEM)
picture of a gate with (0.6mm × 0.08mm × 0.2mm). Picture by B. Fenk, Max-Planck-Institute,
Stuttgart.
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5.2 Main Experimental Results
Figures 5.7–5.10 show a representative extract of the most important measurement data.
As we used a steel collector for the measurements, the collector work function is higher
than the emitter work function, leading to small output powers. The results demonstrate
the effect of the magnetic field and illustrate the influence of the applied gate voltage on
the measurements. All data were taken by Stefan Meir [3].
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Figure 5.7:
(a) Ratio of the measured load cur-
rent 𝐼load to the total current 𝐼tot as
a function of the load voltage 𝑉load
with and without a magnetic guid-
ing field B. When B is ‘switched on’,
the ratio is close to the geometri-
cal transparency 𝑡 ≈ 0.89 of the
gate (see chapter 3.1). For 𝑉load ⪆
1.5V the ratio approaches zero as
only few electrons reach the collec-
tor. When the B-field is ‘switched
off ’, the ratio is significantly smaller.
(b) Ratio of the measured load cur-
rent 𝐼load to the total current 𝐼tot
as function of the gate voltage 𝑉g
with and without a magnetic guid-
ing field. When B is ‘switched on’,
the ratio is close to 𝑡 for the en-
tire measurement range, whereas it
quickly drops off when B is ‘switched
off ’. 𝑉load was chosen so that emit-
ter and collector are on the same
electrostatic potential.
The steel collector was used for these
measurements.
These results clearly demonstrate
the channeling effect of themagnetic
field.
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Figure 5.8: (a) Measured load cur-
rent 𝐼load and (b) measured load
power 𝑃load as functions of the load
voltage 𝑉load. The measurements
can be divided into an accelerating
regime and a regime of power
generation. For negative 𝑉load,
electrons are accelerated towards
the collector, increasing the collector
current in a power consuming
process. For positive 𝑉load, power is
generated on the collector.
A magnetic guiding field was
applied in longitudinal direction.
A second BaO-dispenser cathode
was used as collector for these
measurements.
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Figure 5.9: (a) Measured load cur-
rent 𝐼c and (b) measured load
power 𝑃load as functions of the load
voltage 𝑉load for a series of gate
voltages𝑉g, ranging from 0V–24V.
The applied gate voltage increases
both 𝐼load and the maximum gener-
ated power, while the value of 𝑉load
for the maximum power is shifted.
A second BaO-dispenser cathode
was used as collector for these
measurements.
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Figure 5.10:
(a) Measured currents on the load
and the gate as functions of the
gate voltage 𝑉g. The gate current is
greater than the load current only
for high voltages.
(b)Measured power on the load and
the gate as functions of the gate volt-
age 𝑉g. Due to the small gener-
ated power on the collector,𝑃g dom-
inates 𝑃load already for small gate
voltages.
For both graphs, 𝑉load was chosen
so that emitter and collector are on
the same electrostatic potential and
amagnetic guiding fieldwas applied
in longitudinal direction. A second
BaO-dispenser cathode was used as
collector for these measurements.
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5.3 Comparison of Experimental Results andModel
Calculations

Below I will compare the measured current densities to the values calculated according to
themodels presented in the previous chapter. All calculations consider emitter and collec-
tor to be on the same electrostatic potential, which corresponds to the optimal converter
configuration.
The experimental measurements have been performed with two gates with mesh diam-

eters 𝑤 of 1.6mm and 0.6mm, respectively. This allows us to study the influence of the
gate geometry on the current density.
Figure 5.11 displays the measured and the calculated current densities as functions of

the load voltage. For the measured data, only the current density in the gate meshes is
considered; the gate current is not included here. Therefore, the gate transparency does
not influence the results, which enables us to compare the results obtained for different
gate geometries.
Overall, the calculated values agree well with the measured data. There is a small differ-

ence in the qualitative behavior between the datasets, as the calculated values underesti-
mate the experimental data for small 𝑉g and overestimate them for high 𝑉g. However, as
discussed in chapter 4.4, this behavior is expected: the electrostatic treatment, neglecting
the momentum of the electrons, underestimates the current density for small 𝑉g and for
a strong space-charge potential; for high 𝑉g, the space-charge density becomes inhomo-
geneous, as the current near the gate increases to large values, reducing the current in the
gate meshes.
However, for moderate values of 𝑉g, the model calculations predict current densities

very close to the measured data. This is the case for all measurement configurations. For
practical converters, this voltage regime is crucial, because high voltages lead to a high
gate energy loss and low voltages cannot suppress the space charge.
Figure 5.12 shows the gate current 𝐼g as a function of𝑉g. Thegate current canbemodeled

by the Child-Langmuir Law (4.13). The emitter-gate distance 𝑑eg obtained by fitting the
formula to the measurement data exceeds the actual value of the experimental setup. One
reason could be the inhomogeneity of the electric field. Nonetheless, 𝐼g clearly follows the
𝑉3/2g behavior predicted by the Child-Langmuir Law.
Figure 5.13 shows the measured and calculated current densities as functions of the

emitter-collector distance 𝑑ec for the two gates, both with an applied gate voltage of 6V.
For 𝑑ec > 𝑤, the electric fields of the gates are virtually homogeneous and can be modeled
by an ideal gate.
For 𝑑ec < 𝑤, the fields of the gates become inhomogeneous. This effect is taken into

account by the current-tube model. The results of the current-tube model therefore start
to diverge from the ideal-gate behavior, as displayed in figure 5.13. For the gate with 𝑤 =
0.6mm, the divergence sets in for smaller 𝑑ec. However, the current-tube model does
not account for the three-dimensional distribution of the space-charge density, leading to
deviations of the measured and calculated results at small distances.
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Figure 5.11: Measured and calculated
current densities 𝐽load as functions
of the applied gate voltage𝑉g for two
gate electrodes with different mesh
diameters. Here, only the current
density in the gate meshes is con-
sidered. The load voltage has been
chosen so that emitter and collec-
tor are on the same electrostatic po-
tential, accounting for their differ-
ent work functions. The work func-
tion of the gate has to be considered,
too. The tungsten gate has a work
function of about 1.5 eV higher than
the emitter [3]. Therefore, the effec-
tive voltage is lower by 1.5V, lead-
ing to a decelerating electric field at
𝑉g = 0V. To take this effect in
the model calculations into account,
the voltage used in the current-tube
model has to be adjusted by 1.5V.
The origin of the tube-model graph
is therefore shifted by this value in
positive direction with respect to the
measured values.
The steel collector was used for the
measurement shown in panel (a),
a second BaO-dispenser cathode as
collector for the measurements in
panel (b).
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Figure 5.12: Measured and calculated

gate and load currents as functions
of the applied gate voltage 𝑉g. The
gate current clearly follows the 𝑉3/2g
behavior predicted by the Child-
Langmuir Law (4.13). Accounting
for the work function of the gate
electrode, the voltage for the theoret-
ical calculations has to be adjusted
by 1.5 eV. The origin of the mod-
eled graph is therefore shifted by this
value in positive direction with re-
spect to the measured values.
A second BaO-dispenser cathode
was used as collector for these
measurements.
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Figure 5.13: Measured and calculated current densities 𝐽load as functions of the emitter-collector dis-
tance 𝑑ec. Only the current density in the gate meshes is considered here. Therefore, the trans-
parencies of the gate electrodes do not influence the results. The calculated values of the ideal-gate
model and the current-tube model diverge for 𝑑ec < 𝑤. The current tube model accounts to for the
inhomogeneities of the gate electric fields. However, it does not account for the three-dimensional
distribution of the space-charge density, leading to deviations between the calculated and the mea-
sured values for small distances. For each measurement, the load voltage has been chosen so that
emitter and collector are on the same electrostatic potential. To account for the work function of the
gate, the voltage used in the model calculations was adjusted by 1.5V.
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Radius of Gyration

The radius of gyration 𝑟gyr of the electrons can be calculated using equation (3.22) derived
in chapter 3.2

𝑟gyr =
(𝑣2x0 + (𝑣y0 + 𝐸⟂/𝐵)

2)
1
2

𝜔B
, (5.1)

where 𝐵 indicates the magnetic field strength, 𝐸⟂ the electric field component perpendic-
ular to B, and 𝜔B = 𝑒𝐵/𝑚e the gyrofrequency.
For the initial electron velocities 𝑣x0 and 𝑣y0, their thermal mean values can be used

(compare chapter 2.4), given by

𝑣2x0 =
𝑘B𝑇
𝑚e

and 𝑣y0 = √
𝑘B𝑇
𝜋𝑚e
, (5.2)

considering that themean value of the velocity and the quadratic mean are not equivalent.
To estimate 𝐵, I calculated the magnetic field for a model of our experimental setup,

using the IES software package [99]. Figures 5.14 illustrates the results of the field calcu-
lations, showing that the magnetic field is in the range of 0.1T–0.5T.
An upper limit for 𝑟gyr can be determined if the maximum value of 𝐸⟂ along each elec-

tron path is used. I therefore also calculated the electric field in the model system and
determined the perpendicular components at the point where the electron trajectories
cross the center of the gate, yielding the maximum value of 𝐸⟂ for each trajectory.
Figure 5.15 shows 𝐸⟂ along two lines (indicated in red) in the center of a gate mesh,

for a gate with 𝑤 = 1.6mm and 𝑉g = 5V. The radius of gyration, resulting from these
electric fields, is also shown, calculated for amagnetic field strength of 0.1T. If 𝑟gyr exceeds
the distance to the nearest gate bar, electrons crossing the gate at this position potentially
hit the gate through their helical motion. This region is highlighted in red. The results
demonstrate that the fraction of the electrons hitting the gate due to their helical motion
is negligible in our setup.
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Figure 5.14: Screenshots showing the
calculated magnetic field, using the
magnetic field solver ‘Amperes’ [99],
for the setup geometry used in the
experimental measurements. In the
experimental setup, the electrodes
are mounted between the two Nd-
FeB magnets. Panel (a) shows the
magnetic field B between emitter
and collector for a cross section
parallel to the electrode surfaces,
whereas panel (b) shows the mag-
netic field between the two magnets
from a side view perspective. The
magnetic field reaches its highest
values of about 1T near the surfaces
of the magnets. The field distribu-
tion in the measurement area — the
green-yellow area in panel (b) —
is very homogeneous and assumes
flux density of about 0.5T.
The dimensions, indicated in panel
(b), are the same in both sketches. In
the calculations, the steel yoke has
a relative permeability of 𝜇/𝜇0 =
1000, the NdFeB magnets have a re-
manence of 𝐵r = 1.3T and a coer-
cive field of𝐻c = −987 × 10

3 A/m.
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Figure 5.15: Electric field component
perpendicular to the electron trajec-
tories 𝐸⟂ along two different lines
(indicated in red) in a gate mesh for
𝑉g = 5V and resulting radius of gy-
ration 𝑟gyr. The values of 𝐸⟂ shown
correspond to the points where the
electron trajectories cross the center
plane of the gate, representing the
maximum values for each electron
path. 𝑝 indicates the distance from
the nearest grid bar. If 𝑟gyr > 𝑝,
electrons passing the gate potentially
reach the grid bars due to their he-
lical motion. This region is high-
lighted in red and marked as ‘criti-
cal electron radius’. For the thermal
mean values of the electron velocity,
an emitter temperature of 1000 °C
was assumed; a magnetic field of
0.1T was used. The calculations
are performed using the example of
a gate with (1.6mm × 0.08mm ×
0.2mm), corresponding to the gate
used in the experimental measure-
ments and 𝑑ec = 800 μm. The cal-
culations were performed in collab-
oration with Stefan Meir [3].
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6 Transition to Small-Scale, Efficient
Thermoelectronic Energy
Converters

The comparison of the experimental and calculated data in the previous chapter showed
that the model calculations form an accurate characterization of the system. Based on
these data, I will now explore the potential efficiencies of thermoelectronic converters.
To estimate the performance of the devices, I will first of all discuss the possible cur-

rent densities and output power. Building on that, I will calculate the efficiencies for both
autonomous heat engines and combined cycles. For solar applications, I will addition-
ally include the photon-enhanced thermionic emission, as it greatly enhances the current
densities.
Finally, and in order to look ahead to possible realizations of thermoelectronic energy

converters, I will give a brief overview of material systems that are candidates for efficient
thermoelectronic energy converters andwill present several possible improvements to our
concept.

6.1 Transition to Smaller Dimensions and Higher
Current Densities

The experimental data and the model calculations consistently showed that the current
increases for decreasing electrode distances. I will now investigate which distances are
required for current densities and output powers in the range desired for applications.
For small distances, gate electrodes with small mesh diameters are needed. By estimating
the electrons’ radius of gyration for realistic magnetic field values, I will demonstrate that
even for the fine-meshed gates required, the fraction of electrons reaching the gate due to
their helical motion is small.

Possible Current Densities and Output Power

For practical applications, at least current densities of order 1A/cm2 and power densities
of order 1W/cm2 are required. Our results show that such values can be achieved for
distances in the range of 10 μm–100 μm. These values are significantly higher than the
distance in close-space converters, in which the space charge is lowered by simply reduc-
ing the electrode distance (compare chapter 2.2). These devices require emitter-collector
distances of about 1 μm.
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Figure 6.1 shows the current density 𝐽load in the gatemeshes as a function of the emitter-
collector distance 𝑑ec for a gate voltage of 6V. The graph contains the measured data for
the two gates with different mesh diameters 𝑤, which we used in our experimental setup,
and the calculated data for the current-tube model and the ideal-gate model including the
electron velocity distribution. As discussed earlier, the ideal-gate model is a good approx-
imation for 𝑑ec > 𝑤. For decreasing distances, this condition is equivalent to 𝑤 → 0, as
is indicated in the graph. The current density calculated using the ideal-gate model scales
with 1/𝑑2ec (compare chapter 4.3).
For 𝑑ec ≫ 𝑤, the current-tube model and the ideal-gate model are equivalent. Since the

current tube model neglects the initial electron velocity (compare chapter 4.4), it slightly
underestimates the current density. For 𝑑ec ⪅ 𝑤, the two models start to diverge, as the
electric gate field becomes inhomogeneous. For very small distances, the field strength in
the meshes starts to decrease (compare chapter 3.4). For this reason, 𝐽c approaches the
current density of a gate-free converter for 𝑑ec ≪ 𝑤.
Figure 6.1 displays current densities calculated with the current-tube model for three

different gate electrodes, with 𝑤 = 1.6mm, 𝑤 = 0.6mm, and 𝑤 = 0.2mm, respectively.
The first two correspond to the gates used in our experimental setup. We included the
third gate to illustrate the effect of a gate with fine meshes.
Figure 6.1 additionally shows the possible output power density𝑃load. The output power

density is given by 𝑃load = 𝐽load𝑉load. For the ideal converter configuration, 𝑉load is given
by equation (2.13), 𝑉load = (𝜙e − 𝜙c)/𝑒, neglecting the voltage drop in the electric circuit.
Using the current density, 𝑃load can therefore be calculated depending on the collector
work function 𝜙c. The figure displays 𝑃load for different values of 𝜙c, which reflect a real-
istic parameter range. For 𝜙e, a typical value of 3 eV was assumed. Output powers of at
least 1W/cm2 can be readily achieved for distances below100 μm.
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Figure 6.1: Measured and calculated current density 𝐽load in the gate meshes as a function of the
emitter-collector distance 𝑑ec. Experimental data for two different gate electrodes are shown (com-
pare chapter 5.3). To illustrate the possible current densities for gates with a smaller mesh diame-
ters 𝑤, the calculated values for a gate with 𝑤 = 0.2mm are shown. The ideal-gate model is a good
approximation for 𝑑ec > 𝑤. For very small distances, this corresponds to 𝑤 → 0. For 𝑑ec ≫ 𝑤,
the current tube model is equivalent to a transparent gate. For 𝑑ec ≪ 𝑤, the current density first
saturates and then approaches the values of a gate-free converter, as the electric field in the gate
meshes decreases for very small distances. Data also shown in [108].
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6 Transition to Small-Scale, Efficient Thermoelectronic Energy Converters

Radius of Gyration for Small Dimensions

The electron radius of gyration 𝑟gyr can be estimated analogous to the calculations per-
formed in chapter 5.3 to assess the experimental setup.
First, the magnetic field strength that can be achieved in a small scale setup needs to

be determined. I therefore calculated the magnetic field between two Nd2Fe14B magnets,
identical to the ones applied in our experimental setup, with a distance of 1 cm, using the
magnetic field solver ‘Amperes’ [99]. NdFeB magnets rank amongst the strongest perma-
nent magnets commercially available [105, 109]. The calculations revealed that flux den-
sities in the range of 0.5T–1.2T are possible, the exact value depending on the geometry
of the magnets. As an example, I plotted the magnetic field for two 0.5 cm-thick NdFeB
magnets surrounded by a steel yoke in figure 6.2. The generated field is very homogenous,
with a value of about 0.6T.

NdFeB
magnet

steel yokeB (T)

0.1
0.2
0.3
0.4
0.5
0.6

0.0

0.7
0.8
0.9
1.0

5 mm 5mm10 mm

105 m
m

5 mm

Figure 6.2: Screenshot showing the
calculated magnetic field between
two NdFeB permanent magnets,
using the magnetic field solver
‘Amperes’ [99], for a small scale
setup. The calculation is analogous
to the one shown in figure 5.14.
Only the dimensions of the setup
have been reduced, as indicated
in the sketch. The magnetic field
between the two magnets is very
homogeneous and has a flux
density of about 0.6T. In the calcu-
lations, the steel yoke has a relative
permeability of 𝜇/𝜇0 = 1000, the
NdFeB magnets have a remanence
of 𝐵r = 1.3T and a coercive field of
𝐻c = −987 × 10

3 A/m.

Theradius of gyration is further determinedby the strength of the electrical field compo-
nent𝐸⟂. I therefore calculated𝐸⟂ for the example of a gate with𝑤 = 0.1mmand𝑉g = 5V.
Figure 6.3 shows 𝐸⟂ along two lines, indicated in red, in the center of a gate mesh. Anal-
ogous to the previous chapter, I calculated 𝑟gyr from these values, using equation (5.1) for
a magnetic field of 0.5T. The region in which the 𝑟gyr exceeds the distance to the nearest
gate bar is highlighted in red. Electrons passing the gate in this region can potentially
reach the gate due to their helical motion. The calculations show that, in this particular
example, about 15% of the electrons pass the gate in this region. However, this value is
significantly reduced when using a stronger magnetic field.
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Figure 6.3: Electric field component
perpendicular to the electron trajec-
tories 𝐸⟂ along two different lines
(indicated in red) in the center of a
gate mesh with𝑉g = 5V and result-
ing radius of gyration 𝑟gyr. For the
thermal mean values of the electron
velocity, an emitter temperature of
1500 °C was assumed; a magnetic
field of 0.5T was used. 𝑝 indi-
cates the distance from the near-
est grid bar. If 𝑟gyr > 𝑝, elec-
trons passing the gate potentially hit
a grid bar due to their helical mo-
tion. This region is highlighted in
red and marked as ‘critical electron
radius’. The calculations are per-
formed using the example of a gate
with (100 μm × 5 μm × 12.5 μm)
and 𝑑ec = 50 μm. Calculations in
collaboration with Stefan Meir [3].
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6 Transition to Small-Scale, Efficient Thermoelectronic Energy Converters

6.2 Efficiencies of Small-Scale Thermoelectronic Energy
Converters

Building on the current density calculations, the potential efficiencies of small scale ther-
moelectronic converters can be determined. The following calculations are based on the
principles introduced in chapter 2.5. Different to ideal converters, the space-charge po-
tential as well as the influence of the gate have to be taken into account. The current
densities used in the following efficiency calculations are calculated using the ideal-gate
model, which includes the thermal velocity distribution of the emitted electrons.

Efficiency of Stand-Alone Thermoelectronic Energy Converters

To determine the efficiency of the converter, the power densities transferred to and from
the system and the current densities need to be quantified. Figure 6.4 illustrates the rel-
evant parameters in the setup, while figure 6.5 shows the corresponding electric poten-
tials. All power quantities considered here are power densities, relating to the emitter
surface 𝐴e.

Je

Jbe

emitter gate collector

tJbe

tJe

(1-t)(Je + Jbe)

Rload

Rlwe

Qout
Qin

Pload

+Vg Rlwc

Figure 6.4: Sketch showing the parameters rele-
vant to calculating the efficiency of a thermo-
electronic converter. The heat densities in-
serted into and rejected from the systemare in-
dicated as 𝑄in and 𝑄out, respectively, the cur-
rent densities of emitter and collector as 𝐽e
and 𝐽be. A gate with the geometrical trans-
parency 𝑡 absorbs a fraction of the emitted
electrons, leading to the gate current den-
sity 𝐽g. For a small electron radius of gyra-
tion, the gate current is given by 𝐽g = (1 −
𝑡)(𝐽e + 𝐽be). The resistance of the lead wires
connecting the emitter and collector to the load
resistance𝑅lwe and𝑅lwc, respectively, are indi-
cated, too.

The saturation current densities from emitter and collector are given by the Richardson-
Dushman equation (2.4). If the space-charge potential is not reduced enough to prevent
the inter-electrode potential from forming a maximum (compare chapter 4.3), a fraction
of the electrons lacks the energy to overcome the potential maximum 𝛹max. In this case,
the emitter current density 𝐽e and the collector back emission 𝐽be have to be adjusted ac-
cordingly, yielding

𝐽e = 𝐴RD𝑇
2
e e
− 𝜙e𝑘B𝑇e e−

𝛹max
𝑘B𝑇e and 𝐽be = 𝐴RD𝑇

2
c e
− 𝜙c𝑘B𝑇c e−

𝛹max
𝑘B𝑇c . (6.1)

The potential maximum 𝛹max is obtained from the ideal-gate model calculations.
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Figure 6.5: Different electrostatic potentials in a
TEC, including the voltage drop due to the lead
wire 𝑉lwe. To reach the collector, electrons do
not only have to overcome the emitter work
function 𝜙e, but also themaximumof the total
electrostatic potential 𝛹max. The voltage drop
in the collector wire is neglected here.

As can be seen in figure 6.4, the load current density 𝐽load is given by

𝐽load = 𝑡𝐽e − 𝐽be, (6.2)

where 𝑡 indicates the geometrical transparency of the gate. This leads to the load volt-
age 𝑉load and the load power density 𝑃load of

𝑉load =
𝜙e − 𝜙c
𝑒
− 𝑅lwe𝐴e(𝐽e − 𝑡𝐽be), (6.3)

𝑃load = 𝐽load𝑉load = (𝑡𝐽e − 𝐽be) (
𝜙e − 𝜙c
𝑒
− 𝑅lwe𝐴e(𝐽e − 𝑡𝐽be)) . (6.4)

To achieve high efficiencies, the collector must be cold. The lead wire connecting the col-
lector to the load resistance can therefore be optimized for a low electric resistivity, ne-
glecting the heat transport away from the collector. Consequently, the ohmic loss in the
collector lead wire is small and will be neglected here.

The power density consumed by the gate 𝑃g depends on the gate current density 𝐽g (see
figure 6.5) and is given by

𝑃g = 𝐽g𝑉g = (1 − 𝑡)(𝐽e + 𝐽be)𝑉g. (6.5)

The heat transfer away from the emitter consists of three contributions: the electron
cooling𝑃ec, the radiation cooling𝑃rc and the heat transfer through the emitter leadwire𝑃lwe.
They can be derived analogous to an ideal converter, as done in chapter 2.5. Additionally,
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6 Transition to Small-Scale, Efficient Thermoelectronic Energy Converters

the influence of the gate and the space-charge potential have to be considered (figure 6.5),
leading to

𝑃ec =
𝐽e
𝑒
(𝜙e + 𝛹max + 2𝑘B𝑇e) − 𝑡

𝐽be
𝑒
(𝜙e + 𝛹max + 2𝑘B𝑇c), (6.6)

𝑃rc = 𝜀eff𝜎(𝑇
4
e − 𝑡𝑇

4
c ), (6.7)

𝑃lwe =
1
2
𝐿
𝑅lwe𝐴e
(𝑇e − 𝑇0)

2 −
1
2
(𝐽e − 𝑡𝐽be)

2𝑅lwe𝐴e. (6.8)

The load resistance is assumed to be at room temperature 𝑇0 = 300K.
Taking into account all contributions, the efficiency of thermoelectronic energy con-

verters is given by

𝜂 =
𝑃load − 𝑃g
𝑃ec + 𝑃rc + 𝑃lwe

. (6.9)

Additional Energy Loss for Solar Heated TECs

If the emitter is heated by solar radiation, it has to be considered that a fraction of the
incoming heat is lost again by the radiation from the area absorbing the sunlight. To
estimate this energy loss, I assume a black cavity with an opening for the incoming solar
radiation1. One wall of the cavity is connected to the emitter, thus providing heat to the
TEC. In thermal equilibrium, the temperature in the cavity is equivalent to the emitter
temperature 𝑇e.
The following equation has to be fulfilled

𝑃sol,in = 𝑃e + 𝑃hole, (6.10)

where𝑃sol,in is the incoming solar radiation,𝑃e the power consumedby the emitter and𝑃hole
the radiated power through the opening. The cavity is assumed to be a perfect black radi-
ator.

𝑃sol,in = 𝐶𝑆sol𝐴hole, (6.11)
𝑃e = 𝐴hole𝜎𝑇

4
e , (6.12)

with the concentration factor 𝐶, the Stefan-Boltzmann constant 𝜎 and the energy flux
density of the solar radiation 𝑆sol. Outside the Earth’s atmosphere, 𝑆sol is given by the
solar constant 𝐸0 of about 1360W/m2. On the Earth’s surface, 𝑆sol can reach values up to
about 1000W/m2 in specific regions, mostly deserts.

1The considerations are the same if the emitter has an area, e.g., on the back side, which is used to absorb
the sunlight.
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From the equations shown above, it follows that the ratio of the radiated heat to the
power consumed by the emitter is given by

𝑃hole
𝑃e
=

1
𝐶𝑆sol/𝜎𝑇4e − 1

. (6.13)

The efficiency of a solar heated TEC 𝜂sol can be expressed in terms of the efficiency of a
conventionally heated TEC as follows

𝜂sol =
𝑃load
𝑃e + 𝑃hole

= 𝜂(1 −
𝜎𝑇4e
𝐶𝑆sol
) . (6.14)

This means that the influence of the radiation heat loss depends only on the emitter tem-
perature and the concentration factor.
The limit for optical concentration of the solar flux in media with an index of refraction

of 1 is given by 𝐶max ≈ 46000 [110]. Technically, concentration factors of about 10000 are
possible today [111], while Stirling Dishes with values of 3000 are already in use [15].
Figure 6.6 shows the ratio 𝜂sol/𝜂 as a function of the emitter temperature 𝑇e for different

concentration factors. It becomes evident that a high concentration factor is needed if
high temperatures are considered.
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Figure 6.6: Ratio of the efficiency of a

solar heated TEC 𝜂sol to the effi-
ciency of a conventionally heated
TEC 𝜂 as a function of the emitter
temperature 𝑇e for different concen-
tration factors 𝐶. A solar energy
flux density of 900W/cm2 was as-
sumed, corresponding to the AM1.5
direct+circumsolar reference spec-
trum [112]. Data calculated by Ste-
fan Meir [3].

Results from the Efficiency Calculations for Stand-Alone TECs

Figure 6.7 illustrates the efficiency of a thermoelectronic energy converter as a function
of the load voltage 𝑉load for the realistic set of parameters: 𝜙e = 2.7 eV, 𝜙c = 0.9 eV,
𝑇c = 200 °C, 𝑑ec = 30 μm, 𝑡 = 0.98 and three different emitter temperatures 𝑇e. Further-
more, the efficiency of a TEC using photon-enhanced thermionic emission [9] is shown,
indicated as PETE. To explore possible efficiencies for solar applications, we also included
data for an optimized collector with a work function of 𝜙e = 0.55 eV.
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6 Transition to Small-Scale, Efficient Thermoelectronic Energy Converters

The efficiencies of conventionally heated thermoelectronic energy converters for the
chosen setup reach values up to 40%, which clearly exceeds efficiencies possible with ther-
moelectric converters. The efficiency values for TECs can be even higher for optimized
collector work functions and smaller emitter-collector distances.
Themain advantage of using PETE is that high current densities can be already achieved

for moderate emitter temperatures, leading to a lower heat radiation loss and therefore
very high efficiency values. When using PETE, TECs are not limited by the Carnot effi-
ciency (compare chapter 2.5). Thermoelectronic energy converters heated with solar ra-
diation have the potential to reach efficiencies exceeding the values attainable with con-
ventional solar cells or solar heated mechanical heat engines [45, 46].

TE: ZT = 2

TE: ZT = 10
PV world record

1200 (PETE)

Vg (V)

η

Te (°C)

1500
1600
17000.0

0.2

0.4

0.6

0.5

0.3

0.1 ϕc = 0.9 eV
ϕe = 2.7 eV

Tc = 200 ̊ C

ϕc = 0.55 eV, T
c = 100 ̊ C

0 2 4 6 8 10

Figure 6.7: Efficiency of stand-alone thermoelectronic energy converters as a function of the gate volt-
age 𝑉g. The three red-brown curves are data for conventional heated TECs. The green curves are
calculated for solar heated TECs, using photon-enhanced thermionic emission [9]. The parameters
shown at the bottom left are valid for all continuous lines. A solar concentration factor of 10000 and
a solar energy flux density of 900W/cm2, corresponding to the AM1.5 direct+circumsolar reference
spectrum [112], were assumed. The additional radiation heat loss due to the solar concentrator was
also taken into account. The band gap and the electron affinity of the PETE-emitter was deter-
mined in a self-consistent calculation, depending on the defined current density and the emitter
temperature [3]. As a comparison, the efficiency of best research multi-junction photovoltaic cells
of 43.5% [113] is indicated. Furthermore, the efficiencies for thermoelectric converters with 𝑍𝑇
values of 2 and 10, are indicated. Best practice thermoelectric devices reach 𝑍𝑇 values of about
1 [49] (compare chapter 2.6). Stefan Meir calculated the efficiencies based on the current densities,
which I calculated using the ideal-gate model. Data also shown in [108].

The gate transparency 𝑡 is an crucial parameter for the efficiency of thermoelectric con-
verters. A high value of 𝑡 leads to a small power loss at the gate. To investigate the influence
of 𝑡 on the efficiency, we calculated the efficiencies for different transparencies. Figure 6.8
shows an extract of the results for a typical set of parameters. For a transparency of 1, no
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6.2 Efficiencies of Small-Scale Thermoelectronic Energy Converters

electrons reach the gate. In this case, the gate voltage could be increased until the current
density reaches its saturation value. The efficiency of a TEC would then be equivalent to
the efficiency of an ideal converter.
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dec = 50 μm Figure 6.8: Efficiency of TECs as a

function of the gate voltage 𝑉g for
different geometrical transparen-
cies 𝑡 of the gate electrode. Ste-
fan Meir calculated the efficien-
cies based on the current densi-
ties, which I calculated using the
ideal-gate model. Data also shown
in [108].

In our experimental setup, we used laser-cut gateswith geometrical transparencies of 𝑡 =
0.89 and 𝑡 = 0.72, respectively. By optimizing the structuring process or employing mi-
croelectronic technology, higher values should certainly be possible. At the end of this
chapter, I will furthermore discuss several improvements to our setup that should enable
us to effectively increase the transparency.
The power lost at the gate can be compared with the different contributions of the heat

transferred away from the emitter: the electron cooling, the heat radiation and the heat
transported through the emitter lead wire. For high transparencies, however, the power
consumed by the gate is small compared to all three contributions. The ratio of the differ-
ent loss channels is therefore virtually the same as in an ideal converter (see chapter 2.5).

Efficiency in Combined-Cycle Systems Using TECs as Topping Cycles

If TECs are used as topping cycles, the rejected heat from the collector 𝑄out is used to
power a second heat engine. The heat transport from the collector therefore has to be
considered and the collector lead wire cannot be optimized only for electrical transport.
Consequently, the collector lead wire resistance 𝑅lwc cannot be neglected and the load
voltage has to be modified accordingly to

𝑉load =
𝜙e − 𝜙c
𝑒
− 𝑅lwe𝐴e(𝐽e − 𝑡𝐽be) − 𝑅lwc𝐴e(𝑡𝐽e − 𝐽be). (6.15)

The load power is then given by

𝑃load = (𝑡𝐽e − 𝐽be) (
𝜙e − 𝜙c
𝑒
− 𝑅lwe𝐴e(𝐽e − 𝑡𝐽be) − 𝑅lwc𝐴e(𝑡𝐽e − 𝐽be)) . (6.16)
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Theheat transfer to the collector consists of three parts: the electron heating 𝑃eh, the ra-
diation heating 𝑃rh and the heat conductance through the collector lead wire 𝑃lwc. Again,
the influence of the space-charge potential and the gatewith the geometrical transparency 𝑡
have to be considered, leading to

𝑃eh = 𝑡
𝐽e
𝑒
(𝜙c + 𝛹max + 2𝑘B𝑇e) −

𝐽be
𝑒
(𝜙c + 𝛹max + 2𝑘B𝑇c), (6.17)

𝑃rh = 𝜀eff𝜎(𝑡𝑇
4
e − 𝑇

4
c ), (6.18)

𝑃lwc = −
1
2
𝐿
𝑅lwc𝐴e
(𝑇c − 𝑇0)

2 +
1
2
(𝑡𝐽e − 𝐽be)

2𝑅lwc𝐴e, (6.19)

𝑄out = 𝑃eh + 𝑃rh + 𝑃lwc. (6.20)

Assuming an efficiency of the second heat engine of 𝜂s, the overall efficiency of the com-
bined cycle is obtained as

𝜂tot =
𝑃load − 𝑃g + 𝜂s𝑄out
𝑃ec + 𝑃rc + 𝑃lwe

. (6.21)

Figure 6.8 shows the efficiency of a combined-cycle system using TECs as topping cycles
for an emitter-collector distance of 𝑑ec = 30 μm and a gate transparency of 𝑡 = 0.98.
The secondary heat engine is a steam turbine typically applied in coal-combustion power
plants today. It works with an inlet temperature of 600 °C and an efficiency of 𝜂s = 45% [2,
114]. The collector temperature 𝑇c needs to be equivalent to the inlet temperature of the
steam turbine. The collector work function𝜙c was optimized for high efficiencies, yielding
values of about 1.5 eV for all data shown here. The figure also shows the efficiency of solar
heated TECs using PETE, for an emitter temperature of 𝑇e = 1500 °C.
Different to stand-alone converters, the heat radiated from the emitter is not lost in

combined-cycle systems. Most of this heat is absorbed on the collector and used to power
the secondary heat engine. Here, the advantage of using PETE over conventional heated
TECs is therefore not as significant as in stand-alone converters. In the example shown
in figure 6.9, this advantage is almost exactly canceled out by the heat radiated from the
solar concentrator.
In all cases considered, the efficiency of the steam turbine is boosted by using a TEC as

a topping cycle by a value of about 10%. This is a significant improvement and leads to an
overall conversion efficiency of about 55%.

6.3 Possible Material Classes for Practical,
Thermoelectronic Converters

In this section, I will give a brief overview of material systems that could be used for prac-
tical, efficient thermoelectronic energy converters. As discussed below, finding suitable
materials for TECs used as topping cycles should not present a problem today. For stand-
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Figure 6.9: Efficiency of combined-cycle systems using a TEC as a topping cycle as a function of the
gate voltage 𝑉g. As secondary heat engine, a steam turbine with inlet temperature 600 °C and effi-
ciency 𝜂s = 45% is considered [2,114]. The three red-brown curves are data for conventional heated
TECs. The green curve is calculated for a solar heated TEC, using photon-enhanced thermionic
emission [9]. A solar concentration factor of 10000 and a solar energy flux density of 900W/cm2,
corresponding to the AM1.5 direct+circumsolar reference spectrum [112], were assumed. The ad-
ditional radiation heat loss due to the solar concentrator was also taken into account. The band
gap and the electron affinity of the PETE-emitter was determined in a self-consistent calculation,
depending on the defined current density and the emitter temperature [3]. As a comparison, the
efficiency of best research multi-junction photovoltaic cells [113], as well as efficiencies for thermo-
electric converters with 𝑍𝑇 value 10, are indicated. Stefan Meir calculated the efficiencies based on
the current densities, which I calculated using the ideal-gate model. Data also shown in [108].

alone devices, however, the collector work functions need to be very low, which still is a
challenge. Nonetheless, several promising possibilities exist.
Emitter surfaces typically require work functions in the range of 2 eV–4 eV. Further-

more, the emitter material needs to be high-temperature resistant. A wide range of ma-
terials with high electron-emission characteristics, suited as emitter material are known
today. For example, barium-doped tungsten cathodes, like the one used in our experimen-
tal setup, which are stable over many years, are commercially available [28,106,115–118].
Moreover, by using refractory metals coated with few atomic layers of chemical elements,
such as Ba, Cs or La, almost any work function in the desired range can be obtained [16].
For microthermionic converters, thin-film techniques have already been successfully ap-
plied to produce suitable emitter materials [19].
For the collector materials, combined-cycle systems and stand-alone converters have to

be discussed separately. When TECs are used as topping cycles, the work function needs
to be in the range of about 1 eV–1.5 eV. Such values can be obtained, for example, with
caesiated metal surfaces, such as tungsten, barium, titan or tantalum [16]. This can either
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be done by coating the metal surface using thin film techniques, or by inserting a low
pressure Cs vapor into the converter [6, 24, 29].
If Cs vapor is used in the converter, the work function reduction depends on the cover-

age of themetal surface. A high coverage leads to a small work function [6]. The coverage,
however, depends on the surface temperature. For high temperatures, the evaporation of
the absorbed elements is strong. A high surface temperature therefore leads to only a
small modification of the work function. This effect is exploited in vapor diodes to cre-
ate a difference in the work function between the hot emitter and the cold collector, both
made of the same refractory metal [6].
For stand-alone converters, the collector work function should ideally be smaller than
1 eV. However, the materials do not need to be high-temperature resistant, as the collec-
tor needs to be cold for high efficiencies. Not many longtime stable material systems with
such low work functions are known. This may, however, be due to the fact that such ma-
terials have very limited applications; most materials with very low work functions also
have low electron emission characteristics [16]. The main application area, on the other
hand, are cathodes used to generate high emission currents. For TECs, the low emission
characteristics are useful, because they lead to a low collector back emission.
Recently, phosphorus-doped polycrystalline diamond films on metallic substrates were

reported to have work functions of about 0.9 eV, stable up to temperatures of 765 °C [119].
Although thismaterial has very low emission properties, it wasmainly studied for electron
emission purposes. But it has also been considered for thermionic devices [9, 119–122].
The most promising approach seems to be the coating of metal surfaces with chemi-

cal elements or chemical compounds. Especially the addition of oxygen seems to have a
strong influence on the work function. The reason is presumably a strong polarization of
the surface layers. Cs-oxide on tungsten, Cs on W2O, or a combination of BaO and SrO,
all reach work functions in the range of 0.7 eV–1 eV [16], while having very low electron
emission properties.
One aspect that should be considered when designing emitter and collector materials,

is that the work function is mainly determined by the outer few atomic layers of a surface.
The infrared thermal radiation and reflection of radiation, on the other hand, is deter-
mined by a much thicker surface layer, of order 10−6m [48]. It should therefore be possi-
ble to optimize the materials for both work functions and radiation properties. Thereby,
the energy loss due to heat radiation could be significantly reduced.

6.4 Potential Enhancements to Our Concept

To conclude this chapter, I will outline potential enhancements that can applied to our
new concept and make use of the unique properties of our setup.

Schottky Effect and Selective Electron Emission

Thermoelectronic converters have the unique advantage over other thermionic or even
thermoelectric devices, that the gate electric field can be used to influence the converter
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parameters. One example is the use of the gate electrode to increase the electron emission
by exploiting the Schottky effect (compare chapter 2.4). The required E-fields, typically
above 106V/m, could be generated with very high voltages.
A more elegant method, however, would be to nanostructure the emitter surface by

creating nano-hillocks (figure 6.10). The electric field would be greatly enhanced at the
tips, leading to a strong local electron emission.
This method further opens up the possibility of confining the electron emission to cer-

tain areas on the emitter surface. By omitting the area facing the gate bars, we could sig-
nificantly reduce the gate loss current. This can also be described as an effective increase
of the gate transparency.

Qout

Qin, hν

magnetic
�eld 

Vgemitter 

collector 
gate 

Jload

Rload

electrostatic
shielding

Figure 6.10: Sketch of a fully integrated TEC featuring several potential improvements to our concept.
Nano-hillocks on the emitter surface locally enhance the electric field. The gate field can then be
used to increase the emitter current by exploiting the Schottky effect [36]. The nanostructure of the
emitter surface can be further adjusted tomatch the gate structure, thereby significantly lowering the
gate loss current. An electrostatic shielding of the gate-front face would decrease the electric field on
the emitter areas facing the gate bars, thereby further reducing the gate current. The two grey lines
in emitter and collector indicate a surface that optimizes the infrared properties of the materials,
thus reducing the heat radiation energy loss (compare chapter 6.3). Drawing from [108].

Gate Electrode with Shielding Layer

To reduce the electron emission at the areas on the emitter surface facing the gate bars, the
front face of the gate electrode could be covered by an insulatingmaterial (see figure 6.10).
The electric field accelerating the electrons away from the emitter would be generated by
the side walls and the back side of the gate, and would be stronger in the gate meshes. The
gate loss current would be significantly reduced.
By negatively charging the front face of the gate, the electron emission at the areas on

the emitter surface facing the gate bars could even be further reduced. A negative charge
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can be achieved by collecting few emitted electrons or by applying a negative voltage to
the front face of the gate.
It might be even possible to cover the side walls of the gate electrode, thus creating the

accelerating electric field only by the back side. In such a configuration, electrons would
barely experience any force towards the gate bars until they have passed the gate meshes.
Such a configuration would virtually abolish the gate current. However, it needs to be
investigated whether the electric field generated by the gate-back side of the gate is strong
enough to significantly reduce the space-charge potential.

Gate with AdjustedWork Function

Another alternative for decreasing the power loss at the gate, 𝑃g = 𝑉g𝐽g, would be to use a
gate with a work function smaller than that of the emitter. In this case, the contact poten-
tial would create a voltage difference of (𝜙e − 𝜙g)/𝑒 between emitter and gate. The applied
gate voltage could be lower by this value, thus reducing 𝑃g. For very small distances, the
contact potential could even create a sufficient electric field to reduce the space charge
without an additional applied gate voltage. This method would significantly simplify the
setup, as the gate would not need to be electrically connected.

Use of an InhomogeneousMagnetic Field

A slightly inhomogeneousmagnetic field could be applied, whose field lines do not extend
through the gate bars, but avoid them. Thereby, all emitted electrons could be channeled
through the gate openings, reducing the gate loss current. Such a field could be generated,
for example, by using small permanentmagnets, whose positionsmatch the gate openings,
or by nanostructuring the surface of a magnetic material.

Superconducting Coils for Magnetic Field Generation

For large applications, the magnetic field could be generated by superconducting coils.
With this method, very homogeneous fields of the order of several Tesla can be obtained.
This would enable the use of extremely fine-meshed gates, because the radius of gyration
of the electrons could be extremely small.
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Thermionic energy converters face the problem that a space-charge region is formed be-
tween the electrodes, dramatically reducing the current densities and ruining the perfor-
mance of the devices. Despite intensive efforts, no solution was found. In this thesis, I
showed that this problem can be solved, thereby opening up the way to highly-efficient
heat-to-electricity energy conversion.
Our concept uses an electric field, generated by a gate electrode, to accelerate the elec-

trons away from the concentrated space-charge cloud. Amagnetic guiding field is applied
to prevent the electrons from reaching the gate, a honeycomb structured metal grid, by
channeling them through the gate openings. This concept is based partly on previous con-
siderations, but avoids their design flaws, which led to high loss currents and low output
powers. In our concept, the previously static charges, which generated a strong space-
charge region, are converted into a useful output current in a virtually lossless process.
As a first step for modeling the electron behavior in the setup, I recalled the motion of

charged particles in combined electric and magnetic fields and deduced important impli-
cations for thermoelectronic converters. The magnetic field forces the electrons to per-
form a helical motion along the magnetic field lines, if the condition 𝑐𝐵 > 𝐸⟂ is fulfilled,
where 𝐵 indicates the magnetic flux density and 𝐸⟂ the electrical field component per-
pendicular to the magnetic field. In addition to their longitudinal motion, the electrons
perform a drift in the direction perpendicular to both B and E⟂. As E⟂ always points to
the closest gate bar, the electrons are not moving towards the gate. As a consequence, only
a small fraction of the emitted electrons reach the gate.
Building on these considerations, I outlined several issues that should be considered

when designing thermoelectronic converters using electric and magnetic fields, and illus-
trated the flaws of previous models.
To estimate the current densities attainable with TECs, the electric potential of the space

charge has to be determined. I therefore used a three-dimensional particle tracing soft-
ware with integrated electric and magnetic field solvers to calculate the electron motion
in the setup. However, it became evident that this approach is not conducive to calcu-
lating the current densities, as the calculations do not converge in many cases and the
computational effort is too high.
By investigating the electric field, I could show that the electron motion can be mapped

onto a one-dimensional system. In this model, the gate electrode is approximated by an
ideal gate, which is equivalent to a metal plate that is transparent for electrons.
Based on established space-charge theories, I developed amodel for the ideal gate, which

allowedme to calculate the space-charge potential and the current densities. It further en-
abled me to determine the optimal geometrical configuration for thermoelectronic con-
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verters: a symmetrical setup, with the gate electrode mounted exactly in the middle be-
tween emitter and collector.
One of the main results of the model calculations is that the current density scales

with 1/𝑑2ec for a given gate voltage, where 𝑑ec is the emitter-collector distance. I further-
more calculated the required electric field for an optimal electron yield. Decreasing values
of 𝑑ec decrease the required field voltage and simultaneously increase current densities
with 𝑑ec.
The ideal-gate model is a good approximation for high electrode distances, i.e. 𝑑ec > 𝑤,

where 𝑤 represents the diameter of the gate meshes. For smaller distances, the gate field
becomes inhomogeneous. In collaboration with Stefan Meir, I therefore developed an
approach to include these inhomogeneities in the model calculations. It divides the inter-
electrode space into separate volumes and calculates the current density in each volume
using the ideal-gate model. This allows us to account for the three-dimensional distribu-
tion of the gate electric field.
To investigate themodel experimentally, we created amechanical electrode setup,moun-

ted in a vacuum chamber. It allowed us to show that the gate voltage can be used to control
the current on the collector and demonstrate the channeling effect of the magnetic field
for different geometrical configurations.
Comparing our experimental results with the calculated values provided evidence that

themodel calculations coincide closelywith our investigated system, proving that the con-
centrated space-charge region can indeed be removed.
According to my calculations, for output powers in the range desired for applications

and high efficiencies, electrode distances in the range of 10 μm–100 μm are required, ap-
plying gate voltages of typically 2V–10V. Such devices could be built using microtech-
nology and could potentially produce hundreds of Watts output powers from active areas
of about 100 cm2.
Stand-alone devices can work at efficiencies of over 40%, assuming a realistic set of ma-

terial parameters. If the converters are heated with solar radiation, the electron emission
can be enhanced by exploiting the photoelectric effect in a semiconducting emitter [9].
In this case, TECs, not limited by the Carnot efficiencies, can reach efficiencies of more
than 50%, clearly exceeding the efficiency of best research multi-junction photovoltaic
cells of 43.5% [113].
I further illustrated the applicability of TECs as topping cycles in combination with sec-

ondary heat engines. For both conventionally and solar heated systems, the conversion
efficiencies of established techniques could be boosted by more than 10%.
Findingmaterials used for TECsworking as topping cycles appears attainable today. For

highly-efficient stand-alone devices, furthermaterial research efforts are needed; however,
promising approaches exist. Especially the coating of metal surfaces with oxide materials
holds great potential.
Finally, I explored potential enhancements to our model, exploiting the unique advan-

tage of TECs over conventional thermionic converters. For example, by nano-structuring
the surface, gate-field enhanced thermionic electron emission could be applied to enhance
the current densities. Furthermore, by adjusting the area of the nano-structures to the gate
pattern, the gate current can be significantly reduced.

118



8 Conclusion

Thermoelectronic energy converters hold the potential to have a sustained impact on elec-
tricity generation. Their full potential, however, has not been recognized, although their
underlying concept has been known for over 100 years. In this thesis, I was able to show
that the fundamental problem preventing the application of this technology can, in fact,
be solved.
Practical converters could be realized as fully integrated devices with a flip-chip elec-

trode arrangement, requiring a vacuum of the order of 10−1mbar, reminiscent of radio
tubes. Engineering efforts are now required to minimize the heat loss, guarantee a stable
vacuum environment and thermally insulate critical components, such as the permanent
magnets. Apart from this technical perspective, the main challenge remaining is to find
suitable collector materials.
Oxidematerials, which feature a very broad range of physical properties, seem to be per-

fect candidates for encountering this challenge. Using thin-film techniques like pulsed-
laser deposition or molecular-beam epitaxy enables an exact growth of oxide surfaces,
with varying stoichiometrical composition to adjust the desired properties. I am con-
vinced that, through a concentrated scientific effort, this challenge could be overcome in
the near future.
Our new concept could also be expanded to operate thermoelectronic converters as

heat pumps, used, e.g., for microtechnology computer cooling. Thermionic converters
have been considered for such applications. Our concept, however, could significantly en-
hance their performance and be used to produce very low energy consuming, completely
silent devices, due to their virtually space-charge free electron transport. The gate field
could further be used for field-enhanced electron emission, or even Fowler-Nordheim
electron tunneling, thereby dramatically increasing the electron current without high en-
ergy losses.
Thermoelectronic energy converters offer exciting, new challenges and opportunities

for our energy-driven society. I hope that a concerted effort will be made to fully exploit
their tremendous potential.
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A Appendix

A.1 Source Code for the Numerical Calculations

All codes shown below were used for Mathematica 8.0.1.0 [101].

Source Code for equation (4.55) on page 71

For the example of a variable gate-position 𝑥g.

me = 9.10938215*10^(-31) (*kg*) ; eps0 = 8.8541878176*10^(-12) (*As/Vm*); e0 = 1.602176487*10^(-19);
kB = 1.3806488*10^(-23);

conv0 = 1*10^(-9); n = 0; Listi = {}; List2i = {};
xG = 2.5*10^(-6); VG = 2; EG = VG/xG; T = 1500;

J0 = eps0/Sqrt[6]*Sqrt[e0/me]*VG^(3/2)/xG^2
Jn[x_] := J0 = eps0/Sqrt[6]*Sqrt[e0/me]*VG^(3/2)/x^2/10^4 (* in A / cm\.b2 *)

For[i = 1, i <= 400, i++,

kleindone = 1; grossdone = 10000000/(i/4)^2;

xG = (10*i/4)*10^(-6);
EG = VG/xG;

For[n = 0, n <= 500, n++,
{
Ji = (grossdone + kleindone)/2;

soli =
NDSolve[{Phi''[x] == -Ji/eps0*1/N[Sqrt[(2*e0/me)*(-Phi[x] + EG*x + Ekin0)], 50], Phi[0] == 0, Phi

'[0] == EG}, Phi, {x, 0, xG}, MaxSteps -> Infinity, WorkingPrecision -> 20, PrecisionGoal ->
20];

If[Abs[Last[Phi'[xG] /. soli]] < conv0,
{Print["Iteration␣", i, "␣-␣", n, "␣␣␣␣␣Ji␣=␣", NumberForm[N[Ji], ExponentFunction -> (Null &)],

"␣␣␣␣␣slope:␣", Last[Phi'[xG] /. soli]];
Listi = Append[Listi, {xG, Ji/10^4}];
List2i = Append[List2i, {xG, Ji/10^4/Jn[xG]}]; Break[];}
,];

If[Last[Phi'[xG] /. soli] < 0, grossdone = Ji, kleindone = Ji];
}]]

Source Code for equation (4.32) on page 65 and equation (4.69) on page 76

Both equations can be solved using the same algorithm. For the case of no gate, the gate
voltage 𝑉g must be set zero.
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T = 1400 + 273; d = 30*10^(-6); PhiE0 = 2.7*e0 (*emitter work function eV*);

me = 9.10938215*10^(-31) (*kg*) ; eps0 = 8.8541878176*10^(-12) (*As/Vm*); e0 = 1.602176487*10^(-19)
(*C*); kB = 1.3806488*10^(-23) (*J/K*); h0 = 6.62606957*10^-34 (*Js*);

conv1 = 4*10^(-3); conv2 = 1*10^(-5); nmax = 1000; imax = 100;
(* convergence criteria for-loop *)

JRD = e0*me/(2*Pi^2*(h0/(2*Pi))^3)*(kB*T)^2* Exp[-PhiE0/(kB*T)]
(*saturation current density in A/m^2*);
JRDcm = JRD/10^4 (*saturation current density in A/cm^2*);

starttime = TimeUsed[];

For[qq = 4, qq <= 4, qq++,

countsat = 0; (* Counter, der prüft, ob die Gatespannung hochgenug ist, um die
Sättigungsstromdichte zu erreichen; wenn ja, muss das E-Feld nicht
mehr weiter erhöht werden, da nicht mehr Strom erzeugt werden kann *)

T = 1400 + 273 + 100*qq;
(*VGate = 5;*)

JRD = e0*me/(2*Pi^2*(h0/(2*Pi))^3)*(kB*T)^2*Exp[-PhiE0/(kB*T)] (*Sättigungsstromstärke in A/m^2*);
JRDcm = JRD/10^4 (*Sättigungsstromstärke in A/cm^2*);

n0 = 1/e0*JRD*(Pi*me/(2*kB*T))^(1/2) (*Anfangsteilchendichte bei x=0*);

For[vv = 6, vv <= 20, vv++,
{

speed = 0.3; (* ; die Variable speed gibt an,
wie stark die Raumladung, die in die Lösung eingeht,
verändert wird, nachdem die erste Schleife konvergiert ist;
speed muss zwischen 0 und 1 liegen; desto größer der Wert,
desto schneller wird die Raumladung verändert;
je stärker die Raumladung, desto kleiner muss speed sein;
der speed sollte am besten nicht über 0.4 liegen *)

(*d= (28 - 0.1*vv)*10^(-6);*)
xG = d/2;

VGate = vv/2;

E0 = 2*VGate/d;

EGate[x_] := E0*xG - Abs[E0*xG - E0*x];

Print["Durchgang␣", qq, "␣-␣", vv, "␣Temperatur:␣", T, "␣␣␣␣␣E-Feld:␣", E0, "␣␣␣␣␣VGate:␣", VGate
, "␣␣␣␣␣d_ec:␣" , NumberForm[N[d/10^(-6)], ExponentFunction -> (Null &)], "\[Micro]m"];

(* Zuerst wird überprüft, ob in dem vorigen Schritt bereits die Sättigung erreicht wurde;
wenn ja, sind alle weiteren Rechnungen bei dieser T,
diesem Abstand nicht mehr notwendig *)
If[countsat == 1,

{
Jfinalcm = JRDcm ;

Print["Sättigungsstromstärke␣erreicht,␣J␣=␣:␣", JRDcm,
"␣A␣/␣cm^2␣\n"];

$stream =
OpenAppend["D:\\Mathematica\\transp-gate_results.txt", BinaryFormat -> True];
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Export[$stream, StringJoin[ToString[NumberForm[T, ExponentFunction -> (Null &)]], "␣", ToString[
NumberForm[N[d], ExponentFunction -> (Null &)]], "␣",

ToString[NumberForm[N[E0], ExponentFunction -> (Null &)]], "␣",
ToString[Jfinalcm], "␣", ToString[NumberForm[N[PhiE0/e0], ExponentFunction -> (Null &)]], "␣",

ToString[NumberForm[N[JRDcm], ExponentFunction -> (Null &)]],
"␣", ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]], "␣", "na", "␣", "0", "\n"

]];
(*WriteString[$stream,"\n"];*)
Close[$stream];

},
(* Wenn die Sättigungsstromstärke noch nicht erreicht ist \

(countsat =/ 1) geht es hier normal weiter *)

sol0 =
NDSolve[{Phi''[x] == -e0*n0/eps0*

Exp[e0/(kB*T)*EGate[x]]*(Erfc[
Re[(e0/(kB*T)*EGate[x])^(1/2)]]), Phi[0] == 0,

Phi[d] == 0}, Phi, {x, 0, d}, MaxSteps -> Infinity];

List0 = {}; List0 = Append[List0, {0, Last[Phi[0] /. sol0]}];
For[j = 1, j <= 10000, j++,
List0 = Append[List0, {d/10000*j, Last[Phi[d/10000*j] /. sol0]}]];
phitotint0 = Interpolation[List0];

maxphi0 = FindMaximum[phitotint0[x], {x, 0, 0, d}];
ymaxphi0 = maxphi0[[1]]; xmaxphi0 = x /. Last[maxphi0];

gwifaktorstart = 0.5 + qq*0.3 + vv/18;
gwifaktordone = 0.1;

creationmerk = 0;
solimerk = sol0; xmaxphimerk = xmaxphi0; ymaxphimerk = ymaxphi0;
xmaxphiold = xmaxphi0; ymaxphiold = ymaxphi0;
phitotintmerk = phitotint0;
gwifaktor = gwifaktorstart; (* Für die erste Iteration der While-
Schleife wird ein Startwert für die Gewichtung genommen,
danach wird die Gewichtung angepasst *)
DoneList = {};

n = 0; break1 = "undone"; break2 = "undone";
finalbreak = "undone"; q = 0;(*
Initialierung der Schleifenvariablen *)

While[n < nmax,

If[n > 50,
If[n > 100,
If[n > 150,
If[n > 200,
If[n > 250,
If[n > 300,
If[n > 350,
If[n > 400,
If[n > 450, If[n > 500, speed = 0.00005, speed = 0.0001],
speed = 0.0005], speed = 0.001], speed = 0.002],

speed = 0.005], speed = 0.02], speed = 0.03],
speed = 0.05], speed = 0.1],];

soli = solimerk; xmaxpsii = xmaxpsimerk; ymaxpsii = ymaxpsimerk;
phitotinti = phitotintmerk; psitotinti = psitotintmerk;
xmaxphii = xmaxphimerk; ymaxphii = ymaxphimerk;
creation = creationmerk;

Print["gwifaktor␣=␣", gwifaktor, "␣␣␣ymaxpsii␣=␣", ymaxpsii,
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"␣␣␣ymaxphii␣=␣", ymaxphii, "␣␣␣␣␣gwi␣=␣", gwifaktor/ymaxphii ,
"␣␣␣␣␣speed␣=␣", speed];

(********************** erste For-Schleife **********************)

break1 = "undone";

For[i = 1, i <= imax, i++,

gwi = gwifaktor/ymaxphii;

If[creation == 0,
{
Listi = {};
Listi = Append[
Listi, {0, (-gwi*Last[Phi[0] /. soli] + EGate[0])}];

For[j = 1, j <= 10000, j++,

Listi = Append[
Listi, {d/10000*
j, (-gwi*Last[Phi[d/10000*j] /. soli] +
EGate[d/10000*j])}]];

psitotinti = Interpolation[Listi]; (*
Gesamtfunktion Psi aus soli und EGate erzeugen *)
\

},
{
Listi = {};
Listi = Append[
Listi, {0, (-gwi*Last[Phia[0] /. soli] + EGate[0])}];

For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {xmaxpsii/5000*
j, (-gwi*Last[Phia[xmaxpsii/5000*j] /. soli] +
EGate[xmaxpsii/5000*j])}]];

For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {(xmaxpsii + (d - xmaxpsii)/5000*j), (-gwi*

Last[Phib[(xmaxpsii + (d - xmaxpsii)/5000*j)] /.
soli] +

EGate[(xmaxpsii + (d - xmaxpsii)/5000*j)])}]];
psitotinti = Interpolation[Listi]; (*
Gesamtfunktion für Psi aus soli erzeugen -
mit Gewichtung der Raumladung Phi *)
}];

maxpsii = FindMaximum[{-psitotinti[x]}, {x, 0, 0, d/2}];
ymaxpsii = maxpsii[[1]]; xmaxpsii = x /. Last[maxpsii];
(* Bestimmung des Maximum von Phi *)

If[ymaxpsii > 1*10^(-7), difdec = 1;, difdec = 0]; (* Check,
ob sich ein Maximum ausbildet; wenn ja,
schaffen es nicht mehr alle e- - einige drehen um -
und die Diffgleichung muss in zwei Bereiche aufgeteilt werden *)

(******************************* Numerische Lösung der Diffgleichung
*******************************)

If[difdec == 0,
{
Print["Iteration:␣", qq, "␣-␣", vv, "␣-␣", n, "␣-␣", i,
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"␣␣␣␣␣␣␣-␣␣␣␣␣␣␣␣all␣through", "␣␣␣␣ymaxpsii␣=␣", ymaxpsii,
"␣␣␣␣xmaxpsii␣=␣", xmaxpsii/d, "*d", "␣␣␣␣ymaxphii␣=␣",
ymaxphii, "␣␣␣␣xmaxphii␣=␣", xmaxphii/d, "*d"];

soli = NDSolve[{

Phi''[x] == -e0*n0/eps0*
Exp[e0/(kB*T)*psitotinti[x]]*(Erfc[

Re[(e0/(kB*T)*psitotinti[x])^(1/2)]]),
Phi[0] == 0,
Phi[d] == 0},
Phi, {x, 0, d}, MaxSteps -> Infinity];

Listi = {};
Listi = Append[Listi, {0, Last[Phi[0] /. soli]}];
For[j = 1, j <= 10000, j++,

Listi = Append[
Listi, {d/10000*j, Last[Phi[d/10000*j] /. soli]}]];

phitotinti = Interpolation[Listi]; (*
Gesamtfunktion Phi aus soli erzeugen *)

creation = 0;

}
,
{
Print["Iteration:␣", qq, "␣-␣", vv, "␣-␣", n, "␣-␣", i,
"␣␣␣␣␣␣␣-␣␣␣␣␣␣␣␣not␣all␣through", "␣␣␣␣ymaxpsii␣=␣",
ymaxpsii, "␣␣␣␣xmaxpsii␣=␣", xmaxpsii/d, "*d",
"␣␣␣␣ymaxphii␣=␣", ymaxphii, "␣␣␣␣xmaxphii␣=␣", xmaxphii/d,
"*d"];

soli = NDSolve[{

Phia''[x] == -e0/eps0*n0*
Exp[e0/(kB*T)*psitotinti[x]]*(1 +

Erf[Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/
2)]]),

Phib''[x] == -e0/eps0*n0*
Exp[e0/(kB*T)*psitotinti[x]]*(Erfc[

Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/2)]]),
Phia[0] == 0,
Phib[d] == 0,
Phia[xmaxpsii] == Phib[xmaxpsii],
Phia'[xmaxpsii] == Phib'[xmaxpsii]},
{Phia, Phib}, x, MaxSteps -> Infinity];

Listi = {}; Listi = Append[Listi, {0, Last[Phia[0] /. soli]}];
For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {xmaxpsii/5000*j,
Last[Phia[xmaxpsii/5000*j] /. soli]}]];

For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {(xmaxpsii + (d - xmaxpsii)/5000*j),
Last[Phib[(xmaxpsii + (d - xmaxpsii)/5000*j)] /. soli]}]];

phitotinti = Interpolation[Listi]; (*
Gesamtfunktion aus soli erzeugen *)

creation = 1;

}
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];
(******************************* Ende Numerische Lösung der Diffgleichung

*******************************)
\

maxphii = FindMaximum[{phitotinti[x]}, {x, 0, 0, d}];
ymaxphii = maxphii[[1]]; xmaxphii = x /. Last[maxphii];
(* Bestimmung des Maximum von Phi *)

xconv = Abs[ Abs[xmaxphii/xmaxphiold - 1]];
yconv = Abs[ Abs[ ymaxphii/ymaxphiold] - 1]; (*
Berechnung der Konvergenzkriterien;
Die Konvergenz wird über die Raumladung Phi,
nicht über das Gesamtpotential Psi festgestellt *)

Print["xconv␣=␣", xconv, "␣␣␣␣yconv␣=␣", yconv];

If[xconv < conv1 && yconv < conv1,
{break1 = "done"; gwifaktordone = gwifaktor; Print["BREAK!!"];
solimerk = soli; xmaxpsimerk = xmaxpsii;
ymaxpsimerk = ymaxpsii; xmaxphimerk = xmaxphii;
ymaxphimerk = ymaxphii; phitotintmerk = phitotinti;
psitotintmerk = psitotinti; creationmerk = creation;
DoneList = Append[DoneList, {gwifaktor}]; Break[]},(*
Die Variablen mit "merk" am Ende werden überschrieben,
falls die Lösung konvergiert,
damit in weiteren Rechnungen nicht mehr verändert werden \

können; außerdem wird die Variable gwifaktordone auf den Wert \
gwifaktor gesetzt,

bei dem gerade die Lösung konvergiert ist *)
\

{xmaxphiold = xmaxphii; ymaxphiold = ymaxphii; break1 = "undone"}]; (*
Abbruchsbedingung - Check der Konvergenzkriterien *)
]

Print["break1␣=␣", break1, "\n"];
(********************** erste For-Schleife zu Ende **********************)

If[break1 == "done",
{gwifaktorneu = ((1 - speed)*gwifaktor + speed* ymaxphii);
If[Abs[gwifaktorneu - gwifaktor] > 0.03,
gwifaktorneu =
gwifaktor + Sign[gwifaktorneu - gwifaktor]*0.03,];

gwifaktor = gwifaktorneu;
q = 0},
{gwifaktor = (gwifaktordone + gwifaktor)/2; q = q + 1;}];

If[q == 5, {Print["EMERGENCY␣OSCI!!"];
gwifaktordone1 = gwifaktordone1*0.9; q = 0},];

If [Abs[(gwifaktor /ymaxphii - 1)] < conv2, break2 = "done",
break2 = "undone"];

Print["DoneList␣=␣", DoneList];
Print["break2␣=␣", break2];

Print["|1␣-␣gwifaktor␣/␣ymaxphii|␣=␣",
Abs[(gwifaktor /ymaxphii - 1)]];

n++;

Print["\n␣\n"];

126



A.1 Source Code for the Numerical Calculations

endtime = TimeUsed[];
etime = endtime - starttime;

Print["elapsed␣time:␣", etime, "s"];

If [ break1 == "done" && break2 == "done",
{

(***** Berechnung von psitotinti *****)

If[creation == 0,
{
Listi = {};
Listi = Append[
Listi, {0, (-gwi*Last[Phi[0] /. soli] + EGate[0])}];

For[j = 1, j <= 10000, j++,

Listi = Append[
Listi, {d/10000*
j, (-gwi*Last[Phi[d/10000*j] /. soli] +
EGate[d/10000*j])}]];

psitotinti = Interpolation[Listi]; (*
Gesamtfunktion Psi aus soli und EGate erzeugen *)
\

},
{
Listi = {};
Listi = Append[
Listi, {0, (-gwi*Last[Phia[0] /. soli] + EGate[0])}];

For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {xmaxpsii/5000*
j, (-gwi*Last[Phia[xmaxpsii/5000*j] /. soli] +
EGate[xmaxpsii/5000*j])}]];

For[j = 1, j <= 5000, j++,

Listi = Append[
Listi, {(xmaxpsii + (d - xmaxpsii)/5000*j), (-gwi*

Last[Phib[(xmaxpsii + (d - xmaxpsii)/5000*j)] /.
soli] +

EGate[(xmaxpsii + (d - xmaxpsii)/5000*j)])}]];
psitotinti = Interpolation[Listi]; (*
Gesamtfunktion für Psi aus soli erzeugen -
mit Gewichtung der Raumladung Phi *)
}];

maxpsii = FindMaximum[{-psitotinti[x]}, {x, 0, 0, d/2}];
ymaxpsii = maxpsii[[1]]; xmaxpsii = x /. Last[maxpsii];
(* Bestimmung des Maximum von Psi *)

If[ymaxpsii > 1*10^(-7), difdec = 1;, difdec = 0];

(***** psitotinti muss noch ein mal berechnet werden,
da es immer vor jedem Iterationsschritt berechnet wird,
aber nicht mehr danach.
Hier also die "finale Version" *****)

Jfinalcm = JRDcm *Exp[-e0*ymaxpsii/(kB*T)];
If[Abs[Jfinalcm - JRDcm] < 1*10^(-5), countsat = 1,];

(***** Plots - Beginning *****)

text1 =
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StringJoin["d␣=␣", ToString[N[d*1000]], "␣mm", "␣␣␣␣EGate␣=␣",
ToString[N[E0/1000]], "␣*10^3␣V/m␣\n", "PhiE␣=␣",

ToString[N[PhiE0/e0]], "␣eV", "␣␣␣␣T␣=␣", ToString[T],
"K␣\n", "JRD␣=␣", ToString[N[JRDcm, 3]], "␣A␣/␣cm\.b2", "\n",
"J␣=␣", ToString[Jfinalcm], "␣A␣/␣cm\.b2"];

Plotfinalphi =
Plot[phitotinti[x], {x, 0, d},
PlotRange -> {{0, d}, {0, 1.2*ymaxphii}},
Axes -> {True, False}, AxesOrigin -> {0, 0},
PlotStyle -> Thick,
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.4, .3}]], ImageSize -> 500, Frame -> True,

FrameLabel -> {Style["distance", 20],
Style["space␣charge", 20]}, LabelStyle -> {FontSize -> 14}];

filenamephi =
StringJoin["D:\\Mathematica_Plots\\transparent-gate_phi_d-",
ToString[N[d*1000]], "_V-",
ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]],
"_E-",

ToString[NumberForm[N[E0], ExponentFunction -> (Null &)]],
"_PhiE-", ToString[N[PhiE0/e0]], "_T-", ToString[T],
".pdf"];

Export[filenamephi, Plotfinalphi];

Plotfinalpsi =
Plot[-psitotinti[x], {x, 0, d},
PlotRange -> {{0, d}, {-VGate, 1.5*ymaxpsii}},
Axes -> {True, False}, AxesOrigin -> {0, 0},
PlotStyle -> Thick,
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.75, .3}]], ImageSize -> 500, Frame -> True,

FrameLabel -> {Style["distance", 20],
Style["space␣charge", 20]}, LabelStyle -> {FontSize -> 14}];

filenamepsi =
StringJoin["D:\\Mathematica_Plots\\transparent-gate_psi_d-",
ToString[N[d*1000]], "_V-",
ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]],
"_E-", ToString[
NumberForm[N[E0], ExponentFunction -> (Null &)]], "_PhiE-",

ToString[N[PhiE0/e0]], "_T-", ToString[T], ".pdf"];
Export[filenamepsi, Plotfinalpsi];

sctota[x_] :=
e0*n0*Exp[
e0/(kB*T)*psitotinti[x]]*(1 +
Erf[Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/2)]]);

sctotb[x_] :=
e0*n0*Exp[
e0*psitotinti[x]/(kB*T)]*(Erfc[
Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/2)]]);

If[difdec == 0,
{
plotsctotb =
Plot[sctotb[x], {x, 0, d}, PlotStyle -> {Thick, Blue},
PlotRange -> {{0, d}, {0, 1}}, Axes -> {True, False},
AxesOrigin -> {0, 0}, PlotStyle -> Thick, ImageSize -> 500,
Frame -> True,

FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},
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LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

Plotsctot = Show[plotsctotb];
},
{
plotsctota =
Plot[sctota[x], {x, 0, xmaxpsii},
PlotStyle -> {Thick, Blue}, PlotRange -> {{0, d}, {0, 1}},
Axes -> {True, False}, AxesOrigin -> {0, 0},
PlotStyle -> Thick, ImageSize -> 500, Frame -> True,
FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},

LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

plotsctotb =
Plot[sctotb[x], {x, xmaxpsii, d},
PlotStyle -> {Thick, Blue}, PlotRange -> {{0, d}, {0, 1}},
Axes -> {True, False}, AxesOrigin -> {0, 0},
PlotStyle -> Thick, ImageSize -> 500, Frame -> True,
FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},

LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

Plotsctot = Show[plotsctota, plotsctotb];
}];

filenamesc =
StringJoin["D:\\Mathematica_Plots\\transparent-gate_sc_d-",
ToString[N[d*1000]], "_V-",
ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]],
"_E-",

ToString[NumberForm[N[E0], ExponentFunction -> (Null &)]],
"_PhiE-", ToString[N[PhiE0/e0]], "_T-", ToString[T],
".pdf"];

Export[filenamesc, Plotsctot];

scnotthrough[x_] :=
2*e0*n0*Exp[e0*psitotinti[x]/(kB*T)]*
Erf[Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/2)]];

scthrough[x_] :=
e0*n0*Exp[
e0*psitotinti[x]/(kB*T)]*(Erfc[
Re[(-e0/(kB*T)*(-ymaxpsii - psitotinti[x]))^(1/2)]]);

If[difdec == 0,
{
plotscthrough =
Plot[scthrough[x], {x, 0, d}, PlotStyle -> {Thick, Green},
PlotRange -> {{0, d}, {0, 1}}, Axes -> {True, False},
AxesOrigin -> {0, 0}, PlotStyle -> Thick, ImageSize -> 500,
Frame -> True,

FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},

LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

Plotallsc = Show[plotsctotb, plotscthrough];
},
{

129



A Appendix

plotscnotthrough =
Plot[scnotthrough[x], {x, 0, xmaxpsii},
PlotStyle -> {Thick, Red}, PlotRange -> {{0, d}, {0, 1}},
Axes -> {True, False}, AxesOrigin -> {0, 0},
PlotStyle -> Thick, ImageSize -> 500, Frame -> True,
FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},

LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

plotscthrough =
Plot[scthrough[x], {x, 0, d}, PlotStyle -> {Thick, Green},
PlotRange -> {{0, d}, {0, 1}}, Axes -> {True, False},
AxesOrigin -> {0, 0}, PlotStyle -> Thick, ImageSize -> 500,
Frame -> True,

FrameLabel -> {Style["distance␣/␣m", 20],
Style["charge␣density␣/␣C␣/␣m^3", 20]},

LabelStyle -> {FontSize -> 14},
Epilog ->
Inset[Framed[Text[Style[text1, 14]], Background -> White],
ImageScaled[{.7, .8}]]];

Plotallsc =
Show[plotsctota, plotsctotb, plotscnotthrough,
plotscthrough];

}];

filenamesc =
StringJoin[
"D:\\Mathematica_Plots\\transparent-gate_sc-all_d-",
ToString[N[d*1000]], "_V-",
ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]],
"_E-", ToString[
NumberForm[N[E0], ExponentFunction -> (Null &)]], "_PhiE-",

ToString[N[PhiE0/e0]], "_T-", ToString[T], ".pdf"];
Export[filenamesc, Plotallsc];

(***** Plots End *****)

(***** Creating data files for the plots - Beginning *****)

filenamedatpotentialsall =
StringJoin[
"D:\\Mathematica\\data_files\\potentials_all_data_",
ToString[N[d*1000]], "_E-",
ToString[NumberForm[N[E0], ExponentFunction -> (Null &)]],
"_PhiE-", ToString[N[PhiE0/e0]], "_T-", ToString[T],
".txt"];

$stream =
OpenWrite[filenamedatpotentialsall, BinaryFormat -> True];

Export[$stream, StringJoin["#␣x[m]␣phi[eV]␣psi[eV]", "\n"]];
(*Close[$stream];

$stream=OpenAppend[filenamedatpotentialsall,BinaryFormat->
True];*)
For[i = 0, i <= 1000, i++,
(*$stream=OpenAppend[filenamedatascall,BinaryFormat->True]; *)

Export[$stream,
StringJoin[
ToString[
NumberForm[N[d/1000*i], ExponentFunction -> (Null &)]],
"␣", ToString[
NumberForm[N[phitotinti[d/1000*i]],
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ExponentFunction -> (Null &)]], "␣",
ToString[
NumberForm[N[psitotinti[d/1000*i]],
ExponentFunction -> (Null &)]], "\n"]];

(*Close[$stream]*);

];
Close[$stream];

filenamedatascall =
StringJoin["D:\\Mathematica\\data_files\\sc_all_data_",
ToString[N[d*1000]], "_E-",
ToString[NumberForm[N[E0], ExponentFunction -> (Null &)]],
"_PhiE-", ToString[N[PhiE0/e0]], "_T-", ToString[T],
".txt"];

$stream = OpenWrite[filenamedatascall, BinaryFormat -> True];
Export[$stream,
StringJoin[
"#␣x[m]␣sctotal[C/m^3]␣scnotthrough[C/m^3]␣scthrough[C/m^3]",
"\n"]];

Close[$stream];

$stream = OpenAppend[filenamedatascall, BinaryFormat -> True];
For[i = 0, i <= 1000, i++,
If[d/1000*i < xmaxpsii,
{(*$stream=OpenAppend[filenamedatascall,BinaryFormat->
True]; *)

Export[$stream,
StringJoin[
ToString[
NumberForm[N[d/1000*i], ExponentFunction -> (Null &)]],
"␣", ToString[
NumberForm[N[sctota[d/1000*i]],
ExponentFunction -> (Null &)]], "␣",

ToString[
NumberForm[N[scnotthrough[d/1000*i]],
ExponentFunction -> (Null &)]], "␣",

ToString[
NumberForm[N[scthrough[d/1000*i]],
ExponentFunction -> (Null &)]], "\n"]];

(*Close[$stream]*);
},
{
(*$stream=OpenAppend[filenamedatascall,BinaryFormat->
True]; *)

Export[$stream,
StringJoin[
ToString[
NumberForm[N[d/1000*i], ExponentFunction -> (Null &)]],
"␣", ToString[

NumberForm[N[sctotb[d/1000*i]],
ExponentFunction -> (Null &)]], "␣",

ToString[NumberForm[N[0], ExponentFunction -> (Null &)]],
"␣", ToString[
NumberForm[N[scthrough[d/1000*i]],
ExponentFunction -> (Null &)]], "\n"]];

(*Close[$stream];*)
}]

];
Close[$stream];
(***** Creating data files for the plots - End *****)
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(***** Output in Mathematica - Beginning *****)

Print[Show[Plotfinalphi, ImageSize -> 1000]];
Print[Show[Plotfinalpsi, ImageSize -> 1000]];
Print[Show[Plotsctot, ImageSize -> 1000]];
Print[Show[Plotallsc, ImageSize -> 1000]];

Print["saturation␣current:␣", JRDcm, "␣A␣/␣cm^2"];
Print["space␣charge␣limited␣current:␣", Jfinalcm , "␣A␣/␣cm^2"];
Print["current␣without␣thermal␣distribution:␣",
1/10^4*1/Sqrt[6]*Sqrt[e0/me]*eps0*(E0)^(3/2)/(d/2)^(1/2),
"␣A␣/␣cm^2"];

(***** Output in Mathematica - End *****)

(***** Data for file - Beginning *****)

$stream =
OpenAppend["D:\\Mathematica\\transp-gate_results.txt",
BinaryFormat -> True];

Export[$stream,
StringJoin[
ToString[NumberForm[T, ExponentFunction -> (Null &)]], "␣",
ToString[NumberForm[N[d], ExponentFunction -> (Null &)]],
"␣", ToString[
NumberForm[N[E0], ExponentFunction -> (Null &)]], "␣",

ToString[Jfinalcm], "␣",
ToString[
NumberForm[N[PhiE0/e0], ExponentFunction -> (Null &)]], "␣",
ToString[
NumberForm[N[JRDcm], ExponentFunction -> (Null &)]], "␣",

ToString[NumberForm[N[VGate], ExponentFunction -> (Null &)]],
"␣", ToString[
NumberForm[N[ymaxphii], ExponentFunction -> (Null &)]], "␣",
ToString[
NumberForm[N[ymaxpsii], ExponentFunction -> (Null &)]],
"\n"]];

Close[$stream];
(***** Data for file - End *****)

endtime = TimeUsed[];
etime = endtime - starttime;

Print["elapsed␣time:␣", etime, "s"];
Break[];

},];
];

] (* Klammer für die If-Schleife mit countsat *)

}]; (* Ende For-Schleife vv *)

endtime = TimeUsed[];
etime = endtime - starttime;

Print["elapsed␣time:␣", etime, "s"];

]; (* Ende For-Schleife qq *)
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