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1. Introduction

The traditional approach to electron dynamics in a lattice is based on the very robust framework of (non-interacting) band theory. Its development was initiated already in 1928 by Bloch [1] who considered in particular metallic systems. In general, band theory describes lattice electrons through extended states which are characterized by the wave vector \( \mathbf{k} \) and the band index \( m \). The corresponding wavefunctions are obtained by solving the Schrödinger equation of a single electron in an external potential accounting for the electron-lattice and in particular the electron-electron interactions. Such a theory obviously treats these interactions only in an averaged fashion and consequently belongs to the class of (static) mean-field theories (Hartree-Fock approximation). Further developments of band theory, such as the local density approximation (LDA) are closely related conceptually because they are also based on an effective single-particle picture and the corresponding Schrödinger equation. As a result of its effective single-particle foundation, band theory yields a very simple and transparent picture of solids describing the electrons as non-interacting fermions which occupy the continuum of available \((\mathbf{k};m)\) states described by a certain dispersion \( \epsilon_{\mathbf{k},m} \). A central prediction of such single-electron theories is that a system will always be metallic if it does not contain an even number of electrons per lattice site, simply because the Fermi-level \( E_F \) lies within an (partially) occupied band. Otherwise the system will be an insulator in which \( E_F \) lies on top of a band.

Despite the tremendous successes of such single-particle theories for the description of semiconductors and simple metals such as aluminum, it was recognized early on that the treatment of the electron-electron interaction within the frame of (static) mean-field theory systematically neglects important qualitative properties of such interacting systems as discussed, e.g., by Mott in Ref. [2]. The classic example that demonstrates the drastic failure of band theory is given by the material class of so called Mott insulators which includes many transition metal oxides (see de Boer and Verwey, Ref. [3]) as particularly important examples. Mott insulating compounds do not necessarily possess an even electron number per lattice site but still exhibit insulating behavior, in contradiction to the predictions of band theory. The most prominent and well-studied system that exhibits Mott insulating behavior is NiO [4] which was studied since the 50s of the 20th century. The interest regarding the general physics of Mott insulators was renewed with the discovery of high-\( T_c \) superconductors in 1986 by Bednorz and Müller [5]. These compounds are doped Mott insulators and belong to the most interesting and heavily studied systems in which the electron-electron interaction plays the essential role.

The Mott metal-to-insulator transition is characterized by a dominance of the electronic interaction energy \( E_{\text{int}} \) over the kinetic energy \( E_{\text{kin}} \) [6, 7, 8]. Because of its intrinsic corre-
lated many-body nature this type of phase transition provides the most direct example for
the failure of (non-interacting) band theory and can be considered the ultimate effect of
strong electron-electron interactions. However, even for lower interaction strengths, i.e.,
for metallic systems below the Mott transition the limitations of the single-electron picture
remain obvious even on a qualitative level. One central problem of the mean-field treat-
ment of the electron-electron interaction lies in the fact that it provides no means for the
system to relax from an excited states back to the ground state. That means that once an
electron is raised above the Fermi-level, it would stay in this state infinitely. The physical
reality of any material is of course quite distinct in that interactions will cause a decay of
the excited state into successively lower lying electron-hole excitations. On one hand, it
is clear that in order to describe such lifetime effects one has to take into account the in-
trinsic many-body nature of interacting electronic systems. On the other hand there is the
puzzling fact that non-interacting band theory works so well in many cases.

This dichotomy was solved by Landau in 1957-1959 with the development of the Fermi liq-
uid theory [9, 10, 11] which explains the surprising stability of the properties of the (non-
interacting) Fermi gas against the perturbative effect of electron-electron interactions. The
theory is built upon two basic insights, namely the concept of adiabatic continuity and the
Pauli exclusion principle. The starting point for Fermi liquid theory is the non-interacting
Fermi gas. Landau argued that by “adiabatically” switching on the interaction, the ground
state of the non-interacting gas would continuously be mapped onto the ground state of the
interacting system. Similarly, low-lying excited states of the Fermi gas would continuously
be mapped in a one-to-one fashion onto the low-lying excitations of the interacting sys-
tem. Since these low-lying excitations of the interacting system need not be eigenstates,
but rather decay through scattering processes into ever lower lying particle-hole excita-
tions, they generally attain a finite lifetime $\tau$. This means that adding an electron above the
Fermi level, i.e., the operation

$$c_{k\sigma}^\dagger |\psi_0\rangle,$$  \hspace{1cm} (1.1)

generates a state which has a finite decay time $\tau$ in the interacting system whereas its life-
time is infinite in the non-interacting system. If the interactions are slowly turned on, the
properties of the single-particles states become “renormalized”. If these single-particle ex-
citations are sufficiently long-lived one refers to them as (Landau) quasiparticles because
of the adiabatic connection to the non-interacting system. Landau’s second key insight was
that the Pauli exclusion principle severely limits the possible final states for these quasipar-
ticle scattering processes at low excitation energies $\epsilon_k$ and temperatures $T$. The lifetime
can qualitatively be calculated using Fermi’s golden rule to yield

$$\tau_k^{-1} \propto \pi^2 T^2 + (\epsilon_k - \mu)^2.$$  \hspace{1cm} (1.2)

\hspace{1cm} 1 It should be noted that this adiabatic connection between the Fermi gas and the interacting Fermi liq-
uid rules out the possibility of level crossings at a certain interaction strength. Since such crossings are
characteristic for phase-transitions, adiabaticity explicitly rules out the possibility of phase transitions.

2 In this context we measure energies w.r.t. the Fermi energy $E_F$. 
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This result is of central importance for the justification of the theory because it tells that the lifetime of the excitations diverge when the Fermi level is approached so that the quasiparticle picture becomes valid in the low-energy sector. Since the system is excited by adding an electron (hole) above (below) the Fermi level, the Green function\(^3\) formalism is especially well suited to establish the quasiparticle picture on a microscopic basis. For a general interacting (single-band) system, the Green function takes the following form

\[
G_\sigma(\omega, \mathbf{k}) = \frac{1}{\omega - \epsilon_k + \mu - \Sigma_\sigma(\omega, \mathbf{k})},
\]

where \(\Sigma_\sigma(\omega, \mathbf{k})\) is the (retarded) self-energy. In general, the self-energy is a complex variable, which accounts for the interaction-induced renormalization of the single-particle energies according to

\[
\epsilon_k \rightarrow \epsilon_k + \text{Re} \Sigma_\sigma(\omega, \mathbf{k}) \tag{1.3}
\]
as well as lifetime effects through \(\text{Im} \Sigma_\sigma(\omega, \mathbf{k}) \leq 0\).

Within the Green function formalism the quasiparticle picture is motivated by the special form of the self-energy of Fermi-liquids around the renormalized Fermi momentum\(^4\,5\,6\) \(\mathbf{k}_F\) and \(\omega = 0\) which suggests a decomposition of the full many-body Green function into two parts

\[
G(\mathbf{k}, \omega) = G_{qp}(\mathbf{k}, \omega) + G'(\mathbf{k}, \omega). \tag{1.4}
\]
The first part \(G_{qp}(\mathbf{k}, \omega)\) takes an analogous form to the free electron Green function and it possess a sharp peak at \(\omega = \epsilon_k - \mu + \text{Re} \Sigma_\sigma(\omega, \mathbf{k})\). This resonance is identified as the quasiparticle discussed above. The second term in Eq. (1.4) contains the remaining spectral weight and describes more complicated many-body processes in particular at higher excitation energies. One obtains Eq. (1.4) by decomposing the Green function \(G(\mathbf{k}, \omega)^{-1}\) and around the renormalized Fermi momentum \(\mathbf{k}_F\) and \(\omega = 0\) which ultimately gives [12]

\[
G(\mathbf{k}, \omega) = \frac{Z_k}{\omega - \epsilon_k + \mu + i/\tau_k(\omega)} + G'(\mathbf{k}, \omega), \tag{1.5}
\]
where \(Z_k\) is the so called quasiparticle weight

\[
Z_k = \frac{1}{1 - \partial_\omega \text{Re} \Sigma_\sigma(\omega, \mathbf{k})|_{\omega = \epsilon_k}} \tag{1.6}
\]

\(^3\)The (retarded) Green function \(G(\omega, \mathbf{k})\) directly gives the density of states for adding/removing particles.

\(^4\)The renormalized Fermi wavenumber is defined by the condition

\[
\epsilon_{\mathbf{k}_F} - \mu + \text{Re} \Sigma_\sigma(\omega, \mathbf{k}_F) = 0,
\]

which is the generalization of the free case \(\epsilon_{\mathbf{k}_F} - \mu = 0\).

\(^5\)In an anisotropic lattice system \(\mathbf{k}_F\) can be different from \(\mathbf{k}_F\)
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and

\[ \frac{1}{\tau_k(\omega)} = -\text{Im}\Sigma(\omega, k). \]  

(1.7)

The expansion leading to Eq. (1.5) yields a sensible description of the low-energy physics of interacting (“correlated”) systems if the self-energy fulfills the Fermi-liquid properties encoded in Eq. (1.2), corresponding to [12]

\[ \text{Re}\Sigma(\omega, k_F) \propto \omega \]  

(1.8)

\[ -\text{Im}\Sigma(\omega, k_F) \propto \omega^2. \]  

(1.9)

These properties and the decomposition (Eq. 1.5) of the Green function in a coherent part \( G_{qp}(k, \omega) \) and an incoherent part \( G(k, \omega) \) establish the applicability of the quasiparticle picture: as the imaginary part of the self-energy goes to zero the Green function becomes identical to that of free particles with a renormalized, i.e., effective mass \( m^* \)

\[ \frac{m}{m^*} = Z_{k_F}. \]

Since the low-energy sector is decisive for the properties of solids, the quasiparticle picture turned out to be extremely successful for a wide range of interacting metallic systems. It should be stressed, however, that the foundation of the theory, namely the principle of adiabatic continuity and the vanishing phase space for scattering at the Fermi level are rather far-reaching assumptions which need not necessarily be fulfilled. For example, in two dimensions the Pauli principle is far less effective in restricting the allowed phase space for scattering. Consequently, high-\( T_C \) superconductors, (quasi) two dimensional systems, are not properly described using the Fermi-liquid framework.

As a result of several recent developments [13-25] in the field of strongly correlated metals, there is an increasing interest in the physics beyond the Fermi-liquid regime. First, there is the emergence of a series of compounds like \( \text{Ca}_{2-x}\text{Sr}_x\text{RuO}_4 \) [13] and iron selenide superconductors like \( \text{A}_x\text{Fe}_{2-y}\text{Se}_2 \) (A=K, Rb) [14, 15] and \( \text{FeO} \) and \( \text{CoO} \) under pressure which are discussed or shown to exhibit non Fermi-liquid behavior and still possess metallic properties. This is simply because they violate either one or both of the assumption of Fermi-liquid theory. On the other hand, the experiment and here in particular angular resolved photoemission spectroscopy (ARPES) allows one to excite solid-state systems in an very similar way as Landau devised his theory by inserting electrons above the Fermi level. In this way one can experimentally determine the effective dispersion Eq. (1.3) also in an energy regime beyond the range of validity of Fermi-liquid theory.

In a series of such ARPES experiments (see, e.g., Damascelli, Hussain, and Shen, Ref. [18] for an early review) on various strongly correlated compounds, the effective dispersion was shown to exhibit so called kinks, i.e., rapid changes in its slope at a certain energy \( \omega^* \).

\[ ^6 \text{At least in principle because the method probes primarily the surface and bulk measurements sometimes only work reliably in certain momentum directions.} \]
Figure 1.1.: Kink within the DMFT solution for the pd-model (Emery model) solved using the NRG. The model and the DMFT mapping is discussed in Refs. [16, 17]. The density plot shows the spectral density $A(\omega, k)$. The red line shows the numerically extracted maxima of the spectral density which (approximately) correspond to the effective dispersion Eq. (1.3) while the black line shows the extrapolated linear behavior of the effective dispersion. The two curves rather abruptly diverge which amounts to a kink. On a qualitative scale this behavior is quite universal for systems (real materials or models) in which kinks are observed.

The basic insight obtained by these experiments corresponds to a linear effective dispersion for $\omega < \omega^*$, indicating the validity of the Fermi-liquid picture (Eqs. 1.8 and 1.9) and its breakdown for $\omega > \omega^*$. Such kinks in the dispersion are traditionally considered to arise because of strong electron-phonon interaction [19, 20, 21] or the coupling to another external bosonic mode like magnons [22, 23]. In Ref. [24] it was shown by Byczuk et al. that such kinks can arise also within a purely electronic system, i.e., without any reference to additional external bosonic degrees of freedom which couple to the electrons. Subsequently these kinks were explained by Grete, Schmitt, Raas, Anders and Uhrig [25, 26], to arise due to spin fluctuations, i.e., a bosonic mode which is generated by the interacting electronic system itself. Such purely electronic kinks are very important because they directly indicate the termination point for the applicability of Fermi-liquid theory and thus mark the low-energy scale. Since the low-energy sector is the most important one, these kinks and the corresponding scale $\omega^*$ are vital for the characterization of the properties of the system. In Figure (1.1) we exemplify the typical (and quite universal) situation of kinks in ARPES measurements of strongly interacting Fermi-liquids: As the system is excited to successively higher energies one first observes a linear behavior of the effective dispersion Eq. (1.3) characteristic for Fermi-liquids. However, at a certain excitation energy $\omega^*$ the effective dispersion starts to deviate quite abruptly from the linear behavior, thereby defining an important low-energy scale of the system.
1.1. Hubbard model

The theoretical study of strongly correlated materials was plagued from its beginning in the 1920s by the intrinsic complexity of solid-state systems. Such complex situations typically ask for simplifications which in turn allow to discuss the dominant physics of interest and, most importantly, obtain a physical understanding of the underlying processes. In fact, even if possible, it might be not a sensible approach to treat the full many-body problem without applying proper simplifications since the relevant physics would be hidden in an overwhelming amount of details. In this context, the development and study of such approximate systems, i.e., *model Hamiltonians* becomes vital for a deeper understanding of the relevant physics. In the field of strongly correlated materials the Hubbard model (Hubbard [27], Gutzwiller [28], Kanamori [29]) and its derivatives occupy such a central role.

The Hubbard model is based on a simple but extreme approximation: the Coulomb interaction between electrons is taken to be local in position space (i.e., constant in momentum space). This drastic approximation is physically justified by the fact that correlated behavior generally occurs in materials which include transition metals (e.g., transition metal oxides) and where the conduction bands are formed by the \( d \) or \( f \) orbitals. Since \( d \) and \( f \) orbitals are much more localized than the more spread out \( s \) or \( p \) orbitals, the interaction (correlation) between two electrons occupying the same \( d \) or \( f \) orbital is much stronger. In this sense, the Hubbard model takes the point-like nature of the interaction to the extreme.

To motivate the Hubbard model on a heuristic level, let us consider the full Hamiltonian \( H \) of a interacting lattice system with \( N_e \) electrons and \( N_n \) nuclei:

\[
H = -\sum_{\alpha} \frac{\nabla^2_{\alpha}}{2M_{\alpha}} + \frac{1}{2} \sum_{\alpha \neq \alpha'} Z_{\alpha} Z_{\alpha'} r_{\alpha} \cdot r_{\alpha'} - \sum_{\alpha, \mu} \frac{Z_{\alpha} q}{|r_{\alpha} - r_{\mu}|} - \sum_{\mu} \frac{\nabla^2_{\mu}}{2m_e} + \frac{1}{2} \sum_{\mu \neq \mu'} q^2 |r_{\mu} - r_{\mu'}|,
\]

(1.10)

where \( r_{\alpha} (r_{\mu}) \) denotes the (dynamical) position vectors of the nuclei (electrons) with charge \( Z_{\alpha} (q) \) and mass \( M_{\alpha} (m_e) \). Note that we set \( \hbar = 1 \) in Eq. (1.10). In the Born-Oppenheimer approximation [30] the electronic part of the Hamiltonian decouples from the nuclear part and one obtains a purely electronic Hamiltonian

\[
H = -\sum_{\mu} \frac{\nabla^2_{\mu}}{2m_e} + \frac{1}{2} \sum_{\mu \neq \mu'} q^2 |r_{\mu} - r_{\mu'}| - \sum_{\alpha, \mu} \frac{Z_{\alpha} q}{|r_{\alpha} - r_{\mu}|}.
\]

(1.11)

Note that the position vectors of the nuclei \( r_{\alpha} \) in the last term are now no longer dynamical variables but just a set of fixed parameters which describe the now static lattice potential. The system can be written as interacting electrons moving in a static external potential \( V(r_{\mu}) \):

\[
H = -\sum_{\mu} \frac{\nabla^2_{\mu}}{2m_e} + \frac{1}{2} \sum_{\mu \neq \mu'} q^2 |r_{\mu} - r_{\mu'}| + \sum_{\mu} V(r_{\mu}),
\]

(1.12)

We consider here materials which would be metallic within non-interacting band theory.
1.1 Hubbard model

where

$$ V(r) = - \sum_{\alpha} \frac{Z_{0} q_{\alpha}}{|r_{\alpha} - r|} . $$

(1.13)

In second quantization the Hamiltonian Eq. (1.12) takes the form of the sum between a non-interacting (kinetic) part $H_{0}$ and an interacting part $H_{\text{int}}$

$$ H = H_{0} + H_{\text{int}}, $$

(1.14)

where

$$ H_{0} = \sum_{\sigma} \int dr \, \Psi_{\sigma}^{\dagger}(r) \left[ -\frac{\nabla_{e}^{2}}{2m_{e}} + V(r) \right] \Psi_{\sigma}(r) $$

(1.15)

$$ H_{\text{int}} = \frac{1}{2} \sum_{\sigma, \sigma' \neq \sigma} \int dr dr' \Psi_{\sigma}^{\dagger}(r) \Psi_{\sigma'}^{\dagger}(r') \frac{q^{2}}{|r - r'|} \Psi_{\sigma'}(r') \Psi_{\sigma}(r). $$

(1.16)

Here $\Psi_{\sigma}^{(\dagger)}(r)$ denotes the field operators which annihilate (create) electrons of spin $\sigma$ at position $r$. Since the external potential $V(r)$ reflects the periodicity of the lattice, i.e., $V(r) = V(r + R_{i})$ (with primitive lattice vectors $R_{i}$), the non-interacting Hamiltonian $H_{0}$ is diagonalized by the Bloch eigenfunctions $\phi_{mnk}(r)$ with lattice momentum $k$ and quantum number $m$.

Now, since the Bloch functions $\phi_{mnk}(r)$ are totally delocalized they are not especially well suited to describe the local interactions between electrons in $d$ or $f$ orbitals. Here, Wannier functions provide a better description of the system because they are mainly localized at the lattice site $r_{i}$:

$$ w_{m}(r - r_{i}) = \frac{1}{\sqrt{N_{n}}} \sum_{k} e^{-ikr_{i}} \phi_{mnk}(r), $$

where $N_{n}$ is the number of lattice sites. In this basis the field operators take the form

$$ \Psi_{\sigma}^{(\dagger)}(r) = \sum_{i,m} w_{m}^{(*)}(r - r_{i}) a_{im\sigma}^{(\dagger)} $$

(1.17)

while the inverse transformation reads

$$ a_{im\sigma}^{(\dagger)} = \int dr \, w_{m}^{(*)}(r - r_{i}) \Psi_{\sigma}^{(\dagger)}(r). $$

(1.18)

The operators $a_{im\sigma}^{(\dagger)}$ are the annihilation (creation) operators for an electron on site $i$ with orbital character $m$. Using this representation, the Hamiltonian Eq. (1.14) can be cast onto the following form

$$ H = - \sum_{i,j,mm',\sigma} t_{ij,mm'}^{m'm} a_{im\sigma}^{\dagger} a_{jm\sigma'} + \frac{1}{2} \sum_{mm',mm'} \sum_{ij,kl} \sum_{\sigma,\sigma'} V_{ij,kl}^{mm',mm'} a_{im\sigma}^{\dagger} a_{jm\sigma'}^{\dagger} a_{kn\sigma'}^{\dagger} a_{ln\sigma}. $$

(1.19)
where the matrix elements are given by

\[ t_{i,j}^{m,m'} = \int d\mathbf{r} \, w_m^*(\mathbf{r} - \mathbf{r}_i) \left[ -\frac{\nabla^2}{2m_e} + V(\mathbf{r}) \right] w_{m'}(\mathbf{r} - \mathbf{r}_j) \]

\[ V_{i,j,k,l}^{m,m',n,n'} = \int d\mathbf{r} d\mathbf{r}' \, w_m^*(\mathbf{r} - \mathbf{r}_i)w_{m'}^*(\mathbf{r} - \mathbf{r}_j) \frac{q^2}{|\mathbf{r} - \mathbf{r}'|} w_n(\mathbf{r} - \mathbf{r}_k)w_{n'}(\mathbf{r} - \mathbf{r}_l). \]

Up to this point Eq. (1.19) involves no approximations except for the Born-Oppenheimer approximation. The system Eq. (1.19) contains an infinite number of parameters which precludes its use as a model system. A suitable model Hamiltonian has to include the basic essence of Eq. (1.19), namely the competition between itinerancy and localization (\( H_0 \) is best described in the delocalized Bloch basis while \( H_{\text{int}} \) has a strong local character). We therefore take a rather radical approach by restricting ourselves to nearest neighbor (NN) hopping only and only assume only one Wannier orbital per identical site (e.g., a model lattice of hydrogen atoms), i.e.,

\[ t_{i,j}^{m,m'} = \begin{cases} t \delta_{mm'} \delta_{m1} & \text{if } i, j \text{ NN} \\ 0 & \text{otherwise} \end{cases}. \]

For the interaction matrix elements we keep exclusively the on-site Coulomb matrix element, i.e., we assume a perfectly local interaction:

\[ V_{i,j,k,l}^{m,m',n,n'} = U \delta_{i,j} \delta_{k,l} \delta_{mm'} \delta_{nn'} \delta_{m1} \delta_{n1}. \]

We finally arrive at the one-band Hubbard model:

\[ H = -t \sum_{<i,j>,\sigma} \left( a_{i\sigma}^\dagger a_{j\sigma} + h.c. \right) + U \sum_i a_{i\uparrow}^\dagger a_{i\uparrow} a_{i\downarrow}^\dagger a_{i\downarrow}. \]  

(1.20)

Despite the tremendous reduction in complexity as compared to Eq. (1.19), the Hubbard model Eq. (1.20) still belongs to the great unsolved problems of theoretical physics. An exact analytical solution only exists in one dimension by Lieb and Wu [31] and a numerically exact approach for infinite-dimensional systems (Metzner and Vollhardt, 1989, [32]). The latter case is represented by Dynamical Mean-Field Theory (DMFT) on which large parts of the work are based upon.

### 1.2. Outline

In this thesis we investigate the low-energy physics of several correlated model systems in a metallic phase. First we concentrate on the properties of multi-band Fermi-liquid systems and consider the properties of the scale \( \omega^* \) and obtain a more general picture of kinks within DMFT by going beyond the well-studied single-band case [24, 25, 26] (see Chapter 5). Secondly, we analyze the metallic properties of the orbital-selective Mott phase.
1.2 Outline

(OSMP), a concept first introduced by Ansimov et al., [13]. This phase represents a heavily studied case [33, 34, 35, 36, 37, 38] of a metallic system that is not a Fermi-liquid because it violates the assumption of adiabatic continuity underlying Fermi-liquid theory. To these two ends we utilize two Hamiltonian based solvers working on real frequencies, namely the numerical renormalization group (NRG) introduced by Wilson [39, 40, 41] (see Chapter 3) as well as our further development and adaption of the dynamical density matrix renormalization group (DDMRG) (Ramasesha et al. [42]; Kühner and White [43]) based on a Gaussian representation (see Chapter 4.1). In the following chapter we introduce and derive the basic equations for the DMFT.
2. Dynamical Mean-Field Theory (DMFT)

As discussed in the introduction (Chapter 1.1), the study of strongly correlated electron systems involves a whole array of difficulties due to the interplay between the delocalized kinetic energy term $H_{\text{kin}}$ and the local interaction term $H_{\text{int}}$. Now, the kinetic term is best expressed in the delocalized Bloch basis while for the (local) interaction terms one preferably uses the localized Wannier basis.

These circumstances are most compactly expressed by the fact that the two terms do not commute:

$$[H_{\text{int}}, H_{\text{kin}}] \neq 0,$$

i.e., $H_{\text{kin}}$ and $H_{\text{int}}$ cannot be diagonalized simultaneously. It is this correlation between localized and delocalized degrees of freedom which leads to the great multitude of strongly correlated physics but at same time precludes an easy solution of even the simplest strongly correlated electron system. Moreover, strong correlations lead to a mixing between low and high energy degrees of freedom which often severely limits the applicability of perturbative approaches.

Significant progress towards a non perturbative treatment of strongly correlated electron systems was made by Metzner and Vollhardt [32] who showed that diagrammatic perturbation theory greatly simplifies in the limit of infinite coordination number $z \to \infty$, so that the self-energy $\Sigma(\omega, \mathbf{k})$ becomes momentum independent, i.e., local (Müller-Hartmann, 1989, Ref. [44]), so that

$$\Sigma(\omega, \mathbf{k}) \to \Sigma(\omega).$$

This fundamental insight provided the key foundation for the development of the Dynamical Mean-Field Theory (DMFT) by Georges and Kotliar [45] as an numerically exact solution of Hubbard type models in the the limit of infinite dimensions $d$ or equivalently, coordination number $z$ (Metzner and Vollhardt, Ref. [32]). Due to its non-perturbative nature, the DMFT applies both to weakly and strongly interacting systems. As an exact solution in the limit $z \to \infty$, the DMFT is a conserving approximation which ensures thermodynamic consistency. Moreover, the theory is formulated in the thermodynamic limit and thus free from finite-size effects. This quite unique combination of advantages sets DMFT apart from the vast majority of alternative (approximate) approaches for strongly correlated electron systems.
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Figure 2.1.: DMFT maps the lattice problem onto a single site coupled to a self-consistent fermionic bath while fully preserving the local interaction. For the single-band Hubbard model this mapping yields the single-impurity Anderson model with a self-consistent hybridization function.

Applied to finite-dimensional systems, DMFT gains the enormous advantage over many other approximate methods in that it is a controlled approximation in the small control parameter \( \frac{1}{z} \). This makes the theory an appealing starting point for the study of strongly correlated systems already for \( d = 3 \) because even here, the coordination number can become quite large. For example one has \( z = 6 \) for simple cubic (sc) lattices, \( z = 8 \) for body centered cubic (bcc) lattices and \( z = 12 \) for face centered cubic (fcc) lattices.

The theory became a viable numerical tool as soon as it was realized by Georges and Kotliar in 1992 [45] that in its core consists of the self-consistent mapping of the original lattice problem onto an Anderson-type impurity model, a class of correlated systems for which a series of numerical methods were already available. Within DMFT the material/lattice model under study is then viewed as an ensemble of lattice sites, coupled to a dynamical self-consistent medium which is embodied by a specific (self-consistent) hybridization function \( \Delta(\omega) \) (see Fig. 2.1). The central feature of DMFT is that the mapping to an effective impurity model renders the original lattice problem amenable for a numerical solution using so called “impurity solvers”. The extension and application of such an diagonalization based impurity solver, namely the Dynamical Density Matrix Renormalization Group (DDMRG) is one of the central topics of this work. We note that DMFT also stimulated a wide variety of further methodological extensions which apply to model systems as well as real materials. These further developments of the method are still a very active and promising field of research and we give merely an introductory overview of these branches below.

From a model-centered perspective, cluster methods such as the dynamical cluster approximation (DCA) by Hettler et al. [46, 47, 48, 49] and the cellular dynamical mean-field theory (CDMFT) by Kotliar et al. [50] are important developments to improve upon the basic limitation of DMFT, namely its purely local nature. DCA and CDMFT aim to include short ranged correlations by mapping the original lattice problem onto an impurity model with an internal structure, i.e., a small cluster embedded in a self-consistent medium. Both these cluster methods recover (to a certain degree) the momentum-dependence of the lattice self-energy \( \Sigma(\omega, \mathbf{k}) \). A particular focus of DCA and CDMFT is the study of the two-
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The one-dimensional Hubbard model which is generally considered pivotal for the understanding of high-$T_c$ (cuprate) superconductors.

The other important extension of the basic method focuses on the study of real materials by combining the established density functional theory (DFT) (Hohenberg and Kohn, Ref. [51]) in the local density approximation (LDA) (Kohn and Sham, Ref. [52]) with DMFT. This combined approach is termed LDA+DMFT and was first introduced by Anisimov et al. [53, 54, 55, 56, 57]. It enables the study of real, strongly correlated materials by offsetting the disadvantages of both LDA which treats correlations only on the Hartree level and DMFT which depends on (generally unknown) model parameters like the interaction strength $U$ or the electron filling $n$. LDA+DMFT thus represents a predictive numerical approach which circumvents these deficiencies by combining the strengths of the two complementary methods.

2.1. Derivation of the DMFT equations

The central insight that led to the development of the DMFT is the fact that the competition between kinetic and interaction energy Eq. (2.1) has to remain preserved in order to be able to define a nontrivial limit $z \to \infty$ of the Hubbard model

$$H = -\sum_{i,j,\sigma} t_{i,j}^\dagger c_{i,\sigma}^\dagger c_{j,\sigma} + U \sum_i n_i^\dagger n_i.$$  \hfill (2.2)

It was shown by Metzner and Vollhardt [32] that such a sensible limit requires the scaling of the hopping integral $t_{i,j} \to t_{i,j}^*$ according to

$$t_{i,j}^* = \frac{t_{i,j}}{\sqrt{z|i-j|}}. \hfill (2.3)$$

The scaling is required due to the local nature of the Coulomb interaction which makes the interaction part of Eq. (2.2) independent of the coordination number $z$. To derive the DMFT equations, it is convenient to express the partition function of Eq. (2.2) within the path integral formalism closely following the derivation of the DMFT equations outlined in Georges, et al., Ref. [58]:

$$Z = \int \prod_{i,\sigma} Dc_{i,\sigma} Dc_{i,\sigma}^\dagger e^{-S} \hfill (2.4)$$

$$S = \int_0^\beta d\tau \left[ \sum_{i,\sigma} c_{i,\sigma}^\dagger(\tau) \left( \frac{\partial}{\partial \tau} - \mu \right)c_{i,\sigma}(\tau) - \sum_{i,j,\sigma} t_{i,j}^\dagger c_{i,\sigma}(\tau)c_{j,\sigma}(\tau) + U \sum_i n_i^\dagger(\tau)n_i(\tau) \right]. \hfill (2.5)$$

$^1$The exponent $|i-j|$ in Eq. (2.3) denotes the “Manhattan distance” between the sites $i$ and $j$. It will for example take the value 1 for the case of nearest neighbor (NN) hopping.
The first step for the derivation of the DMFT equations is to select a certain lattice site which we denote by the index \( i = 0 \) and to decompose the action Eq. (2.5) into three parts, i.e.,

\[
S = S_0 + \Delta S + S^{(0)}
\]  

(2.6)

The first part

\[
S_0 = \int_0^\beta d\tau \left[ c_{0,\sigma}^\dagger(\tau) \left( \frac{\partial}{\partial \tau} - \mu \right) c_{0,\sigma}(\tau) + U \sum_i n_{0i}(\tau)n_{0i}(\tau) \right]
\]

(2.7)

only includes the local degrees of freedom for the selected site while the second part

\[
\Delta S = \int_0^\beta d\tau \sum_{j,\sigma} \left[ t_{0,j} c_{0,\sigma}^\dagger(\tau)c_{j,\sigma}(\tau) + t_{j,0} c_{j,\sigma}^\dagger(\tau)c_{0,\sigma}(\tau) \right]
\]

(2.8)

treats the the hopping processes between the site and the surrounding lattice. Finally, the last part, the so called “cavity action”,

\[
S^{(0)} = \int_0^\beta d\tau \left[ \sum_{i\neq 0,\sigma} c_{i,\sigma}(\tau) \left( \frac{\partial}{\partial \tau} - \mu \right) c_{i,\sigma}(\tau) - \sum_{i\neq 0,\neq 0,\sigma} t_{i,j} c_{i,\sigma}^\dagger(\tau)c_{j,\sigma}(\tau) + U \sum_{i\neq 0} n_{iT}(\tau)n_{iL}(\tau) \right]
\]

contains the remaining terms, i.e., the lattice without site \( 0 \) and the corresponding couplings. We define

\[
\Delta S(\tau) \equiv \sum_{j,\sigma} \left[ t_{0,j} c_{0,\sigma}^\dagger(\tau)c_{j,\sigma}(\tau) + t_{j,0} c_{j,\sigma}^\dagger(\tau)c_{0,\sigma}(\tau) \right]
\]

so that the partition function can be written

\[
Z = \prod_\sigma Dc_{0,\sigma} Dc_{0,\sigma}^\dagger e^{-S_0} \int \prod_{i\neq 0,\sigma} Dc_{i,\sigma} Dc_{i,\sigma}^\dagger \exp \left[ -S^{(0)} - \int_0^\beta d\tau \Delta S(\tau) \right].
\]

(2.9)

The exponential in Eq. (2.9) can be expanded w.r.t. to the integral over \( \Delta S(\tau) \) which yields

\[
Z = \prod_\sigma Dc_{0,\sigma} Dc_{0,\sigma}^\dagger e^{-S_0} \int \prod_{i\neq 0,\sigma} Dc_{i,\sigma} Dc_{i,\sigma}^\dagger \exp \left( -S^{(0)} \right) \times
\]

\[
\times \left( 1 - \int_0^\beta d\tau \Delta S(\tau) + \frac{1}{2!} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 T_r \Delta S(\tau_1) \Delta S(\tau_2) + \ldots \right),
\]

(2.10)
where $T_\tau$ is the usual imaginary time ordering operator. We now introduce the average over the cavity action $S^{(0)}$ according to
\[
\langle \cdots \rangle^{(0)} \equiv \frac{1}{Z^{(0)}} \int \prod_{i \neq 0, \sigma} \mathcal{D}c_{i\sigma}\mathcal{D}c_{i\sigma}^\dagger \exp \left( -S^{(0)} \right) \cdots ,
\]
(2.11)
where $Z^{(0)} \equiv \int \prod_{i \neq 0, \sigma} \mathcal{D}c_{i\sigma}\mathcal{D}c_{i\sigma}^\dagger \exp \left( -S^{(0)} \right)$. Using Eq. (2.11), the partition function Eq. (2.10) becomes
\[
Z = \int \prod_{\sigma} \mathcal{D}c_{0\sigma}\mathcal{D}c_{0\sigma}^\dagger e^{-S_0} Z^{(0)} \times \left( 1 - \int_0^\beta d\tau \langle \Delta S(\tau) \rangle^{(0)} + \frac{1}{2!} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \langle T_\tau \Delta S(\tau_1) \Delta S(\tau_2) \rangle^{(0)} + \cdots \right) .
\]
(2.12)
Since the odd terms appearing in the expansion Eq. (2.12) must vanish identically due to particle number conservation, the lowest nontrivial term reads
\[
\frac{1}{2!} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \sum_\sigma c_{0,\sigma}^\dagger(\tau_1) \sum_{i,j} t_{i0} t_{0j} \langle T_\tau c_{i\sigma}(\tau_1) c_{i\sigma}^\dagger(\tau_2) \rangle^{(0)} c_{0,\sigma}(\tau_2) .
\]
(2.13)
Introducing the 2-point cavity Green function according to
\[
G_{ij,\sigma}(\tau_1 - \tau_2) = -\langle T_\tau c_{i\sigma}(\tau_1) c_{i\sigma}^\dagger(\tau_2) \rangle^{(0)} ,
\]
(2.14)
the expression Eq. (2.13) can be rewritten to yield
\[
\frac{1}{2!} \int_0^\beta d\tau_1 \int_0^\beta d\tau_2 \sum_\sigma c_{0,\sigma}^\dagger(\tau_1) \sum_{i,j} t_{i0} t_{0j} G_{ij,\sigma}(\tau_1 - \tau_2) c_{0,\sigma}(\tau_2) .
\]
Similarly, the higher order terms appearing in Eq. (2.12) can be expressed in terms of $2n$-point unconnected cavity Green functions. Up to this point the preceding steps involved no approximations and are simply an exact reformulation of the partition function Eq. (2.4).

To map the problem onto an impurity problem we integrate out the “bath”, i.e., the degrees of freedom of the lattice with site 0 removed,
\[
\frac{1}{Z_{\text{eff}}} e^{-S_{\text{eff}}[c_{0,\sigma}, c_{0,\sigma}]} = \frac{1}{Z} \int \prod_{i \neq 0, \sigma} \mathcal{D}c_{i\sigma}\mathcal{D}c_{i\sigma}^\dagger e^{-S} .
\]
(2.15)
The effective action $S_{\text{eff}}$ allows to access all possible local correlation functions of site 0 in an exact manner [58]. Employing the linked cluster theorem the effective action can now be expressed in terms of connected cavity Green functions to yield an infinite series involving many-body correlation functions
\[
S_{\text{eff}} = S_0 + \text{const.} + \sum_{n=1}^{\infty} \sum_{i_1 \cdots j_n} \sum_\sigma \int d\tau_{i_1} \cdots d\tau_{i_n} d\tau_{j_1} \cdots d\tau_{j_n} t_{i_10} \cdots t_{i_n0} t_{0j_1} \cdots t_{0j_n} \times c_{j_1}^\dagger(\tau_{j_1}) \cdots c_{j_n}^\dagger(\tau_{j_n}) G^{(0)}_{i_{n+1} \cdots j_n}(\tau_{i_{n+1}}, \cdots, \tau_{i_n}, \tau_{j_1}, \cdots, \tau_{j_n}) c(\tau_{j_1}) \cdots c(\tau_{j_n}) .
\]
(2.16)
Note the constant in Eq. (2.16) merely leads to an overall normalization constant in the corresponding partition function and can thus be ignored. At this stage the effective action $S_{\text{eff}}$ is still exact and represents simply an alternative formulation of the problem. As mentioned above a sensible large $d$ limit requires the rescaling of the hopping amplitudes according to Eq. (2.3). This leads to remarkable simplifications of the problem in that only the $n = 1$ term in the expansion Eq. (2.16) survives [58]. The resulting effective action then reads:

$$\text{(2.17)}$$

$$S_{\text{eff}} = -\int_0^\beta d\tau \int_0^\beta d\tau' \sum_\sigma c_{0\sigma}^+(\tau) G_0^{-1}(\tau - \tau') c_{0\sigma}(\tau') + U \int_0^\beta d\tau n_{0\up}(\tau)n_{0\down}(\tau).$$

The function

$$G_0^{-1}(\tau - \tau') = -(\frac{\partial}{\partial \tau} - \mu)\delta(\tau - \tau') - \sum_{i,j,\sigma} t_{i,0}t_{0,j} G_{i,j,\sigma}^{(0)}(\tau - \tau')$$

corresponds to the dynamical quantum analogue of the classical Weiss field which emerges in the (static) mean-field treatment of, e.g., the ferromagnetic Ising model [58]. The dynamical nature of the Weiss field can be directly seen after Fourier transforming to Matsubara frequencies:

$$G_0^{-1}(i\omega_n) = i\omega_n + \mu - \sum_{i,j,\sigma} t_{i,0}t_{0,j} G_{i,j,\sigma}^{(0)}(i\omega_n).$$

To obtain a closed set of equations we still have to connect the cavity Green function $G_{i,j}^{(0)}$ with the Green function $G_{i,j}$ of the original lattice model. In the limit of infinite coordination number this relation reads [58]

$$G_{i,j}^{(0)} = G_{i,j} - \frac{G_{i,0}G_{0,j}}{G_{00}}. \quad \text{(2.20)}$$

Due to the local nature of the self-energy $\Sigma(i\omega_n)$ in the limit $z \to \infty$, the lattice Green function in momentum representation reduces to

$$G(i\omega_n, k) = \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)}. \quad \text{(2.21)}$$

The momentum dependence of $G(i\omega_n, k)$ is exclusively introduced through the dispersion $\epsilon_k = \sum_{i,j} e^{ik(i-j)}t_{i,j}$, i.e., the Fourier transform of the hopping amplitudes. Finally, eliminating the cavity Green function $G_{i,j,\sigma}^{(0)}(i\omega_n)$ in Eq. (2.19) using the relation Eq. (2.20) yields after some manipulations (Ref. [58])

$$G_0^{-1}(i\omega_n) = \Sigma(i\omega_n) - \frac{1}{G_{00}(i\omega_n)}. \quad \text{(2.22)}$$
2.2 Impurity representation of the effective action

$G_{00}(i\omega_n)$ is the local lattice Green function which we will denote only $G(i\omega_n)$ in the following; it is defined through

$$G(\omega) = \sum_k G(i\omega_n, k)$$

$$= \sum_k \frac{1}{i\omega_n + \mu - \epsilon_k - \Sigma(i\omega_n)}.$$  \hspace{1cm} (2.23)

Equation (2.22) is the central equation of the DMFT method. It expresses the dynamical quantum Weiss field through lattice quantities of interest, i.e., the self-energy and the local Green function.

### 2.2. Impurity representation of the effective action

For practical calculations a Hamiltonian formulation which corresponds the effective action $S_{\text{eff}}$ Eq. (2.17) is often highly desirable. This is in particular true for the purpose of this thesis, namely to extract dynamical properties at low (vanishing) temperatures from Hubbard type models. Such an effective Hamiltonian has to include the local degrees of freedom of the site $c_0\uparrow$ as well as bath degrees of freedom which couple to the site 0. The latter is only possible by including auxiliary non-interacting fermionic degrees of freedom which describe the bath. The most widely used Hamiltonian which reproduces the effective action $S_{\text{eff}}$ from Eq. (2.17) is the single impurity Anderson model (SIAM)\(^2\)

$$H = \sum_{k,\sigma} \epsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma}$$

$$+ \sum_{k,\sigma} V_k \left[ c_{0\sigma}^\dagger c_{k\sigma} + c_{k\sigma}^\dagger c_{0\sigma} \right] - \mu \sum_\sigma c_{0\sigma}^\dagger c_{0\sigma}$$

$$+ U n_{0\uparrow} n_{0\downarrow}.$$  \hspace{1cm} (2.24)

This can be seen by writing down the corresponding action

$$S = S_{\text{loc}} + S_{\text{loc+\text{bath}}}.$$  \hspace{1cm} (2.25)

where

$$S_{\text{loc}} = \int_0^\beta d\tau \left[ c_{0\sigma}^\dagger(\tau) \left( \frac{\partial}{\partial \tau} - \mu \right)c_{0\sigma}(\tau) + U n_{0\uparrow}(\tau) n_{0\downarrow}(\tau) \right]$$

$$S_{\text{loc+\text{bath}}} = \int_0^\beta d\tau \sum_{k,\sigma} \left[ c_{k\sigma}^\dagger(\tau) \left( \frac{\partial}{\partial \tau} + \epsilon_{k\sigma} \right)c_{k\sigma}(\tau) + c_{0\sigma}^\dagger(\tau) V_k c_{k\sigma}(\tau) + c_{k\sigma}^\dagger(\tau) V_k c_{0\sigma}(\tau) \right]$$

\(^2\)The identification of the effective action $S_{\text{eff}}$ Eq. (2.17) with the SIAM involves of course some arbitrariness and in particular is not unique. Another, fully equivalent, system which mimics $S_{\text{eff}}$ would, for example, be the Wolff model [59, 58].
and realizing that $S$ is quadratic in the bath degrees of freedom $c_{k\sigma}^{(f)}$. That means that $S_{\text{loc+bath}}$ can be written as a quadratic form

$$S_{\text{loc+bath}} = c^\dagger M c + c^\dagger J + J^* c,$$

where $M \equiv (\partial / \partial \tau + \epsilon_k)\delta(\tau - \tau')$ acts on the fields $c^{(f)} = c_{k\sigma}^{(f)}(\tau)$ while $J^{(s)} = c_{0\sigma}^{(f)} V_k$ are source terms. Here the standard result for Gaussian Grassmann integrals yields

$$\int Dc D\bar{c} e^{-c^\dagger M c - c^\dagger J + J^* c} = \det M \exp(J M^{-1} J^*),$$

leading to the final result

$$Z = \det\left(\frac{\partial}{\partial \tau} + \epsilon_k\right) \prod \mathcal{D}c_{0\sigma} \mathcal{D}\bar{c}_{0\sigma} e^{-S_{\text{loc}}} \exp\left(\int_0^\beta d\tau \ c_{0\sigma}^\dagger \sum_k \frac{|V_k|^2}{\partial / \partial \tau - \epsilon_k} c_{0\sigma}\right).$$

The first factor is simply the partition function for the non-interacting conduction electrons whereas the other terms form an effective action which is fully analogous to Eq. (2.17). If we transform into the Fourier space we obtain the following expression for the corresponding the Weiss field

$$G_0^{-1}(i\omega_n) = i\omega_n + \mu - \Delta(i\omega_n),$$

where

$$\Delta(i\omega_n) = \sum_k \frac{|V_k|^2}{i\omega_n - \epsilon_k}$$

is the so called hybridization function which defines the conduction/bath degrees of freedom of impurity models and assumes a crucial role within DMFT and any impurity solver.

### 2.3. Self-consistent solution of the DMFT equations

Being able to calculate the local Green function $G_{\sigma}(\tau_1 - \tau_2) = -\langle T_{\tau_1} c_{0\sigma}(\tau_1) c^\dagger_{0\sigma}(\tau_2) \rangle^{(0)}$ either by solving the effective action Eq. (2.17) directly or through the solution of the associated impurity model enables the self-consistent solution of the closed set of DMFT equations (Eqs. 2.26, 2.28 and 2.30). This property makes DMFT a practical numerical method.

We first consider the Fourier transform local (lattice) Green function on the imaginary axis

$$G_{\sigma}(i\omega_n) = \sum_k \frac{1}{i\omega_n + \mu - \Sigma_{\sigma}(i\omega_n) - \epsilon_k} \quad (2.26)$$
and note that this summation process can in principle be inverted \[58\] in that there exists a (complex) function \(R(\ldots)\) with the property

\[ R[G_\sigma(i\omega_n)] = i\omega_n + \mu - \Sigma_\sigma(i\omega_n). \] (2.27)

We can thus eliminate the self-energy from Eq. (2.22) and consequently express the Weiss field exclusively through the Green function

\[ G_{0,\sigma}^{-1}(i\omega_n) = i\omega_n + \mu - \frac{1}{G_\sigma(i\omega_n)} - R[G_\sigma(i\omega_n)]. \] (2.28)

This Weiss field defines an associated effective action \(S_{\text{eff}}\) which can be used to calculate (directly or via the impurity representation) the corresponding (impurity) Green function for example through

\[ G^{\text{imp}}_\sigma(i\omega_n) = \frac{1}{Z} \int Dc_{0\sigma}Dc^\dagger_{0\sigma} c_{0\sigma}(\tau)c^\dagger_{0\sigma}(\tau)e^{-S_{\text{eff}}} \] (2.29)

\[ G^{\text{imp}}_\sigma(i\omega_n) = \int_0^\beta e^{i\omega_n\tau} G^{\text{imp}}(\tau). \] (2.30)

This set of equations becomes self-consistent when the lattice Green function equals the impurity Green function, i.e.,

\[ G_\sigma(i\omega_n) = G^{\text{imp}}_\sigma(i\omega_n). \] (2.31)

In practical situations, self-consistency is achieved by iterating through Eqs. (2.26), (2.28) and (2.30) until convergence. To this end one usually starts with an initial guess for the self-energy, e.g., \(\Sigma_\sigma(i\omega_n) = 0\) and calculates the corresponding local Green function \(G_\sigma(i\omega_n)\) by evaluating the lattice \(k\)-sum (Eq. 2.26). This yields the initial Weiss field Eq. (2.28) which fully defines the initial impurity model and allows to calculate the corresponding impurity Green function \(G^{\text{imp}}_\sigma(i\omega_n)\) by means of a so called “impurity solver”. The Dyson equation

\[ \Sigma_\sigma(i\omega_n) = G_{0,\sigma}^{-1}(i\omega_n) - G^{\text{imp}}_\sigma(i\omega_n) \]

gives the new self-energy which is used as the input for the next iteration. These steps are repeated until the condition (2.31) is fulfilled.

### 2.4. Multi-band Hubbard models

With the notable exception of high-\(T_c\) materials, single-band effective Hubbard models can only sensibly describe a small subset of the multitude of correlated materials. In fact, most materials and their correlated behavior can only realistically be described by taking into account their intrinsic multi-orbital nature. Here, of course, materials with 3\(d\) transition-metal ions in a certain crystal-field environment (see Fig. 2.2) occupy a central role in the study of strongly correlated systems. Obviously, the reduction of such five-orbital systems to only one (correlated) orbital will generally be a very rough approximation even from a qualitative viewpoint.

\(^3\)This is typically the by far the most computationally demanding step in the DMFT self-consistency cycle.
These deficiencies and shortcomings of the single-band Hubbard model motivated the introduction of multi-orbital generalizations starting with an incomplete model by Roth [60]; the first methodically proper and complete derivation of the model was performed by Oleś [61]. As compared to the single-band Hubbard model, the obtained Hamiltonian becomes quite a formidable beast

\[
H = \sum_{ij, mm', \sigma} t^{mn'}_{im} c^\dagger_{im\sigma} c^\sigma_{jm'} + \sum_{i,m} U_{m'm} n_{im\uparrow} n_{im\downarrow} + \sum_{i,m<m', \sigma} \left[ U_{m'm} n_{im\sigma} n_{im'-\sigma} + (U_{m'm} - J_{mm'}) n_{im\sigma} n_{im'\sigma} \right] + \sum_{i,m \neq m'} \left[ J^{(1)}_{mm'} c^\dagger_{im\uparrow} c^\dagger_{im'\downarrow} c^\sigma_{im'\downarrow} c^\dagger_{im\sigma} + J^{(2)}_{mm'} c^\dagger_{im\uparrow} c^\dagger_{im'\sigma} c_{im'\sigma} c_{im\uparrow} \right] .
\]

(2.32)

Here \( c_{im\sigma}^{(i)} \) annihilates (creates) an electron at the lattice site \( i \) in orbital \( m \) and with spin \( \sigma \); \( t^{mn'}_{ij} \) represents the usual tight binding hopping integral. The first term describes the kinetic energy of the system in the usual the usual tight-binding approximation. The second term is the natural extension of the Hubbard interaction in the single-band case to the multi-band case and describes to the Coulomb (repulsion) between between two electrons in the same orbital.

The interaction parameters \( U_{m'm}, J_{mm'}, J^{(2)}_{mm'} \) are given by the intrasite interaction integrals (Coulomb integrals)

\[
U_{m'm} = \int dr dr' w^*_{m\sigma}(r - r_i) w_{m'\sigma}(r' - r_i) \frac{e^2}{|r - r'|} w_{m'\sigma}(r' - r_i) w_{m\sigma}(r - r_i) ,
\]
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and (for \( m \neq m' \))

\[
J_{mnm'} = \int dr dr' w^{*}_{m\sigma}(r - r_i)w^{*}_{m'\sigma'}(r' - r_i) \frac{e^2}{|r - r'|} w_{m\sigma}(r - r_i)w_{m'\sigma'}(r' - r_i),
\]
\[
J'_{mnm'} = \int dr dr' w^{*}_{m\sigma}(r - r_i)w^{*}_{m'\sigma'}(r' - r_i) \frac{e^2}{|r - r'|} w_{m'\sigma'}(r' - r_i)w_{m\sigma}(r - r_i).
\]

Note that in full analogy to the single-band Hubbard model the much weaker intersite interactions have been neglected in Eq. (2.32).

In the following discussion we will specifically consider \( d \) orbitals in a cubic lattice environment. Due to crystal field effects, the five degenerate \( d \)-states split into three degenerate \( t_{2g} \) states and two degenerate \( e_g \) states (see Fig. (2.2) for a typical example). In these cases it is often an acceptable approximation to restrict oneself to the two-orbital \( t_{2g} \) and three-orbital \( e_g \) manifold (depending on which orbital is relevant for the low-energy sector). It is then usually possible to construct a model for one of the two sets of degenerate orbitals. Due to the equivalence of degenerate orbitals, the interaction integrals become independent of the orbital index, so that

\[
U_{mm} \equiv U,
\]
\[
U_{mm'} \equiv U' \ (m \neq m'),
\]
\[
J_{mm'} \equiv J \ (m \neq m'),
\]
\[
J'_{mm'} \equiv J \ (m \neq m').
\]

In both cases the Hamiltonian Eq. (2.32) simplifies significantly [7, 62, 63, 64] and contains only the five processes depicted in Fig. (2.3):

\[
H = \sum_{ij, mm', \sigma} t_{ij}^{mm'} c_{im\sigma}^{\dagger} c_{jm'\sigma} + U \sum_{i,m} n_{im\uparrow} n_{im\downarrow}
\]
\[
+ \sum_{i,m < m', \sigma} [U' n_{im\sigma} n_{im'\sigma'} + (U - 3J) n_{im\sigma} n_{im'\bar{\sigma}}]
\]
\[
+ J \sum_{i,m < m'} \left[ c_{im\uparrow}^{\dagger} c_{im'\downarrow}^{\dagger} c_{im\downarrow} c_{im'\uparrow} + c_{im\uparrow}^{\dagger} c_{im'\bar{\sigma}}^{\dagger} c_{im'\bar{\sigma}} c_{im\downarrow} + h.c. \right].
\] (2.33)

At this point we stress that multi-band systems as defined by Eqs. (2.32) and (2.33) are indeed very distinct from single band models even on a qualitative level. This is due to the additional spin-spin interaction, i.e., Hund’s rule coupling which adds a completely new quality to the system and is absent in the single-band case (see Chapters 5 and 6)
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We further specify the system Eq. (2.33) by excluding inter-orbital hopping terms \( (t_{ij}^{mm'} = \delta_{mm'} t_{ij}^{m}) \). In the momentum representation the dispersions become band-diagonal \( \epsilon_{k,m} \) so
that the kinetic energy term takes the form

$$
\sum_{ij,mm',\sigma} t_{ij}^{mm'} c_{im\sigma}^\dagger c_{jm'\sigma} \to \sum_{km,\sigma} \epsilon_{k,m} c_{k\sigma}^\dagger c_{k\sigma}.
$$

(2.34)

Employing these specializations, we obtain the most often studied class of multi-band Hubbard-type models which is generally referred to as “the” multi-band Hubbard model. Alternatively, for non-degenerate bands, it is always possible to diagonalize the kinetic energy term in the so called “molecular-orbital basis” (see for example Ref. [65]).

Due to the purely local nature of the interaction and the band-diagonal dispersion the mapping to the effective impurity for the DMFT becomes straightforward and fully analogous to Chapter 2.3: For the $n$-band Hubbard model one obtains $n$ (self-consistent) single-impurity Anderson models which are coupled locally by the (unmodified) interaction term, i.e.,

$$
H = \sum_{m,\sigma} \epsilon_{k,m} c_{k\sigma}^\dagger c_{k\sigma} + \sum_{m,\sigma} \epsilon_0^{m} d_{m\sigma}^\dagger d_{m\sigma} \\
\quad + \sum_{m,\sigma} [V_{k,m} d_{m\sigma}^\dagger c_{k\sigma} + h.c.] + H_{\text{int}},
$$

(2.35)

where the interaction $H_{\text{int}}$ is given by

$$
H_{\text{int}} = U \sum_{m} n_{m\uparrow} n_{m\downarrow} + \sum_{m < m',\sigma} [U' n_{m\sigma} n_{m'-\sigma} + (U - 3J) n_{m\sigma} n_{m'\sigma}] \\
+ J \sum_{m < m'} \left[ d_{m\uparrow}^\dagger d_{m'\downarrow}^\dagger d_{m\downarrow} d_{m'\uparrow} + d_{m\downarrow}^\dagger d_{m'\uparrow}^\dagger d_{m'\downarrow} d_{m\uparrow} + h.c. \right].
$$

(2.36)

The annihilation (creation) operators for the auxiliary bath electrons for each of the $n$ orbitals are denoted $c_{k\sigma}^\dagger$ ($m = 1, \ldots, n$) and have to be distinguished from the corresponding local fermionic operators $d_{m\sigma}$ which describe the “physical” degrees of freedom of the original lattice model. The on-site energies of the system are denoted $\epsilon_0^{m}$ and control in particular the filling of the system. As usual $n_{m\sigma} = d_{m\sigma}^\dagger d_{m\sigma}$ denotes the number operator.
2.5 DMFT for the multi-band Hubbard model

for the $m$-th orbital with spin $\sigma$. Note that the dispersions $\tilde{\epsilon}_{k,m}$ in (2.35) which belong to the $m$-th electron bath are different from the non-interacting dispersions

$$\epsilon_{k,m} = \sum_{i,j} t_{ij}^{m} e^{i(k-r_{i}-r_{j})}$$

of the original lattice problem. Besides that, the $\tilde{\epsilon}_{k,m}$ are modified during the DMFT self-consistency cycle and have no direct physical meaning other than defining the structure of the auxiliary electron baths or more precisely by the hybridization function (see below).

The self-consistency condition for the system then is the matrix-valued equivalence of Eq. (2.31) and simply reads (see for example Held et al. [66] for an in-depth discussion)

$$G_{\text{Imp}}(\omega) = G_{\text{Latt}}(\omega),$$

with

$$G_{\text{Latt}}(\omega) = \sum_{k} \frac{1}{\omega 1 - \epsilon_{k} - E_{0} - \Sigma(\omega)} (1 = \delta_{m,m'})$$

and

$$[G_{\text{Imp}}(\omega)]_{m,m'} = \langle \langle d_{m,\sigma}, d_{m',\sigma}^{\dagger} \rangle \rangle \omega,$$

where $m$ and $m'$ denote the band indices. Note that equation (2.38) generally involves inversions of $n \times n$ matrices. However, in the present case with diagonal hopping integrals ($t_{ij}^{mn} = \delta_{mm'} t_{ij}^{m}$) all constituents become band-diagonal, i.e.,

$$E_{0} = \delta_{m,m'} \epsilon_{m}^{0}$$

(2.40)

$$\Sigma(\omega) = \delta_{m,m'} \Sigma_{m}(\omega)$$

(2.41)

$$G_{\text{Imp}}(\omega) = \delta_{m,m'} [G_{\text{Imp}}(\omega)]_{m,m'}$$

(2.42)

$$G_{\text{Latt}}(\omega) = \delta_{m,m'} [G_{\text{Latt}}(\omega)]_{m,m'}$$

(2.43)

Again we stress the difference between the dispersion term $\epsilon_{k} = \delta_{mm'} \epsilon_{k,m}$ in Eq. (2.38) and the dispersion terms $\tilde{\epsilon}_{k,m}$ of the auxiliary bath degrees of freedom in Eq. (2.35).

In analogy to the single-band case in Chapter 2.3, the equations of motion for the single-particle Green function in Eq. (2.39) yield

$$G_{\text{Imp}}(\omega) = \frac{1}{\omega 1 - E_{0} - \Sigma(\omega) - \Delta(\omega)},$$

where we introduced the hybridization function (matrix) whose elements are given by

$$[\Delta(\omega)]_{m,m'} = \delta_{m,m'} \sum_{k} \frac{|V_{k,m}|^{2}}{\omega - \tilde{\epsilon}_{k,m}}.$$
Note that knowledge of the hybridization $\Delta(\omega)$ is sufficient to determine suitable $\tilde{\epsilon}_{k,m}$ and $V_{k,m}$ by the process outlined in Appendix A. From the equations of motion one also obtains an explicit expression for the self-energy matrix \[ 67 \]
\[
[\Sigma(\omega)]_{m,m'} = \delta_{m,m'} \frac{\langle [d_{m,\sigma}, H_{\text{Int}}], d_{m',\sigma}^\dagger \rangle_\omega}{\langle d_{m,\sigma}, d_{m,\sigma}^\dagger \rangle_\omega}. \tag{2.46}
\]

Finally, we note that there are several cases in which a diagonal representation of the single-particle quantities and in particular the hybridization function $\Delta(\omega)$ is not possible. This includes in particular cases in which there is an inter-orbital hopping between degenerate band which prevents the usage of the molecular orbital basis so that the (complex symmetric) matrices $\Sigma(\omega)$, $G_{\text{Imp}}(\omega)$ and $G_{\text{Latt}}(\omega)$ attain non-zero off-diagonal elements. Also spin-orbit coupling leads to nonzero off-diagonal elements in the hybridization matrix.
3. Numerical Renormalization Group (NRG)

Wilson’s Numerical Renormalization Group (NRG) [39, 40, 41, 68] represents one of the great breakthroughs in modern physics. In its original form Wilson’s NRG was introduced to address thermodynamic quantities of impurity models, concentrating in particular on the longstanding Kondo problem [69]. The method was later on [40, 41] extended to study the more general class of Anderson impurity models. One particular advantage (among others) of the method is that it does not rely on any assumptions regarding the properties of the ground state. It thus enables the (assumption-free) investigation of quantum phase transitions (see for example Hofstetter and Schoeller, Ref. [70]) which makes it superior to mean-field treatments of impurity models. Later developments led to extensions of the method, enabling to calculate dynamical quantities and transport properties of impurity models [71, 72, 73, 74, 75, 76, 77].

To be explicit we explain the method on the basis of the single impurity Anderson model (SIAM) [78] already introduced in Chapter 2 during our derivation of the DMFT equations for the single-band Hubbard model. The generalization to the two-channel two-impurity Anderson model\(^1\) (and more complicated cases) is straightforward, although numerically demanding. The SIAM describes a single impurity level coupled to a non-interacting bath of spin-1/2 electrons with dispersion \(\epsilon_{k}\). It represents the prototypical fermionic quantum impurity model and consists of three parts: A term describing the (non-interacting) bath degrees of freedom \(\left( H_{\text{bath}} \right)\), a second one for the impurity degrees of freedom \(\left( H_{\text{loc}} \right)\) and a hybridization term \(\left( H_{\text{hyb}} \right)\), describing the coupling between the impurity and the bath. The system reads:

\[
H = H_{\text{bath}} + H_{\text{loc}} + H_{\text{hyb}}
\]

\[
H_{\text{bath}} = \sum_{k,\sigma} \epsilon_{k} c_{k,\sigma}^\dagger c_{k,\sigma}
\]

\[
H_{\text{loc}} = \sum_{\sigma} \epsilon_{d} d_{\sigma}^\dagger d_{\sigma} + U d_{\uparrow}^\dagger d_{\uparrow} d_{\downarrow}^\dagger d_{\downarrow}
\]

\[
H_{\text{hyb}} = \sum_{k,\sigma} \left[ V_{k} d_{\sigma}^\dagger c_{k,\sigma} + h.c. \right]
\]

\(^1\)The two-channel two-impurity Anderson model, for example, involves two localized fermionic degrees of freedom, say \(d_{1,\sigma}^\dagger \) \((d_{1,\sigma})\) and \(d_{2,\sigma}^\dagger \) \((d_{2,\sigma})\) and two types of conduction electrons, say \(c_{1,\kappa\sigma}^\dagger \) \((c_{1,\kappa\sigma})\) and \(c_{2,\kappa\sigma}^\dagger \) \((c_{2,\kappa\sigma})\).
the operators \( d^\dagger_\sigma, c^\dagger_{k,\sigma} \) (\( d_\sigma, c_{k,\sigma} \)) denote creation (annihilation) operators for the impurity electrons in the localized state with \( \sigma = \uparrow, \downarrow \) and the bath electrons in the Bloch state \( (k, \sigma) \).

The coupling strength between the impurity and the bath degrees of freedom is described by \( V_k \). The parameter \( U \) models the strength of the Coulomb repulsion between two impurity electrons of opposite spin. The dispersion of the bath electrons is described by \( \epsilon_k \).

The bath degrees of freedom form a free conduction band which is characterized by the non-interacting density-of-states (DOS)

\[
\rho(\epsilon) = \sum_k \delta(\epsilon - \epsilon_k).
\]  

(3.5)

Despite its apparent simplicity, the model represents a fully interacting many-body system that resisted a non-perturbative solution because states of all energies couple to the impurity through \( H_{\text{hyb}} \) and become thus relevant even for the low-energy properties.

### 3.1. Green functions for the single-impurity Anderson model (SIAM)

The full local Green function\(^2\) \( G_{\text{Imp}}(\omega) \) represents the key quantity for the dynamics of the SIAM. If is defined by (suppressing spin indices)

\[
G_{\text{Imp}}(\omega) \equiv \langle \langle d^\dagger\sigma, d^\dagger\sigma \rangle \rangle_\omega
\]

and/or the corresponding self-energy\(^3\) \( \Sigma(\omega) \). Here we consider the equations of motion for the SIAM, expressing \( G_{\text{Imp}}(\omega) \) in terms of \( \Sigma(\omega) \) and the hybridization function

\[
\Delta(\omega) = \sum_k \frac{|V_k|^2}{\omega - \epsilon_k}.
\]  

(3.6)

The equation of motion for the local Green function for the SIAM reads

\[
\omega \langle \langle d^\dagger\sigma, d^\dagger\sigma \rangle \rangle_\omega = \langle \langle \{d^\dagger\sigma, d^\dagger\sigma \} \rangle \rangle_\omega + \langle \langle [d^\dagger\sigma, H], d^\dagger\sigma \rangle \rangle_\omega.
\]  

(3.7)

Evaluating the commutator gives

\[
[d^\dagger\sigma, H] = \epsilon_d d^\dagger\sigma + U d^\dagger_{-\sigma} d^\dagger\sigma d^\dagger\sigma + \sum_k V_k c_{k,\sigma},
\]  

(3.8)

inserting into Eq. (3.7) and defining

\[
F(\omega) \equiv \langle \langle d^\dagger_{-\sigma}, d^\dagger\sigma, d^\dagger\sigma \rangle \rangle_\omega,
\]

\(^2\)Also referred to as impurity Green function.

\(^3\)The self-energy, e.g., represents the crucial quantity that has to be determined in order to perform DMFT
Using $F(\omega)$, the equation of motion takes the following, intermediate form

$$
(\omega - \epsilon_d) G_{\text{Imp}}(\omega) = 1 + UF(\omega) + \sum_k V_k \langle \langle c_{k,\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega .
$$

The term involving $V_k$ can be eliminated using the equation of motion for the Green function $\langle \langle c_{k,\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega$:

$$
\omega \langle \langle c_{k,\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega = 1 + \epsilon_k \langle \langle c_{k,\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega + V_k^* G_{\text{Imp}}(\omega) .
$$

Solving for $\langle \langle c_{k,\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega$ and inserting into Eq. (3.9) yields

$$(\omega - \epsilon_d) G_{\text{Imp}}(\omega) = 1 + UF(\omega) + \sum_k \frac{|V_k|^2}{\omega - \epsilon_k} G_{\text{Imp}}(\omega)
$$

where we naturally obtained the hybridization function as defined in Eq. (3.6). Finally we consider the general definition of the self-energy \cite{67} and apply it to the current problem

$$
\langle \langle [d_{\sigma}^\dagger, H - H_0]; d_{\sigma} \rangle \rangle_\omega \equiv \Sigma(\omega) G_{\text{Imp}}(\omega) = U \langle \langle d_{-\sigma}^\dagger d_{-\sigma} d_{\sigma}^\dagger, d_{\sigma} \rangle \rangle_\omega ,
$$

where $H_0$ denotes the non-interacting Hamiltonian ($U = 0$). This leads to (Bulla, Hewson and Pruschke \cite{79})

$$
\Sigma(\omega) = U \frac{F(\omega)}{G_{\text{Imp}}^2(\omega)} .
$$

Inserting into Eq. (3.10) yields the final result

$$
G_{\text{Imp}}(\omega) = \frac{1}{\omega - \epsilon_d - \Sigma(\omega) - \Delta(\omega)} .
$$

We note that the impurity problem is already fully defined by the hybridization function $\Delta(\omega)$ alone in the sense that knowledge of $\Delta(\omega)$ allows to obtain a fully equivalent effective model (see Appendix A) by defining $\epsilon_k$ and $V_k$. Moreover, since the real and imaginary part of $\Delta(\omega)$ are connected by Kramers-Kronig relations, the actual knowledge of, say, $\text{Im}\Delta(\omega)$ is sufficient to fully define $\Delta(\omega)$ and thus the impurity Hamiltonian (see Appendix A). We will thus in the following typically refer only to the imaginary part of the hybridization function without explicitly writing $\text{Im}\Delta(\omega)$.

### 3.2. NRG method

Wilson’s ingenious insight which allows to numerically tackle the inherently non-perturbative problem of interacting impurities in a non-interacting host is centered around the trade-off between some knowledge of high excitation energies versus the ultimate goal, namely
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a good description of the low-energy physics and, in particular, the ground state properties. Wilson achieved this through the logarithmic discretization of the conduction band (see Appendix A for details), introducing the discretization parameter $\Lambda > 1$ and the subsequent mapping of the discretized system onto a semi-infinite chain (“Wilson chain”). Within the logarithmic discretization scheme, the conduction band of bandwidth $2D$ is divided into subintervals centered around the the Fermi level

$$I_n^\pm = [\pm D\Lambda^{-n}, \pm D\Lambda^{-n-1}] ,$$

(3.13)

where $n = 0, 1, 2, \ldots, N$. Note that the limit $\Lambda \to 1$, $N \to \infty$ then recovers the continuum of bath states. Very often, however, the method still yields very accurate results regarding low excitation energies, even for comparably large values of $\Lambda$ (e.g., $\Lambda \lesssim 3$) and a finite $N$. Since the intervals become exponentially smaller, a finite number of intervals describe the bath continuum with exponentially increasing energy resolution as the Fermi level is approached.

Having set-up the discretization, the continuous bath degrees of freedom $c(y)$ in Eq. (3.1) are Fourier expanded using the following complete set of orthonormal functions

$$\psi_{n,l}^\pm(\epsilon) = \begin{cases} \sqrt{\frac{1}{d_n}} e^{\pm i\omega_n l \epsilon} & \epsilon \in I_n^\pm \\ 0 & \text{otherwise} \end{cases} ,$$

defined in each logarithmic interval $I_n^\pm$. The corresponding fundamental frequency for each interval is given by [39]

$$\omega_n = \frac{\pi}{2} \frac{\Lambda^n}{1 - \Lambda^{-1}} .$$

(3.14)

Using this basis, the Anderson model can be reformulated as a linear chain Hamiltonian (see Appendix A for details). To achieve this Wilson introduced the new fermionic operator

$$f_{0,\sigma} \equiv \frac{1}{V} \sum_{k,\sigma} V_k c_{k,\sigma} ,$$

(3.15)

where the normalization is determined by

$$V = \sqrt{\sum_{k,\sigma} |V_k|^2} ,$$

(3.16)

and ensures fermionic commutator relations $\{f_{0,\sigma}, f_{0,\sigma}^\dagger\} = 1$. With this new fermionic degree of freedom, the hybridization part $H_{\text{hyb}}$ of the Hamiltonian Eq. (3.1) can be significantly simplified:

$$H_{\text{hyb}} = V \sum_\sigma \left[ d_\sigma^\dagger f_{0,\sigma} + f_{0,\sigma}^\dagger d_\sigma \right] .$$

(3.17)
Figure 3.1.: The Wilson chain is a semi-infinite chain Hamiltonian in which the impurity (described by $H_{\text{loc}}$) is located on one end. The bath degrees of freedom $f_{i,\sigma}^{\dagger}$ ($i = 0, \ldots, \infty$) are non-interacting fermionic operators.

Note that Equation (3.17) encodes the coupling between the impurity and the bath continuum in a compact form, and includes states of all energies. Using the state $|0, \sigma\rangle = f_{0,\sigma}^{\dagger} |\text{vac}\rangle$ as the starting point of a Lanczos procedure the hermitian operator $H_{\text{bath}}$ (Eq. 3.2) is tridiagonalized unitarily to yield (see Appendix A for details)

$$H_{\text{bath}} \rightarrow \sum_{\sigma,n=0} \left[ \epsilon_n f_{n,\sigma}^{\dagger} f_{n,\sigma} + t_n (f_{n,\sigma}^{\dagger} f_{n+1,\sigma} + h.c.) \right].$$ \hspace{1cm} (3.18)

As described in detail in Appendix A, the on-site energies $\epsilon_n$ and hoppings $t_n$ are determined by solely by knowledge of $\Delta(\omega)$ (in fact knowledge of $\text{Im}\Delta(\omega)$ is sufficient). With the new operators $f_{n,\sigma}$ the Anderson impurity model takes the form of a semi-infinite chain (see Fig. 3.1):

$$H_N = H_{\text{loc}} + V \sum_{\sigma} \left[ d_{\sigma}^{\dagger} f_{0,\sigma} + f_{0,\sigma}^{\dagger} d_{\sigma} \right] + \sum_{\sigma,n=0}^{N-1} \left[ \epsilon_n f_{n,\sigma}^{\dagger} f_{n,\sigma} + t_n (f_{n,\sigma}^{\dagger} f_{n+1,\sigma} + h.c.) \right].$$ \hspace{1cm} (3.19)

Note that Eq. (3.19) recovers the original continuum limit for $N \rightarrow \infty$ and $\Lambda \rightarrow 1$. We stress that the whole procedure which leads to the general form of Eq. (3.19) only affects the operators for the conduction electrons $c_{k,\sigma}^{(i)}$ and leaves the impurity degrees of freedom unaltered. It thus applies to any single-channel quantum impurity model. As a result the mapping is quite independent of the form of $H_{\text{loc}}$ (see Fig. 3.1). With Eq. (3.19) we obtained a specific one-dimensional representation of the impurity model under study, e.g., a single interacting fermionic degree of freedom in a three-dimensional non-interacting host.

Finally we note that due to the logarithmic discretization, the effective Hamiltonian Eq. (3.19) has the special feature that the hopping matrix elements $t_n$ fall off exponentially [80, 68]

$$t_n \propto \Lambda^{-n/2}.$$ \hspace{1cm} (3.20)

for large $n$. Thus, for large enough $N$, the addition of another site (i.e., the procedure $H_N \rightarrow H_{N+1}$) can be considered a small perturbation to the original system $H_N$ [39]. This is the central consequence of the logarithmic bath discretization which ultimately enables the solution of the system by means of an iterative diagonalization scheme discussed in the next section.
Figure 3.2.: Iterative diagonalization: In each step an additional site is coupled to the Hamiltonian $H_N$. The basis of the new Hamiltonian $H_{N+1}$ is formed from the basis of $H_N$ and a basis of the newly added fermionic degree of freedom $f_{N+1,\sigma}^{(1)}$. For single-impurity Anderson models, the iteration is typically started using the matrix which represents the two-site cluster made up of $d_{\sigma}^{(1)}$ and $f_{0,\sigma}^{(1)}$.

### 3.2.1. Iterative diagonalization

In this section we describe the actual solution of the hopping Hamiltonian Eq. (3.19). To this end we define a sequence of rescaled Hamiltonians

$$\tilde{H}_N = \Lambda^{N/2} H_N,$$  \hspace{1cm} (3.21)

so that the full (semi-infinite) chain Hamiltonian is given by the limit

$$H = \lim_{N \to \infty} \left( \Lambda^{-N/2} \tilde{H}_N \right).$$  \hspace{1cm} (3.22)

The factor $\Lambda^{N/2}$ in Eqs. (3.21) and (3.22) makes the coupling $t_{N-1}$ between the last two sites of the order of $O(1)$. This is especially crucial for the stability of the subsequent numerical diagonalization of the system.

Equation (3.22) can be viewed as a sequence of Hamiltonians (see Fig. 3.2) in which two successive Hamiltonians are related by the following recursion:

$$\tilde{H}_{N+1} = \sqrt{\Lambda} H_N + \Lambda^{N/2} \sum_\sigma \left[ \epsilon_{N+1} f_{N+1,\sigma}^{\dagger} f_{N+1,\sigma} + t_N (f_{N,\sigma}^{\dagger} f_{N+1,\sigma} + h.c.) \right].$$  \hspace{1cm} (3.23)

The starting point of the recursion is given by the two-site cluster formed by the impurity site and the first bath site $f_0^{(1)}$

$$\tilde{H}_0 = \sqrt{\Lambda} \left[ H_{loc} + V \sum_\sigma \left( d_\sigma^{\dagger} f_{0,\sigma} + f_{0,\sigma}^{\dagger} d_\sigma \right) \right].$$  \hspace{1cm} (3.24)

The implications of the recursive construction of the Hamiltonian on the numeric treatment can best be understood by considering the corresponding Hilbert spaces: Let us denote the basis states of $\tilde{H}_0$ with $|k_0\rangle_0$ and the local bases of the added bath site $i$ with $|s_i\rangle_i$. Then the sequence of operators

$$\tilde{H}_0 \to \tilde{H}_1 \to \tilde{H}_2 \to \ldots$$
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corresponds to a sequence of suitable Hilbert spaces which can naturally be expressed in the form of direct products:

\[ |k_0\rangle_0 \rightarrow |k_0\rangle_0 \otimes |s_1\rangle_1 \rightarrow |k_0\rangle_0 \otimes |s_1\rangle_1 \otimes |s_2\rangle_2 \rightarrow \ldots \]  (3.25)

We can now in principle set up a scheme to iteratively diagonalize \( H_N \):

1. The local part \( \tilde{H}_0 \) is expressed as a matrix

\[
[\tilde{H}_0]_{k,l} = 0 \langle k | \tilde{H}_0 | l \rangle_0
\]

and then (numerically) diagonalized

\[
\tilde{H}_0 = \sum_{\lambda} \tilde{E}_0^\lambda |\lambda\rangle_0 \langle \lambda |,
\]

i.e., \( U_0^\dagger \tilde{H}_0 U_0 = \tilde{E}_0^\lambda \delta_{\lambda \lambda'} \).

2. By adding the site 1 to the system \( (\tilde{H}_0 \rightarrow \tilde{H}_1) \) the matrix dimension grows by a factor of 4. Within the iterative diagonalization scheme the corresponding matrix is expressed within the product basis formed by the eigenstates \( |\lambda\rangle_0 \) of \( \tilde{H}_0 \) and the four (local) states \( |s_1\rangle_1 \) of the added site:

\[
|0\rangle_1 \quad (3.26)
\]

\[
|\uparrow\rangle_1 = f_{1,\uparrow}^1 |0\rangle_1 \quad (3.27)
\]

\[
|\downarrow\rangle_1 = f_{1,\downarrow}^1 |0\rangle_1 \quad (3.28)
\]

\[
|\uparrow\downarrow\rangle_1 = f_{1,\uparrow}^1 f_{1,\downarrow}^1 |0\rangle_1 \quad (3.29)
\]

A suitable basis for the system can then be formed through

\[
|\lambda, s_1\rangle \equiv |\lambda\rangle_0 \otimes |s\rangle_1 \quad (3.30)
\]

If we denote the diagonal 16 × 16 matrix of the eigenvalues of \( \tilde{H}_0 \) with

\[
\tilde{E}_0 = \sum_{\lambda,\lambda'} \tilde{E}_0^\lambda \delta_{\lambda,\lambda'},
\]

we obtain,

\[
\tilde{E}_1 = \text{diag}(\tilde{E}_0, \tilde{E}_0, \tilde{E}_0, \tilde{E}_0)
\]

(3.31)

which describes \( \tilde{H}_0 \) in the new basis. The other constituents of the recursion relation (Eq. 3.23) can easily be expressed in this way:

\[
\Lambda^{1/2} \epsilon_1 \sum_{\sigma} f_{1,\sigma}^1 f_{1,\sigma} = \Lambda^{1/2} \text{diag}(0, \epsilon_1, \epsilon_1, \epsilon_1)
\]

(3.32)
and

\[ \Lambda^{1/2} \sum_{\sigma} \left[ t_0 (f_0,_{\sigma} f_1,_{\sigma} + h.c.) \right] = \Lambda^{1/2} t_0 \begin{pmatrix} 0 & \tilde{f}_{0,\uparrow} & \tilde{f}_{0,\downarrow} & 0 \\ \tilde{f}_{0,\uparrow} & 0 & 0 & \tilde{f}_{0,\downarrow} \\ \tilde{f}_{0,\downarrow} & 0 & 0 & -\tilde{f}_{0,\uparrow} \\ 0 & \tilde{f}_{0,\downarrow} & -\tilde{f}_{0,\uparrow} & 0 \end{pmatrix}, \quad (3.33) \]

where \( \tilde{f}_{0,\sigma} \) is the matrix representation of the “recalculated” operator \( U_0^\dagger f_{0,\sigma} U_0 \). Adding the three matrices Eq. (3.31), (3.32) and (3.33) finally yields \( H_1 \) in the basis Eq. (3.30).

The iterative diagonalization process now (in principle) consists in repeating the above steps: diagonalization of \( H_1 \), adding the next site of the Wilson chain and setting up the corresponding fermionic operator \( f_{1,\sigma} \). The process (diagonalization, adding the new bath-site \( f_{2,\sigma} \) and setting up the next Hamiltonian, etc.) is repeated until convergence.

We summarize the scheme from a slightly different perspective by first assuming that we have already arrived at the \( N \)-th iteration and are thus in possession of \( H_N \) in matrix form. A full diagonalization yields the associated eigenstates \( |\lambda\rangle_N \) and eigenvalues \( E_N^\lambda \). The corresponding transformation matrix \( U_N \) is then given by

\[ U_N = \sum_\lambda |\lambda\rangle_N \langle \lambda| \]

with \( U_N^\dagger H_N U_N = E_N^\lambda \delta_{\lambda\lambda'} \). In full analogy to Eq. (3.30) a suitable base for the next Hamiltonian \( H_{N+1} \) in the series is constructed using the local basis vectors

\[ \begin{align*}
|0\rangle_{N+1} \\
|\uparrow\rangle_{N+1} &= f_{N+1,\uparrow}^\dagger |0\rangle_{N+1} \\
|\downarrow\rangle_{N+1} &= f_{N+1,\downarrow}^\dagger |0\rangle_{N+1} \\
|\uparrow\downarrow\rangle_{N+1} &= f_{N+1,\uparrow}^\dagger f_{N+1,\downarrow}^\dagger |0\rangle_{N+1}
\end{align*} \]

(3.34)

(3.35)

(3.36)

(3.37)

of the the new fermionic degree of freedom \( f_{\sigma,N+1}^{(t)} \):

\[ |\lambda, s\rangle_{N+1} \equiv |\lambda\rangle_N \otimes |s\rangle_{N+1}. \]

(3.38)

Subsequently, the corresponding Hamiltonian matrix representing \( H_{N+1} \) is prepared employing the model dependent equivalents of Eqs. (3.31), (3.32) and (3.33). The procedure allows to obtain the matrix elements of \( H_{N+1} \) in the new basis

\[ \langle \lambda, s | H_{N+1} | \lambda, s \rangle_{N+1}. \]

(3.39)

\[ \text{The elements of the matrices in Eq. (3.31), (3.32) and (3.33) are all themselves } 16 \times 16 \text{ matrices, e.g., Eq. (3.31) can be written in a more explicit way:}
\]

\[ E_1 = \begin{pmatrix}
|0\rangle_1 & |\uparrow\rangle_1 & |\downarrow\rangle_1 & |\uparrow\downarrow\rangle_1 \\
|\uparrow\rangle_1 & \mathbf{E}_0 & 0 & 0 \\
|\downarrow\rangle_1 & 0 & \mathbf{E}_0 & 0 \\
|\uparrow\downarrow\rangle_1 & 0 & 0 & \mathbf{E}_0
\end{pmatrix}. \]
Diagonalization of the Hamiltonian matrix Eq. (3.39) provides the new eigenstates and eigenenergies, \( |w\rangle_{N+1} \) and \( E^w_{N+1} \) and yields the unitary transformation which relates the bases \( |\lambda, s\rangle_{N+1} \) and \( |w\rangle_{N+1} \):

\[
|w\rangle_{N+1} = \sum_{\lambda, s} U_{N+1}(w, \lambda, s) |\lambda, s\rangle_{N+1}.
\]

(3.40)

At that point one proceeds to the next iteration until convergence or until a low enough energy “shell” with energy \( \omega_N \) has been reached. In order to obtain a proper description of the low-energy physics and the ground state properties the scale \( \omega_N \) should be much smaller than the lowest scale (e.g. the Kondo temperature \( T_K \)) of the system.

We note that the presented scheme can, at least in principle, be easily generalized other impurity models, i.e., to models with a different form of \( H_{\text{loc}} \) and/or more than one bath, i.e., “multi-channel problems”. In that case one starts the iteration with a different matrix representation of \( H_0 \), and, in the case of multichannel models one would use the corresponding generalizations of Eqs. (3.34-3.37). In a two-channel situation, e.g., denoting the two fermionic baths species with, say, \( f^\uparrow_{i,\sigma} \) and \( g^\uparrow_{i,\sigma} \). This amounts to replacing the four local states with the sixteen spanned by \( f^\uparrow_{N+1,\sigma} \) and \( g^\uparrow_{N+1,\sigma} \):

\[
|0\rangle_{N+1} = f^\uparrow_{N+1,\uparrow} g^\uparrow_{N+1,\uparrow} |0\rangle_{N+1}.
\]

... ... ...

\[
|\uparrow\downarrow\rangle = f^\uparrow_{N+1,\uparrow} f^\downarrow_{N+1,\downarrow} g^\downarrow_{N+1,\downarrow} |0\rangle_{N+1}.
\]

\footnote{\( U_{N+1} \) is the transformation which brings the Hamiltonian matrix to diagonal form.}

Figure 3.3: Within NRG single- and two-channel problems [(a) and (b)] are treated in a similar fashion; the difference lies in the local dimension of the bath-sites, i.e., \( d = 16 \) for two-channel problems instead of \( d = 4 \) for the single-channel case. That means that in the two-channel case one iteratively adds a composite two-site object to the system \( H_N \) which encodes the two fermionic degrees of freedom \( f^\uparrow_{N+1,\sigma} \) and \( g^\uparrow_{N+1,\sigma} \) simultaneously.
Also the recursion scheme $\hat{H}_N \rightarrow \hat{N}_{N+1}$ has to be adapted by taking into account two different hopping constants $t_N$ and $t'_N$ as well as two different on-site energies for the $\epsilon_{N+1}^f$ and $\epsilon_{N+1}^g$ describing the two fermionic baths (see Fig. 3.3b).

Since the dimensionality of the sequence (3.25) grows exponentially, the described iterative (full) diagonalization will quickly become impractical if, e.g., $N$ exceeds $\mathcal{O}(5)$ which corresponds to a Hilbert space dimension of $\mathcal{O}(1000)$. Wilson addressed this problem by introducing a very simple and radical truncation scheme: after the diagonalization of the Hamiltonian $\hat{H}_{N+1}$ one only keeps the $N_s$ lowest lying eigenstates and uses that truncated Hamiltonian as the input for the next iteration.

The applicability of the Wilson truncation scheme is centered around the concept of the “separation of the energy scales”. This means that adding an extra site to $\hat{H}_N$, i.e., proceeding with the recursion $\hat{H}_N \rightarrow \hat{H}_{N+1}$, represents only a small perturbation to $\hat{H}_N$ and will predominantly affect its low-lying states which means that truncating the high energy states gives a very good approximation when focusing on the low-energy physics. Thus, the iterative diagonalization becomes possible due to the logarithmic discretization enforcing the separation of the energy scales for each iteration step.

In an actual implementation of the NRG generally a much more refined approach is employed in which the intrinsic symmetries of the impurity Hamiltonian are utilized. This allows to exploit the block-matrix structure of the Hamiltonian, thereby speeding-up the numerical calculation (see Fig. D.1 in Appendix D). Besides the increased performance, symmetries also prevent potential artificial symmetry breakings which might be introduced by the NRG truncation. The modified algorithm for the case of $U(1)\text{charge} \times SU(2)\text{spin}$ symmetry, relevant for impurity models in the absence of a magnetic field is presented in Appendix B.

### 3.3. Calculation of Dynamical Quantities

The Numerical Renormalization Group allows to calculate dynamical quantities such as single-particle and higher order (retarded) impurity Green functions. The accurate calculation of such quantities is of crucial importance when using the NRG as an impurity solver for DMFT which is the central focus of this work. To exemplify the calculation of dynamical quantities, we concentrate here specifically on the single impurity Anderson model and the single-particle Green function $G(\omega)$. The extension to other Green functions and/or more involved models follows through direct generalizations. $G(\omega)$ is the Fourier transformation of the retarded single-particle Green function

$$G(t) = -i \Theta(t) \langle \{ d_\sigma(t), d_\sigma^\dagger(0) \} \rangle.$$  \hspace{1cm} (3.41)

In the Lehmann representation Eq. (3.41) takes the form

$$G(t) = \frac{1}{Z} \sum_{m,m'} \langle m| d_\sigma(t) | m' \rangle \langle m'| d_\sigma^\dagger(0) | m \rangle (e^{-\beta E_m} + e^{-\beta E_{m'}}),$$ \hspace{1cm} (3.42)
3.3 Calculation of Dynamical Quantities

where \(|m\rangle\) denotes the eigenstate of the (full) system corresponding to the eigenenergy \(E_m\) and \(Z = \sum_m \exp(-\beta E_m)\) is the partition function. Performing a Fourier transformation gives

\[
G(\omega) = \frac{1}{Z} \sum_{m,m'} \langle m|d_\sigma|m'\rangle \langle m'|d_\sigma|m\rangle \frac{\omega - (E_{m'} - E_m) + i0^+}{e^{-\beta E_{m'}} + e^{-\beta E_m}}.
\]

(3.43)

We consider first the \(T = 0\) case and concentrate on the imaginary part of the Green function, i.e., the corresponding spectral function \(A(\omega)\) which then takes the form of a sum of \(\delta\)-peaks due to the finite nature of the Wilson chain. Denoting \(|0\rangle\) as the ground state of the system and \(E_0 = 0\) the ground state energy, the spectral function reads

\[
A(\omega) = \frac{1}{Z} \sum_m \langle 0|d_\sigma|m\rangle \langle m|d_\sigma|0\rangle \delta[\omega - (E_m - E_0)]
+ \frac{1}{Z} \sum_m \langle m|d_\sigma|0\rangle \langle 0|d_\sigma|m\rangle \delta[\omega - (E_0 - E_m)].
\]

(3.44)

Our goal now is to approximately evaluate such expressions from the truncated information we actually obtain from the iterative diagonalization of \(H\). To this end we consider the sequence of impurity spectral functions \(A_N(\omega)\) corresponding to the sequence of Hamiltonians \(H_N (N = 0, 1, \ldots)\):

\[
A_N(\omega) = \frac{1}{Z} \sum_m |N\langle m|d_\sigma^\dagger|0\rangle|_N^2 \delta(\omega - E_m^N)
+ \frac{1}{Z} \sum_m |N\langle 0|d_\sigma|m\rangle|_N^2 \delta(\omega + E_m^N),
\]

(3.45)

where \((E_m^N, |m\rangle)\) denotes the \(m\)-th eigenpair of \(H_N\) corresponding to \(H_N|m\rangle = E_N^m|m\rangle\). Before discussing the calculation of the matrix elements \(N\langle 0|d_\sigma|m\rangle_N\) in Chapter 3.3.2, we explain how the spectra \(A_N(\omega)\) are combined to yield an approximation of the full spectrum \(A(\omega)\).

Due to the truncation of the high lying states, the Hamiltonian \(H_N\) possesses a bounded excitation spectrum. The possible excitation energies have magnitudes that lie in the interval \([0, \ldots, K(\Lambda)\omega_N]\), where \(K(\Lambda)\) is some constant which depends on both \(\Lambda\) and the actual number of kept states\(^6\). Since \(\omega_N\) (Eq. 3.14) describes the lowest scale at the \(N\)-th iteration, Eq. (3.45) is valid only in the interval \([\omega_N, \ldots, K(\Lambda)\omega_N]\). The spectra at lower excitation energies are calculated (more accurately) at later stages of the NRG iteration. We stress that the state \(|0\rangle_N\) is the estimate ground state of the Hamiltonian in the \(N\)-th NRG iteration which, in the early phases of the NRG iteration, is only a very bad approximation for the real ground state.

\(^6\)Typically, \(K(\Lambda) = O(10)\) for \(\Lambda \approx 2.0\) and \(N_s \approx 1000\) kept states [68]. Note that \(K(\Lambda) \to 1\) for \(\Lambda \to 1\).
Within this approach the full spectrum $A(\omega)$ is assembled using the sequence $A_N(\omega)$, whose frequency resolution increases exponentially with increasing $N$. Note that in this work we use a more modern approach [76] to calculate spectra by employing the full density matrix NRG (FDM-NRG) by Weichselbaum and van Delft [76] which is explained in some detail in Chapter 3.4.

### 3.3.1. Broadening of spectral functions

At this stage, the combined spectrum $A(\omega)$ consists of a series of discrete $\delta$-peaks

$$A(\omega) = \sum_{i,N} v_i^N \delta(\omega - E_i^N) + \sum_{i,N} w_i^N \delta(\omega + E_i^N),$$

characteristic for finite systems such as the underlying Wilson chain. To connect to the experiment or use the NRG as an impurity solver for DMFT we have to obtain smooth spectra. This is achieved by replacing the $\delta$-peaks in Eq. (3.46) by smooth distributions (peak functions) $P_\eta(\omega)$ with a certain width $\eta$ so that

$$\lim_{\eta \to 0} P_\eta(\omega) = \delta(\omega).$$

The most direct and obvious approach would be to employ Lorentzian broadening simply by replacing $i0^+$ in the Lehmann sum Eq. (3.43) with a finite value, i.e., $i0^+ \to i\eta$. It turns out, however, that Lorentzian peak functions possess unfavorable properties due to their long tails. In practice, the discrete peak-spectra obtained from Eq. (3.46) are therefore usually broadened by means of Gaussian peak-functions

$$P_\eta(\omega) = \frac{1}{\eta \sqrt{\pi}} \exp \left[-\left(\frac{\omega}{\eta}\right)^2\right]$$

(3.47)

which exhibit an exponentially fast decay and thus provide a much better approximation for the $\delta$ function. Another commonly used choice is the logarithmic Gaussian distribution which was introduced by Sakai et al. [72]

$$P_b(\omega \pm E_i^N) = \frac{e^{-b^2/4}}{bE_n \sqrt{\pi}} \exp \left[-\left(\frac{\ln(\omega/E_i^N)}{b}\right)^2\right].$$

(3.48)

This distribution suppresses low energies more than high energies, thereby reflecting the logarithmic frequency resolution of the NRG due to the logarithmic discretization.

The characteristic scale of the $N$-th iteration $\omega_N$ represents the natural choice (see Bulla, Costi and Pruschke, Ref. [68]) for the width of the distributions (3.47) and (3.48) accounting for the exponentially increasing energy resolution of the NRG iteration. As a result, each of the discrete spectra $A_N(\omega)$ is individually broadened with exponentially decreasing peak widths. Typically one uses $\eta = 0.3\omega_N - 0.8\omega_N$ for the Gaussian (Eq. 3.47) and
Figure 3.4.: NRG spectra for the interacting SIAM with constant hybridization functions and increasing broadening levels (a)-(c). The plots demonstrate the tradeoff between high resolution (small broadening \( b \)) and the appearance of unphysical finite-size oscillations in the NRG spectra. Note that in all cases (a)-(c) the discrete peak spectrum Eq. (3.46) is identical. The black line in (d) represents the non-interacting value of the spectral function \( A(0) = (\Delta \pi)^{-1} \). For sufficiently strong broadening (e.g., \( b = 0.7 \), \( b = 1.0 \)) the interacting spectral functions fulfill the pinning condition \( A(0) = (\pi \Delta)^{-1} \).

\( b = 0.3 - 0.7 \) for the logarithmic Gaussian distribution (Eq. 3.48). We note that the choice of the broadening parameter involves the tradeoff between resolution and the occurrence of (artificial) finite-size features in the spectra. Here the broadening parameter has to be chosen in such a way that the spectra allow to resolve physical features and yet be large enough to suppress unphysical finite-size oscillation. We exemplify these circumstances for the case of the SIAM with constant hybridization function in Fig. (3.4).

The lower bound for the broadening parameter is primarily determined by the length of the Wilson chain, i.e., by value of the logarithmic discretization parameter \( \Lambda \). Here the so-called interleaved NRG method by Oliveira, Oliveira and Luiz [81] provides an elegant way to improve upon this lower bound (to some extend) by eliminating the finite-size oscillations for smaller broadening parameters and thereby obtain a better approximation of a infinite system. The method thus allows to access better resolved spectra and is discussed in more detail in Chapter 3.5.
3.3.2. Matrix elements of impurity operators

Besides the eigenenergies $E_N^N$, the matrix elements $N \langle m \mid d_\sigma^0 \mid m' \rangle_N$ form the basic ingredient for the actual calculation of $A_N(\omega)$ by means of the Lehmann sum Eq. (3.44). To calculate matrix elements of impurity operators one uses the unitary transformations $U_N$ which relate between the basis sets of the systems $H_{N-1}$ and $H_N$ according to Eq. (3.40). This yields the following recursion relation [68]

$$N \langle m \mid d_\sigma^0 \mid m' \rangle_N = \sum_{s,p,p'} U_N(m, ps)_{N-1} \langle m \mid d_\sigma^0 \mid m' \rangle_{N-1} U_N(m', p's)$$  \hspace{1cm} (3.49)

between the current matrix elements $N \langle m \mid d_\sigma^0 \mid m' \rangle_N$ and the matrix elements of the previous iteration $\langle m \mid d_\sigma^0 \mid m' \rangle_{N-1}$. The recursion is initialized with the matrix elements $0 \langle m \mid d_\sigma^0 \mid m' \rangle_0$ in the basis of the initial Hamiltonian, e.g., the two-site cluster $H_0$ in Eq. (3.24). Matrix elements for other impurity operators, e.g., the impurity spin operator $S_z = \frac{1}{2}(d_\uparrow^\dagger d_\uparrow - d_\downarrow^\dagger d_\downarrow)$ which are for example needed to calculate the impurity spin-susceptibility $\chi_{sp}(\omega)$ are obtained in a fully analogous way.

In Appendices B, C and D we outline the procedure for the case $SU(2) \otimes U(1)$ symmetry\textsuperscript{7} (“QS symmetry”). Here our focus lies in particular on the implementation of the so called self-energy operator

$$O_{i,\sigma} = [H_J, d_{i,\sigma}]$$ \hspace{1cm} (3.50)

of the two-band Hubbard model studied in Chapters 5 and 6. The operator $H_J$ in Eq. (3.50) denotes the rotationally invariant Kanamori-type interaction and $d_{i,\sigma}^{(1)}$ $(i = 1, 2)$ describes the two local fermionic impurity degrees of freedom.

3.4. Full density matrix NRG

The very basic method from Chapter 3.3 for obtaining dynamical quantities outlined in the previous section works by composing parts of the spectra $A_N(\omega)$ at iteration $N$ into the total spectral function $A(\omega)$. Each iteration contributes a certain frequency range around the characteristic energy scale $\omega_N$. This approach of combining the overlapping spectra $A_N(\omega)$ into a single $A(\omega)$ evidently introduces double-counting ambiguities about how to combine data from successive NRG iterations as noted for example by Costi in Ref. [82]. Another severe limitation of the presented scheme of Chapter 3.3 is the fact that the ground state $\mid 0 \rangle_N$ in the Lehmann sum Eq. (3.45) represents the ground state of the current NRG iteration $N$ but not of the full system. Equation (3.45) thus ignores the fact the the ground state will be significantly refined in the later stages of the NRG iteration.

---

\textsuperscript{7}This symmetry applies to impurity models in the absence of a magnetic field.
As states are truncated (number of states \( N_s \)), the transformation matrices at NRG stage \( N \) can be decomposed in the depicted form. For the SIAM the sub-matrix \( U^N_{KK} \) containing the kept states has dimension \( N_s \times N_s \) while the entire matrix possesses the dimension \( 4N_s \times 4N_s \). In the traditional NRG approach the sub matrices \( U^N_{DK}, U^N_{KD} \) are simply discarded or not even calculated while in the FDM-NRG they are used to construct the complete Anders-Schiller basis. Note that states are sorted in ascending order.

As a direct consequence of these ambiguities and limitations the spectra \( A(\omega) \) will typically violate the physically relevant sum rules, such as

\[
\int_{-\infty}^{\infty} A_\sigma(\omega) d\omega = 1,
\]

by a few percent (see Žitko and Pruschke, Ref. [83] for an in-depth discussion). The reason for these deviations can be traced back to the fact that the set of basis states (spanning all iterations) which contribute to the compiled spectrum \( A(\omega) \) do not form a complete basis.

It turns out, however, that such a complete basis (“Anders-Schiller basis”) [84] for the full Wilson chain Hamiltonian \( H \) can easily be obtained by concentrating onto the discarded states instead of the kept states. To motivate this basis we first note that the states of the initial NRG Hamiltonian \( H_0 \) of course form a complete set of eigenvectors. During the NRG iteration, the completeness property is lost as soon as the truncation scheme takes effect, say, for all \( N > N_0 \). At any given iteration \( N > N_0 \), the discarded states \( (D_N \text{ subspace}) \) are obviously orthogonal to the kept states \( (K_N \text{ subspace}) \). As a result, all states (kept and discarded) of later iterations \( m > N \) are also orthogonal to the \( D_N \) subspace because they are exclusively derived from \( K_N \) (see Fig. 3.6).

The set of the \( D_i \) subspaces (with all states of the final NRG iteration \( L \) being considered as discarded) forms the Anders-Schiller basis. It represents the best approximation on-hand to describe the full Wilson chain \( H \), and, at the same time it fulfills the completeness property [84]. Denoting the states \( |s\rangle^X_N \) with \( X = K, D \) as the elements of the kept/discarded subspace \( K_N \) or \( D_N \) of the \( N \)-th iteration, the completeness relation reads [76]

\[
1 = \sum_{N > N_0}^L \sum_s |s\rangle^D_N D_N^\dagger |s\rangle^K_N \langle s|.
\]

The decomposition of the states which generated during the NRG iteration into kept and discarded states leads to the decomposition of the corresponding unitary transformations
Figure 3.6.: Iterative construction of the complete Anders-Schiller basis from the unitary matrices $U_N^{XY}$ generated by the NRG. Discarded/kept states are labeled with indices $'D'$, $'K'$ respectively. The final (iteration $L$) basis is the aggregate of all the discarded states $\{U_{DD}^1, \ldots, U_{DD}^L\}$ marked in green. All states of the last iteration are considered discarded and thus added to the basis in the entirety.

$U^N$ into into the four submatrices $U_{KK}^N, U_{DD}^N, U_{KD}^N, U_{DK}^N$. We note that the traditional NRG only focuses only on the $KK$-subspace while the FDM-NRG takes into account also the discarded states, thereby constructing the complete Anders-Schiller basis. This decomposition is depicted in Fig. (3.5).

To calculate spectral functions we need to express local operators $A$ (operators which act nontrivially only on sites up to $N_0$) in terms of the Anders-Schiller basis. Using Eq. (3.51), the operator $A$ is constructed iteratively according to

$$A = \sum_{N > N_0} \sum_{XX'} A_{XX'}^N,$$  \hspace{1cm} (3.52)

where $XX' = \{DD, KD, DK\}$. The restricted sum excludes the $KK$ terms because these states will be obtained more accurately in the next stage $(N + 1)$ of the NRG iteration where a better approximation for the low-energy sector becomes available, i.e.,

$$A_{KK}^N = \sum_{XX'} A_{XX'}^{N+1} = \sum_{XX'} \sum_{s,s'} \langle s \rangle_{N+1}^X [A_{XX'}^{N+1}]_{s,s'} \langle X' \rangle_{N+1}^s \langle s \rangle^s.$$  \hspace{1cm} (3.53)

This allows to obtain the operators $A_{XX'}^N$ at each NRG iteration using the following recursion relation in analogy to the traditional approach Eq. (3.49)

$$[A_{XX'}^N]_{ss'} = \left[(U_{KK}^N)^{-1} A_{KK}^{N-1} (U_{KK}^N)^{-1}\right].$$  \hspace{1cm} (3.54)

To calculate thermal averages $\langle \ldots \rangle_T = \text{Tr}(\rho \ldots)$ needed for the calculation of correlation
functions, we construct the density matrix in the Anders-Schiller basis according to Ref. [76]

\[ \rho = \sum_{N>N_0} \sum_N \left| s \right\rangle_N D^N e^{-\beta E^N s} Z^N_D(s) \]  
\[ = \sum_{N>N_0} w_N \rho_{DD}^N, \]

(3.55)

(3.56)

where the weighing factors \( w_N \) take the form \( w_N = d^{L-N} Z_D^N / Z \) (with \( \sum_N w_N = 1 \)) while \( Z_D^N \) is defined as a sum over the discarded eigenenergies at iteration \( N \):

\[ Z_D^N = \sum_s e^{-\beta E^N s}. \]

The weighting factors serve the purpose of selecting and weighing the relevant contributions to \( \rho \) of the various iterations for a given temperature \( T \). It is a smooth, peaked which spans \( 5 - 10 \) iterations around the iteration \( \bar{N} \) that has the characteristic scale \( \omega \) closest to \( 1/\beta \). This scheme generalizes the previous “single shell” approaches [85, 75, 68] which correspond to \( w_N = \delta_{N,L_T} \), i.e., by terminating the chain at a length \( N = L_T \) with \( T \sim \Lambda^{-\frac{1}{2}(L_T-1)} \) and consider only the last site for the calculation of the density matrix. Using the FDM-NRG scheme thermal averages (including spectral functions at finite temperature) take the form

\[ \langle \ldots \rangle_T = \sum_N w_N \langle \ldots \rangle_N \]

and thus a spectral function \( A(\omega) = -1/\pi \text{Im}\langle \langle A, B \rangle \rangle_\omega \)

(3.57)

where the averages \( \langle \ldots \rangle_N \) and the spectral functions \( A_N(\omega) \) are obtained using only \( \rho_{DD}^N \) of the \( N \)-th shell only. We note that Eq. (3.57) rigorously solves the ambiguities that arise when combining the contributions of the NRG iterations into a single spectrum \( A(\omega) \) which plagued the traditional approaches to spectra using NRG. The spectra \( A_N(\omega) \) which enter Eq. (3.57) are obtained within the FDM-NRG approach according to

\[ A_N(\omega) = \sum_{M>N_0} \sum_{s \neq K \bar{K}} \sum_{XX'} \left[ B_{X'X}^M \rho_{XL}^{[M,L]} \right]_{s's'} \left[ A_{XX'}^M \right]_{ss'} \delta(\omega - E_s^M + E_{s'}^M) \]

which is simply a sum of \( \delta \)-peaks with weight \( \left[ B_{X'X}^M \rho_{XL}^{[M,L]} \right]_{s's'} \left[ A_{XX'}^M \right]_{ss'} \) in an analogous fashion to Eq. (3.43). The density matrices \( \rho_{XX}^{[M,L]} \) (with \( M < L \)) are calculated iterating

---

\(^8\) The factor depends on the number of channels (electron baths) in the systems, i.e., one has \( d = 4 \) for single-channel problems and \( d = 16 \) for two-channel problems.
backwards starting from the final NRG iteration:

$$\rho_{ss'}^{(LL)} = \delta_{s,s'} e^{-\beta E_s} Z_L.$$  

The other density matrices $\rho_{KK}^{[M,L]}$ (with $M < L$) are calculated recursively using the transformation matrices, i.e.,

$$\rho_{KK}^{[M,L]} = U_{KK}^{M+1} \cdots U_{KK}^{N} \rho_{DD}^{[LL]} (U_{DK}^{N})^\dagger \cdots (U_{DK}^{M+1})^\dagger.$$  

### 3.5. Improvement of the spectral resolution

From the data presented in Fig. (3.4), it is clear that the construction of the Wilson chain as a finite system imposes severe restrictions on the quality and resolution of spectra obtained by the NRG method: If the broadening parameter is too small ("under broadening") the spectra will attain unphysical features (finite-size oscillations) which have no physical meaning in the thermodynamic limit. In the opposite case ("over broadening"), physical features at higher energy like the Hubbard bands simply become "washed out". These problems are illustrated in Fig. (3.4).

As a result, the choice of the discretization parameter $\Lambda$ determines the resolution of a NRG calculation as it dictates certain upper and lower bounds to the broadening parameter. However, approaching the thermodynamic limit simply by decreasing $\Lambda$ (thus allowing for smaller broadening parameters) quickly leads to a prohibitive increase in the required computation time. This problem arises because smaller $\Lambda$ increase the length of the Wilson chain and, more importantly, lead to an exponential increase in the required number $N$ of the kept states [81, 68] to achieve a comparable accuracy. Since the complexity of a numerical diagonalization grows roughly $\propto N^3$ such an approach quickly becomes prohibitively expensive computationally.

The $z$-averaging method by Oliveira et al. [81] solves this problem to a certain extend [68] by repeated sampling of the conduction band. The method works by introducing the parameter $z \in [0, \ldots, 1]$ and modifying the logarithmic discretization grid according to (see Fig. 3.7 and Appendix A)

$$x_n = \Lambda^{-n} \rightarrow \Lambda^{-n+z}.$$  

(3.58)

where $x_0 = 1$ independently of $z$.

Apart from this modification of the discretization grid, the mapping to an semi-infinite chain is performed in a fully analogous fashion to the standard method (see Appendix A). One obtains in this way for each value of $z$ a different Wilson chain $H_z$, each of which representing a fully adequate discretization of the impurity model under study. The final ("$z$-averaged") spectrum is then obtained by averaging over the NRG results for the individual chains.
3.5 Improvement of the spectral resolution

![Diagrams showing bath discretization](image)

**Figure 3.7.** Bath discretization within the interleaved NRG for $N_z = 2$. The vertical blue lines in top figure indicate the discretization grid $x_n$ for $z = 1/2$ while the red lines in the bottom figure represent the $x_n$ for $z = 2/2$.

In practice one chooses an (integer) oversampling parameter $N_z$ (typically multiples of 2 or 4) and sets $z = i/N_z$ with $i = 0, \ldots, N_z - 1$. Then one performs a NRG calculation for each of the $N_z$ different Hamiltonians, e.g., to obtain the spectral function $A_z(\omega)$. The final result $A(\omega)$ is simply the average over all these independently calculated spectra, i.e.,

$$A(\omega) = \frac{1}{N_z} \sum_{z=0}^{N_z-1} A_z(\omega).$$

(3.59)

Depending on the value of $N_z$ this averaging method yields smooth spectra $A(\omega)$ although the individual $A_z(\omega)$ might exhibit pronounced finite size oscillations. By increasing $N_z$ one can thus perform spectral function calculations using smaller broadening parameters for the individual NRG calculations, leading to an increased resolution of the final spectrum. In many cases even moderate values like $N_z = 2$ or $N_z = 4$ can lead to significantly improved results [68]. Another advantage lies in the fact that one can use larger values of $\Lambda$ (up to $\Lambda = 10$ in some instances) and still obtain relatively accurate results.

In Fig. (3.8) we exemplify the scheme for the single impurity Anderson model with a semi-elliptic hybridization function of bandwidth $W$

$$\text{Im} \Delta(\omega) = \frac{1}{W^2} \sqrt{W^2/4 - \epsilon^2}$$

using the typical value $N_z = 4$. The figures (3.8a, b) show the spectral functions $A_z(\omega)$ for $z = 0$ and $z = 1$ as representative examples. While the individual functions $A_z(\omega)$ display very strong finite-size oscillations and violate in particular the pinning condition $A(0) = 1/(\pi \Delta(0))$ as is obvious from the figures. The $z$-averaged spectral function (3.8c) lacks these oscillation almost entirely and yields

$$A(0)W = 1.2730 \ldots$$
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Figure 3.8.: Spectral functions for the SIAM with semi-elliptic hybridization function \( \Delta(\omega) = \frac{1}{8} \sqrt{\frac{1}{4} - \epsilon^2} \) and bandwidth \( W = 1 \) as the energy unit. The spectra are calculated within the interleaved method (\( N_z = 4 \)) using the FDM-NRG at low temperatures (\( T = 10^{-6} W \)). The individual spectra (a, b) for \( z = 0 \) and \( z = 3/4 \) exhibit substantial finite-size oscillations while the \( z \)-averaged result (c) yields a smooth, physical result that fulfills the expected Fermi-liquid behavior in close to \( \omega = 0 \) (c.f. Ref. [86]). Note that the features in the quasiparticle peak at \( \omega \approx W = 2 \) are due to the band edges in \( \Delta(\omega) \) at \( \omega = \pm W/2 \) (also c.f. Chapter 4.4.3 for an especially highly resolved calculation for the same system).

which is a mere 0.2 permill deviation from the analytic result

\[
A(0)W = 4/\pi \approx 1.2732\ldots
\]

The example Fig. (3.8) shows that even quite moderate oversampling parameters enable a significant increase of the spectral resolution up to the point where features at finite frequency become obvious (see Fig. 3.8c). We note that in some cases (see Ref. [83] and Chapter 4.4.5) very large oversampling has\(^9\) been employed (for example \( N_z = 32 \) or \( N_z = 64 \)) to achieve even higher resolution also at large excitation energies of the order of \( U/2 \). Finally, we stress that the method does not provide an approximation-free approach to the true thermodynamic limit (\( \Lambda \to 1 \)) despite the dramatic improvements of the quality of the spectra [68].

---

\(^9\)In that specific case, it allows to identify a substructure in the Hubbard bands seen also by other methods
4. Density Matrix Renormalization Group

The density-matrix renormalization group (DMRG) [87, 88] is a numerical technique for the efficient treatment of (quasi) one-dimensional interacting quantum systems. It was introduced in 1992 by Steven R. White and belongs to the class of variational methods, but still relies strongly on NRG ideas. Unlike the many other variational methods it does not rely on a priori assumptions about the form of the underlying physics. In practical calculations the method can thus find the best possible approximation for the wavefunction for the given set of numerical parameters. Although the obtained wavefunction represents only an approximation, the accuracy of which is totally under control by the DMRG parameters. Because of this property, the DMRG can be considered an essentially exact numerical method for the determination of the ground-state. In addition, the DMRG is often capable of accurately treating very large systems with several hundred lattice sites which is important for the study of the thermodynamic limit. Although, DMRG is most powerful for one-dimensional systems [89], there also exist a number of interesting extensions to higher-dimensional systems (see, e.g., [90, 91, 92]).

In its original form, the DMRG represents a method for the variational approximation of the ground state and a few low-lying states of (quasi) one-dimensional systems. Since its introduction the basic DMRG scheme has been extended extensively (see Refs. [93, 94, 89]) and found several applications beyond condensed matter physics such as computational chemistry [95], statistical mechanics [89], the physics of small metallic grains [96] and even nuclear physics [97].

Although the method was originally intended to accurately describe the ground state properties, there have been a series of significant developments to describe dynamical and non-equilibrium properties of low-dimensional systems. For our purpose, i.e., obtaining spectral functions of impurity systems, we focus here on the class of so called dynamical DMRG (DDMRG) algorithms [93, 42, 43, 98, 86, 99, 89]. These further developments of the method enable the calculation of dynamical correlation functions within DMRG. With these extensions [93, 42, 43, 86, 99, 89] the DMRG becomes an attractive impurity solver which can, e.g., be used for DMFT calculations (see Nishimoto, Gebhard and Jeckelmann [100]; and Refs. [86, 99] for an incomplete list of early references). We note that applying the DMRG as an impurity solver for DMFT is currently an extremely dynamic and promising field and a significant amount of experience with different approaches is currently generated.

In the following sections we develop our own version of the DDMRG method and test it
on single- and multi-band Hubbard models within DMFT as well as the underlying quantum impurity models. To this end we utilize an available public domain code \cite{101} which implements the basic DMRG algorithm. We note that a more elaborate discussion regarding the details of such codes is beyond the scope of this thesis. However, we want to put forward a highly simplified view of the DMRG method which suffices for our purpose. Within this view DMRG can be seen as a form of “optimized exact diagonalization” which uses the information provided by the (reduced) density matrix to select the most relevant states required to represent a number of so called “target states\(^1\) \(|\psi_i\rangle\). In effect, the algorithm yields a projected (effective) Hamiltonian \(H_{\text{eff}}\) with a much lower dimensionality than the full system \(H\). Due to the variational nature of the method this is achieved in a (quasi) optimal fashion. Similarly to the NRG the number of kept local states \(N\) allows full control over the dimensionality of the effective Hamiltonian \(H_{\text{eff}}\) and thus the accuracy of the approximation. Usually the dimension of \(H_{\text{eff}}\) is still very large and dealing with the full matrix representation of \(H_{\text{eff}}\) is often impractical but also unnecessary\(^2\). Instead, the DMRG method is generally implemented in a “matrix-free” fashion\(^3\), i.e., one only calculates the action of the Hamiltonian or another operator on a given vector \(|\psi\rangle\).

As a last point we describe the actual implementation of the multi-impurity models used in this thesis. Within the framework offered by typical (fermionic) DMRG implementations of the (quasi) one-dimensional Hubbard model, the realization of the local Kanamori-type interaction of the following (simplified) form

\[
H_{\text{int}} = U \sum_m n_{m\uparrow} n_{m\downarrow} + \sum_{m < m', \sigma} \left[ U_1 n_{m\sigma} n_{m'\sigma} + (U_1 - J) n_{m\sigma} n_{m'\bar{\sigma}} \right] + J \sum_{m \neq m'} \left[ d_{m\uparrow}^\dagger d_{m'\downarrow} d_{m\downarrow}^\dagger d_{m'\uparrow} + d_{m\uparrow}^\dagger d_{m'\downarrow} d_{m\downarrow}^\dagger d_{m'\uparrow} \right]
\]  

(4.1)

turns out to be surprisingly simple. To this end, we first note that DMRG implementations of the (standard) single-band Hubbard model necessarily provide the following SU(2) invariant operators:

1. The hopping operator between site (neighboring) \(i\) and \(j\)

\[
h_{ij} = \sum_\sigma \left[ d_{i,\sigma}^\dagger d_{j,\sigma} + h.c. \right]
\]  

(4.2)

2. The electron occupancy of site \(i\)

\[
N_i = \sum_\sigma d_{i,\sigma}^\dagger d_{i,\sigma}
\]  

(4.3)

\(^1\)In the original DMRG algorithm one would for example only take the ground-state vector as a target vector.

\(^2\)There are, however, exceptions like Peters’ approach to spectral functions within DMRG \cite{102}.

\(^3\)In computational mathematics, matrix-free methods refer to algorithms that do not rely on an explicit matrix representation of an operator \(A\), but only involve the action of \(A\) on a vector \(b\).
To be specific, let us consider the case of two orbitals as the simplest non-trivial example. Already in this case, writing out the interaction $H_{\text{Int}}$ in the fashion of Eq. (4.1) leads to a pretty complicated expression:

$$H_{\text{Int}} = U D_1 + U D_2$$

$$= U_1 \left( d_{1,\uparrow}^\dagger d_{1,\uparrow} d_{2,\downarrow} d_{1,\uparrow} + d_{1,\uparrow}^\dagger d_{1,\uparrow} d_{2,\uparrow} d_{1,\downarrow} \right)$$

$$+ (J - U_1) d_{1,\uparrow}^\dagger d_{1,\downarrow} d_{2,\downarrow} d_{1,\downarrow} + (J - U_1) d_{1,\uparrow}^\dagger d_{1,\downarrow} d_{2,\uparrow} d_{1,\uparrow}$$

$$+ J \left( -d_{2,\downarrow}^\dagger d_{1,\downarrow} d_{1,\uparrow} + d_{2,\downarrow}^\dagger d_{1,\uparrow} d_{2,\downarrow} + d_{2,\downarrow}^\dagger d_{1,\uparrow} d_{1,\downarrow} - d_{1,\downarrow}^\dagger d_{1,\uparrow} d_{2,\downarrow} \right),$$

(4.5)

where $d_{1,\sigma}, d_{1,\uparrow}, d_{2,\downarrow}$ and $d_{2,\uparrow}$ with $\sigma = \uparrow, \downarrow$ describe the two fermionic impurity degrees of freedom. However, using the operators defined in Eqs. (4.2-4.4), it is possible to write $H_{\text{Int}}$ in a much more compact and also transparent fashion:

$$H_{\text{Int}} = U D_1 + U D_2$$

$$+ U_1 N_1 N_2$$

$$+ J \left( h_{12} \right)^2 - J \left( N_1 + N_2 \right)$$

Thus the rotationally invariant multi-orbital interaction term $H_{\text{Int}}$ merely amounts to applying the hopping terms $h_{12}$ and the one-site terms $N_1$ and $N_2$ twice instead of once. Using this form, the two-channel Anderson impurity model can be readily implemented through the corresponding chain representation as shown in Fig. (4.1). Here the bath degrees of freedom are described by the fermionic operators $f_{1,\uparrow,\sigma}^{(t)}$ and $f_{1,\downarrow,\sigma}^{(t)}$ while $d_{1,\sigma}^{(i)}$ and $d_{2,\sigma}^{(i)}$ describe the (interacting) impurity degrees of freedom.
The full impurity model is then represented by the ladder-like geometry represented in Fig. (4.2).

\[ H_{\text{Int}} = UD_1 + UD_2 + UD_3 \]
\[ + U_1 (N_1 N_2 + N_1 N_3 + N_2 N_3) \]
\[ + J \left( \frac{1}{2} (h_{12})^2 + J \left( \frac{1}{2} (h_{21})^2 + J \left( \frac{1}{2} (h_{13})^2 - J (N_1 + N_2 + N_3 + N_4) \right) \right) \right. \]  

(4.6)
4.1. Gaussian DDMRG method (G-DDMRG)

As introduced in the previous section, the density-matrix renormalization provides an established, quasi-exact method to calculate the ground states of one-dimensional systems at zero temperature. Moreover, the DMRG can be extended to the so called Dynamical Density Matrix Renormalization Group (DDMRG)\[93, 42, 43, 86, 99, 89]\ which enables the calculation of dynamical quantities, i.e., in particular spectral functions $A(\omega)$. These features qualify the method in principle as an interesting impurity solver since the effective Wilson chain representations of impurity models are just special examples of such (quasi) one-dimensional systems. Despite these appealing characteristics, DDMRG usually\[86, 103, 104]\ involves various deconvolution schemes because the method cannot calculate spectral functions purely at the real axis, i.e., it allows only the calculation of broadened spectra

$$\tilde{G}(\omega + i\delta) = -\int_{-\infty}^{\infty} d\omega' \frac{\delta A(\omega')}{(\omega - \omega')^2 + \delta^2},$$

where $\delta$ is a constant finite quantity, the “broadening parameter”. The reconstruction of $A(\omega)$ from the calculated quantity $\tilde{G}(\omega + i\delta)$ by means of deconvolution methods is generally needed because the convergence DDMRG becomes problematic for lower values of $\delta$.

In the DDMRG one typically considers the so called “correction vector” (see below), the basic ingredient of the resolvent representation of $G_{A,B}(\omega) = \langle \langle A, B \rangle \rangle\_\omega$. At $T = 0$ it takes the following form:\[5\]:

$$G_{A,B}(\omega) = G_{A,B}^> (\omega) + G_{B,A}^< (\omega)$$

where

$$G_{A,B}^> (\omega) = \left\langle E_0 \left| \frac{1}{\omega + i\delta - H - E_0} A \right| E_0 \right\rangle,$$

$$G_{B,A}^< (\omega) = \left\langle E_0 \left| \frac{1}{\omega + i\delta + H - E_0} B \right| E_0 \right\rangle.$$\[4.7\] (4.8)

The purpose of this chapter is to extend the existing correction vector approach in order to develop a numerical method that yields spectral functions which match the quality of NRG results and does not require a deconvolution step. Our method is motivated by the idea that was put forward by Peters in Ref.\[102\].

The approach\[102\] exploits the property of the DMRG to automatically generate effective basis sets that allow to represent the targeted states in an optimal way. Using these optimized bases an effective (projected) Hamiltonian is generated which possesses a much lower dimension than the (full) Fock space of the studied Hamiltonian.

\[5\]The lesser/greater Green function $G_{B,A}^< (\omega)$ and $G_{A,B}^> (\omega)$ describe only the part of the full spectral function for negative/positive excitation energies, respectively.
The idea put forward in Ref. [102] is to perform a DDMRG calculation, i.e., to target the ground state $|E_0\rangle$ as well as the correction vector

$$|CV\rangle = \frac{1}{\omega + i\delta - H + E_0} B |E_0\rangle$$

and to directly analyze the corresponding effective Hamiltonian by fully diagonalizing it. In a similar fashion to the NRG the procedure yields the full information about the states that contribute to the Green function $G_{A;B}(\omega)$ at the fixed frequency $\omega$. To see that, we expand $|CV\rangle$ using the (optimized) eigenbasis $|E_i\rangle$ of the effective Hamiltonian $H$

$$|CV\rangle \equiv \sum_i |E_i\rangle \langle E_i| \frac{1}{\omega + i\delta - E_i + E_0} B |E_0\rangle.$$  

To keep the discussion concise, we focus now on the single particle Green function with fermionic operators $A = d_\sigma$ and $B = d_\sigma^\dagger$, i.e.,

$$G^>_{\sigma}(\omega) \equiv G^>_{d_\sigma,d_\sigma^\dagger}(\omega)$$

and note that the following treatment can trivially be extended to general operators $A$ and $B$. In the limit $\delta \to 0$, the spectral function $A^>_{\sigma}(\omega) = -1/\pi \text{Im} G^>_{\sigma}(\omega)$ can then be expressed as a sum over $\delta$-peaks with weights $|w_i|^2 = |\langle E_0| d_\sigma |E_i\rangle|^2$:

$$A^>_{\sigma}(\omega) = -\frac{1}{\pi} \text{Im} \langle E_0| d_\sigma |CV\rangle$$

$$= -\frac{1}{\pi} \sum_i |\langle E_0| d_\sigma |E_i\rangle|^2 \text{Im} \left[ \frac{1}{\omega + i\delta - E_i + E_0} \right]$$

$$= \sum_i |w_i|^2 \delta \left[ \omega - (E_i - E_0) \right].$$

Instead of calculating only $A^>_{\sigma}(\omega)$ at one fixed frequency, the complete diagonalization of the generated effective Hamiltonian directly yields the contributing states $|E_i\rangle$ and allows to extract the corresponding weights $|w_i|^2$. In a practical calculation, i.e, for finite $\delta$, it is still possible to define a peak-spectrum according to Eq. (4.12). However, each peak will be represented by a finite-width Lorentzian instead of a Dirac $\delta$-function.

Thus the method from Ref. [102] consists of a a typical correction vector calculation, where the spectral function $A^>_{\sigma}(\omega_k)$ is sampled at discrete frequencies $\omega_k \in I = \{\omega_1, \ldots, \omega_n\}$.

---

6 $G^>_{A;B}(\omega)$ is treated analogously.

7 Note that the DDMRG procedure yields a separate optimized basis projections for each frequency $\omega$. For simplicity we omit the frequency index, for example we write $|E_i\rangle$ instead of the proper expression $|E_i\rangle_\omega$. Also for the projected Hamiltonian we simply write $H$ instead of $H_\omega$. 
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Subsequently, each corresponding effective Hamiltonian is fully diagonalized and the associated peak-spectrum is calculated. Finally, each peak $p_i(E_i, \omega_k)$ due to the eigenstate $|E_i\rangle$ and for the frequency $\omega_k$ is transformed according to

$$P_i(E_i, \omega_k) = \frac{1}{Z} \frac{1}{\pi} \frac{\delta}{\omega_k - (E_i - E_0)} + \delta^2 p_i(E_i, \omega_k) .$$

Accumulating all peaks $P_i(E_i, \omega_k)$ finally yields a spectrum that approximates the continuous spectral function $A^\sigma_\omega(\omega)$ in a very similar fashion to the NRG. The constant factor $Z$ in Eq. (4.13) normalizes the final result, i.e., it enforces the sum rule

$$\int A_\sigma(\omega) d\omega = 1$$

for the spectral function.

The obtained peak structure $P_i(E_i, \omega_k)$ represents a very good approximation [102] to a full deconvolution of the correction vector result. It is obtained directly within the DMRG basis and does not require any additional assumptions or methods.

The great advantage of the method is that an arbitrary broadening function can be used to broaden the discrete peak structure. This freedom allows to circumvent the unfavorable properties of Lorentzian broadening functions, increasing the resolution of the spectral function without requiring a deconvolution step. For this purpose Gaussian broadening is used, i.e.,

$$\delta(\omega - E) \to \frac{1}{b\sqrt{\pi}} \exp \left[ -\left( \frac{\epsilon - E}{b} \right)^2 \right] .$$

The results for the spectral function $A(\omega)$ of single impurity Anderson model are shown in Fig. (6) in Ref. [102] and indeed exhibit a marked improvement over the direct correction vector results. Despite these significant refinements the method is problematic in several aspects:

1. The sum rules for the spectral function have to be enforced by the normalization constant $Z$ in Eq. (4.13).

2. Since the value of $Z$ depends on the broadening parameter $\delta$ and the equidistant spacing $d = \omega_{k+1} - \omega_k$ between consecutive frequencies, the algorithm in the presented form does not allow for non-equidistant sampling and/or non-constant broadening.

3. Close to the Fermi-level the results shown in Fig. (6) in Ref. [102] are quite different from the NRG results which can be expected to be very accurate in this limit. In particular the method fails to describe the correct value of $A(\omega = 0)$ and the correct width of the quasi-particle peak, i.e., it gives an incorrect prediction of the low-energy scale (Kondo-temperature) of the system.
4. The full diagonalization of the effective Hamiltonian can become very demanding or even prohibitive unless the impurity is located at the boundary of the chain (open boundary conditions provided) or by strongly truncating the left and right block and combining them without a single block in between \[75\]. This need for a comparably small effective basis set describing the whole chain limits the accuracy of the method as compared to the traditional DDMRG.

Despite these inconsistencies the method provides an important stimulus for our development of an extension to the standard DDMRG. For this purpose we perform the steps leading from Eq. (4.10) to Eq. (4.12) in a backward fashion. This time, however, we employ the Gaussian definition of the $\delta$-function (Eq. (4.14):

$$A_\sigma^2(\omega) = \sum_i |w_i|^2 \delta [\omega - (E_i - E_0)]$$

$$\simeq \sum_i |\langle E_0| d_\sigma | E_i \rangle|^2 \frac{1}{b\sqrt{\pi}} \exp \left[ - \left( \frac{\omega - (E_i - E_0)}{b} \right)^2 \right]$$

$$= \frac{1}{b\sqrt{\pi}} \langle E_0| d_\sigma \exp \left[ - \left( \frac{\omega - (H - E_0)}{b} \right)^2 \right] d_\sigma^\dagger |E_0\rangle.$$  \hspace{1cm} (4.15)

In view of Eq. (4.15) the method \[102\] increases the resolution of the DDMRG without deconvolution by replacing the resolvent operator by a operator-valued function, i.e., by

$$\frac{1}{\omega + i\delta - H + E_0} \rightarrow F(\omega - (H - E_0), b).$$

Since real and imaginary parts of Green functions are related by the Kramers-Kronig (KK) relations, we can easily identify $F(x, b)$ as being essentially the Faddeeva function$^8$ $w(x)$. To see that, we consider the KK transformation of $A_\sigma^2(\omega)$

$$G_\sigma^2(\omega) = \int d\epsilon \frac{A_\sigma^2(\epsilon)}{\omega - \epsilon + i0^+}$$

$$= \frac{1}{b\sqrt{\pi}} \sum_i |w_i|^2 \int d\epsilon \frac{1}{\omega - \epsilon + i0^+} \exp \left[ - \left( \frac{\epsilon - (E_i - E_0)}{b} \right)^2 \right].$$  \hspace{1cm} (4.16)

Employing the integral representation of $w(x)$, leads to

$$G_\sigma^2(\omega) = \frac{1}{b\sqrt{\pi}} \sum_i |w_i|^2 \int d\epsilon \frac{1}{\omega - \epsilon + i0^+} \exp \left[ - \left( \frac{\epsilon - (E_i - E_0)}{b} \right)^2 \right]$$

$$= - \frac{i}{b\sqrt{\pi}} \sum_i |w_i|^2 \left[ \omega - (E_i - E_0) \right].$$

$^8$Restricting ourselves to real $x$ and using the integral representation, the Faddeeva function can be written:

$$w(x) = \frac{i}{\pi} \int_{-\infty}^{\infty} dt \frac{\exp(-t^2)}{x - t + i0^+}. $$
Using Gaussian broadening on the peak-spectrum therefore corresponds to the following (generalized) correction vector

\[
|CV'\rangle = -\frac{i}{b}\frac{w}{\sqrt{\pi}} \left[ \frac{\omega - (H - E_0)}{b} \right] d_\sigma^\dagger |E_0\rangle ,
\]

(4.17)

replacing the operator inversion in Eq. (4.9) by a matrix-valued Faddeeva function.

Finally we note that in the original approach presented in Ref. [102], all calculations are performed in a basis which is optimized to represent the standard correction vector as defined by Eq. (4.9) and not by Eq. (4.17), i.e., not in a fully optimal way. The result (4.17) prompts the question whether it is possible to extend the standard DDMRG approach (based on Lorentzian broadening and deconvolution) into a deconvolution-free method based on Gaussian broadening, avoiding the inconsistencies of the method presented in Ref. [102].

### 4.2. Spectral broadening proportional to energy

The exponentially increasing resolution is one of the central aspects of NRG spectra, thereby reflecting the properties of the logarithmic discretization of the hybridization function \( \Delta(\omega) \). This is achieved by choosing the broadening factor proportional to the (exponentially decreasing) characteristic scale \( \omega_N \) of the \( N \)-th NRG iteration (see Chapter 3.3.1). In effect, the set of \( \delta \)-peaks which contribute to \( A_N(\omega) \) are broadened *approximately* proportional to their distance from \( \omega = 0 \). This form of broadening allows for example to represent a Mott gap in a spectral function very accurately because of the very small “spectral smearing” close to the Fermi level. Another closely related property of such broadening is that, e.g., the greater spectral function \( A_\omega(\omega) \) does not leak spectral weight towards negative frequencies. The spectral leakage will also lead to violations of the Fermi-liquid properties of the system, i.e., \( A(0) \) will deviate from its non-interacting value.

It is in fact quite easy to incorporate these properties into our generalized correction vector approach and hence obtain spectra which possess characteristics that compare favorably to the NRG results. To achieve this one merely has to broaden each spectral peak according to its distance from the Fermi level\(^{10}\). Performing the steps leading to Eq. (4.15) with this modified broadening scheme directly yields a modified version of the generalized correction vector (Eq. 4.17):

\[
|CV'\rangle = -\frac{i}{b(H - E_0)}w \left[ \frac{\omega - (H - E_0)}{b(H - E_0)} \right] d_\sigma^\dagger |E_0\rangle .
\]

(4.18)

\(^9\)These peaks lie in the interval \([\omega_N, \ldots, K(\Lambda)\omega_N] \). (see Chapter 3.3.1).

\(^{10}\)Within the NRG method, this corresponds to the limit \( K(\Lambda) \to 1 \) which applies to the continuum limit \( (\Lambda \to 1) \).
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Figure 4.3.: Comparison between constant broadening and proportional broadening. The graph (a) shows the overall behavior of the corresponding spectral functions. Graphs (b) and (c) show the low-energy behavior of $\text{Im}\Sigma(\omega)$ and $\text{Re}\Sigma(\omega)$. The data demonstrate that only proportional broadening allows to reproduce the correct Fermi-liquid properties for vanishing excitation energies, namely pinning of the spectral function ($A(0) = A_0(\omega)$) and the quadratic behavior $\text{Im}\Sigma(\omega) \propto -\omega^2$. Note in particular that the kink in $\text{Re}\Sigma(\omega)$ [plot (c)] is only clearly reproduced.

In the following we consider a more general for of the generalized correction vector which incorporates both forms (Eqs.4.17 and 4.18):

$$[CV'] = -\frac{i}{b_0} \frac{w}{\sqrt{\pi}} \left[ \frac{\omega - (H - E_0)}{b(H - E_0) + b_0} \right] d_n^* |E_0\rangle ,$$

(4.19)

where $b_0$ is in this work usually just a small offset (e.g., $b_0 = 0.002W$) that facilitates the numerical evaluation of Eq. (4.19). In Figs. (4.3a-c) we compare constant broadening ($b = 0$) with the performance of proportional broadening (using the small offset $b_0 = 0.002W$) for the SIAM with semi-elliptic hybridization function ($W \equiv 1$). Note that the specifics of these calculations will be detailed in Chapter 4.4.

The differences between these two broadening schemes are quite noticeable. For constant broadening, the impurity spectral function (Fig. 4.3a) does not exhibit proper pinning to the non-interacting value $A_0(\omega = 0)$. This is contrasted by results using energy dependent broadening which comes very close to the expected value $A_0(0)$. Also the imaginary part of the self-energy Fig. (4.3b) deviates from the expected low-energy behavior ($\text{Im}\Sigma(\omega) \propto -\omega^2$) for the case of constant broadening while energy-dependent broadening yields a very good description of the quadratic low-energy asymptotics.

We note that the benefits of this broadening scheme regarding the low-energy regime become especially obvious for the real part of the self-energy (see Fig. 4.3c) which is known to exhibit kinks. In Fig. (4.3c) only the proportional broadening is able to resolve this essential low-energy feature whereas the result for constant broadening looks quite different and also exhibits a different slope, e.g., leading to a wrong quasiparticle renormalization $Z^{-1}$. Finally in Fig. (4.4) we compare the G-DDMRG results using proportional broad-
4.3. Krylov subspace methods

In this subsection we discuss the practical question of how to integrate the modified correction vector defined by Eq. (4.17) into a working (Lorentzian-based) DDMRG code. The first and most direct option would be to consider Krylov subspace methods for the evaluation\(^{11}\) of

\[
f(A)b,\tag{4.20}
\]

where \(A \in \mathbb{C}^{n \times n}\) is a matrix, \(b \in \mathbb{C}^{n}\) a vector of unit length \(\|b\| = 1\) and \(f\) is an analytic function\(^{12}\).

Krylov subspace approximations of Eq. (4.20) employ the Arnoldi process\(^{107}\) which generates the orthonormal basis

\[V_m = [v_1, \ldots, v_m]\]

of the Krylov space

\[K_m = \text{span}(b, Ab, \ldots, A^{m-1}b)\]

\(^{11}\)See for example\(^{105, 106}\) for good surveys of methods for the approximation of matrix-valued functions.

\(^{12}\)Note that Equation (4.20) is formally analogous to Equation (4.17).
and the Hessenberg matrix $H_m = V_m^T AV_m$ of dimension $m$ with matrix elements

$$h_{i,j} = v_i^T Av_j$$

such that

$$AV_m = V_m H_m + h_{m+1,m} v_{m+1} e_m ,$$

where $e_m \in \mathbb{R}^n$ is the $m$-th unit coordinate vector. The Arnoldi approximation of Eq. (4.20) then reads

$$f(A)b \simeq f_m = V_m f(H_m) V_m^T b = V_m f(H_m) e_1 .$$

This approximation only involves the repeated application of the matrix $A$ on the vector $b$ to build the Krylov space $K_m$, the Hessenberg matrix $H_m$ and the basis $V_m$. As a matrix-free method\textsuperscript{13} it becomes very appealing for the DMRG which is built upon applying a state $|\psi\rangle$ on the Hamiltonian $H$, i.e., the basic operation

$$|\psi\rangle = H|\psi\rangle .$$

Indeed, extensions of the basic scheme Eq. (4.22) are successfully employed within DMRG, e.g., to evaluate the time-development of a vector $|\psi(t)\rangle$:

$$|\psi(t + \delta t)\rangle = e^{-iH\delta t} |\psi(t)\rangle ,$$

where $H$ typically describes a (quasi) one-dimensional system. This success is partially rooted in the availability of efficient and dedicated Krylov space methods for the evaluation of the matrix exponential [108] due to the existence of exact error bounds and convergence criteria [109].

In our numerical experiments to evaluate Eq. (4.17) we employed a related method, the restarted Krylov scheme from Ref. [110] employing Weidemann’s elegant approximation for the complex error function [111]. The results using these rather direct methods for Wilson chains were not quite satisfactory: In particular for small excitation energies around the Fermi level, the required Krylov space dimension $m$ quickly became unmanageably large. This problem was compounded by the absence of closed-form error bounds which made the determination of convergence problematic. Nevertheless this direct method might still be advantageous for other models or different (non-logarithmic) bath discretizations.

### 4.3.1. Rational function approximation

We provide here an alternative approach which is especially well suited for our purpose, namely to replace the Lorentzian representation of the Dirac $\delta$-function with a Gaussian

\textsuperscript{13}Such methods do not require full knowledge of the matrix $A$ (which is very often and in particular in the present case prohibitively big) but only the action of $A$ on a vector $b$, i.e., the evaluation of the matrix-vector product $Ab$. 
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representation. We stress that the central motivation for this replacement is to obtain a suitable peak function which lacks the wide tails inherent to the Lorentz function. It is thus not necessary to consider an especially accurate representation of the Faddeeva function \( w(z) \) in the modified correction vector (Eq. 4.17)

\[
\langle CV' \rangle = -\frac{i}{b\sqrt{\pi}} w\left(\frac{\tilde{\omega}}{b}\right) d'_0 |E_0\rangle \quad \tilde{\omega} = \omega - (H - E_0),
\]

as long as the imaginary part of \( iw(x) \) is a reasonable approximation for the Gaussian function and, additionally, that its real and imaginary parts are related to each other by a Kramers-Kronig transformation\(^{14}\). In other words we only need an approximate expression for the Faddeeva function \( f(z) \approx w(z) \) which provides a good representation for the peak function as long as the matrix-valued function \( f(A)b \) is evaluated with sufficiently high accuracy. These demands are met in a controlled way by rational approximations

\[
w(z) \approx \sum_{i=1}^{N} \frac{a_i}{z - b_i}
\]

(4.23)

for the Faddeeva function, where \( a_i \) and \( b_i \) are appropriately chosen complex coefficients. To obtain near optimal coefficients we employ the Carathéodory-Fejér (CF) rational approximation\(^{15}\) [112]. The CF approximation yields near optimal coefficients \( a_i \) and \( b_i \) and provides a very good representation of the Faddeeva function already for small expansion orders (e.g., \( N = 8 \)). The coefficients used to calculate the spectra in this thesis are given Tab. (4.1) and a comparison between the approximation Eq. (4.23) and the exact Faddeeva function is presented in Fig. (4.5).

We note that the method is also advantageous because it can easily be integrated into an existing DDMRG code based on Lorentzian functions: In both cases one has to solve the matrix equation

\[
Ax = b
\]

(4.24)

for the unknown vector \( x \) given a vector \( b \) and a complex symmetric matrix \( A \) with

\[
A = \omega \pm (E_0 - H) + i\delta
\]

\(^{14}\)The latter property guarantees that the real and imaginary parts of Green functions obtained employing the modified correction vector are related to each other by Kramers-Kronig relations.

\(^{15}\)We use the code to approximate the real function \( \exp(-x^2) \) \((x \in \mathbb{R})\) which yields a result of the form

\[
\exp(-x^2) = \sum_{i=1}^{N} \frac{a_i}{x - b_i} + \sum_{i=1}^{N} \frac{a_i^*}{x - b_i^*},
\]

where \( N = 8 \). Taking only the first sum (which describes a complex function) we find

\[
w(x) \propto \sum_{i=1}^{N} \frac{a_i}{x - b_i}.
\]
for the traditional (Lorentzian-based) DDMRG, and

\[ A = a_i^{-1} \omega \pm \frac{(E_0 - H)}{b} - b_i \]

for the G-DDMRG using the rational expansion with coefficients \( a_i \) and \( b_i \) while

\[ b = d_i^\dagger [E_0] . \]

Note that both cases represent equivalent expressions. In our implementation we use the generalized minimal residual method (GMRES) developed by Saad and Schultz [113] to solve Eq. (4.24) for \( x \). Other possibilities to invert Eq. (4.24) would be the biconjugate gradient methods (Bi-CG) [114] by developed by Fletcher or, preferably, van der Vorst's stabilized biconjugate gradient (Bi-CGSTAB) [115].

Of course this inversion operation has to be repeated \( N \) times, i.e., the expansion order in Eq. (4.23). Additionally, the problem is usually "stiffer" than for the Lorentzian case because \( a_i \) and \( b_i \) in Eq. (4.23) are general complex constants. Mathematically, the problem is guaranteed to solvable because \( A \) is a complex symmetric matrix due to (real) symmetric nature of the Hamiltonians under consideration here. Finally, we stress that the coefficients presented in Tab. (4.1) are by no means definite and for certain cases (like gapped systems) other rational expansions of the Faddeeva function might be more appropriate.

### 4.4. Application to single-impurity models

In this subsection we present first benchmarks of our G-DDMRG method based on rational function approximations. Although this thesis is centered on the low-energy physics

<table>
<thead>
<tr>
<th>Re ( a_i )</th>
<th>Im ( a_i )</th>
<th>Re ( b_i )</th>
<th>Im ( b_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i = 1 )</td>
<td>0.1775011331</td>
<td>-0.0225808672</td>
<td>-1.9263329335</td>
</tr>
<tr>
<td>2</td>
<td>-0.0102506088</td>
<td>-0.0030506314</td>
<td>-2.5756316484</td>
</tr>
<tr>
<td>3</td>
<td>-0.8469790668</td>
<td>0.6808007320</td>
<td>-1.3270653365</td>
</tr>
<tr>
<td>4</td>
<td>0.0001214607</td>
<td>0.0000518171</td>
<td>-3.3403181624</td>
</tr>
<tr>
<td>5</td>
<td>0.7570233066</td>
<td>-2.8262987868</td>
<td>-0.7475462755</td>
</tr>
<tr>
<td>6</td>
<td>1.5730969053</td>
<td>3.3512257461</td>
<td>-0.1623709168</td>
</tr>
<tr>
<td>7</td>
<td>-1.9439059568</td>
<td>-0.6916154178</td>
<td>0.4654297814</td>
</tr>
<tr>
<td>8</td>
<td>0.2933928266</td>
<td>-0.2070487005</td>
<td>1.2256570493</td>
</tr>
</tbody>
</table>

Table 4.1.: Near optimal coefficients for the rational approximation of the Faddeeva function of order \( N = 8 \) calculated using the code [112].
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Figure 4.5.: (a) Comparison between the analytic Faddeeva function \( w(\omega) \) and the rational approximation \( w_{\text{CF}}(\omega) \) of order \( N = 8 \) using the coefficients from Table (4.1). Plot (b) shows the real and imaginary part of the difference function \( \Delta(\omega) = w(\omega) - w_{\text{CF}}(\omega) \)

of Hubbard-type models within DMFT, it is sensible to demonstrate the accuracy of our method also at high energies, providing a significant improvement over the NRG at these high frequencies. These improvements are achieved by the following measures as well as the intrinsic properties and advantages of the DMRG:

1. As in the high resolution NRG study [83] we use the \( z \)-trick [81] with comparably high values of \( N_z \) (\( N_z = 16 \) and \( 32 \)). This allows to systematically increase the resolution of the spectra while at the same time keeping the (logarithmic) discretization parameter \( \Lambda \) at rather high values (e.g. \( \Lambda = 1.8-2 \)), keeping the size \( L \) of the Wilson chain easily tractable (\( L < 50 \)).

2. The DMRG treats the low and high lying states of the system on the same footing, i.e., states of high energy are not simply discarded as in the NRG. This property reduces the truncation error of the NRG, leading to the systematic deviations of NRG-spectra at high frequencies.

3. Unlike to the NRG, the DMRG is not built around the concept of the separation of energy scales which is artificially introduced through the logarithmic discretization, usually employing a rather high discretization parameter \( \Lambda = \mathcal{O}(2) \). Consequently, the DMRG permits the use of substantially smaller values of \( \Lambda \) and thus enables better access to the true continuum limit \( \Lambda \to 1 \) without increasing \( N_z \), but leading to longer Wilson chains.

4. Although not exploited in this thesis, the DMRG permits the use of entirely different (non-logarithmic) discretization schemes such as equispaced bath discretizations [86, 104, 116] which might be more appropriate for other specific systems and problems. This will be pursued in future work.

5. The use of Gaussian broadening leads to a better reproduction of sharp spectral features like band edges or (Mott) gaps as compared to the Lorentzian broadening with
its problematically long tails.

6. In contrast to the NRG, the DMRG does not require the impurity to be located at the boundaries of the Wilson chain. This allows, e.g., to use a chain of twice the size to treat two channel impurity models such as the two-impurity Anderson model without the exponential increase of the Hilbert space dimension as for the case of the NRG (compare Fig. 3.3b with Fig. 4.1). In addition, a ladder geometry with an impurity cluster at center can be used to treat models with up to four-channels, in some cases still with a tractable number of states\textsuperscript{16} (see Fig. 4.2).

These flexibilities and features make the DDMRG a very attractive impurity solver which entails several of the advantageous features of the NRG and improves upon some its limitations, namely its low resolution at high energies and the restriction to typically 1-2 orbital models. Whenever possible, we compare our method with the corresponding NRG results. To this end we restrict ourselves to logarithmic discretization ($\Lambda = 1.5 - 2.5$) and employ the $z$-trick with $N_z = 4 - 32$.

In the following sections we apply our method to impurity models of increasing complexity (1-3 orbital models with the general multi-orbital interaction Eq. 2.32) and focus on the low-energy sector.

### 4.4.1. Representation of non-interacting Green functions

We apply the G-DDMRG to the non-interacting single impurity Anderson model (SIAM)

$$H = \sum_{k,\sigma} \epsilon_k c_{k,\sigma} c_{k,\sigma} + \sum_{k,\sigma} (V_k d_{\sigma}^c c_{k,\sigma} + h.c.) + \sum_{\sigma} \epsilon_d d_{\sigma}^c d_{\sigma}. \quad (4.25)$$

This allows to compare the analytic Green function with the numerical results obtained from the logarithmic discretization of a (given) hybridization function

$$\Delta(\omega) = \sum_k \frac{|V_k|^2}{\omega - \epsilon_k + i0^+}$$

using the $z$-trick and employing the proportionally broadened representation of the peak function Eq. (4.19). In the non-interacting limit (i.e., for $\Sigma(\omega) = 0$) the Green function of the SIAM reads (see Eq. 3.12)

$$G^I(\omega) = \frac{1}{\omega - \epsilon_d - \Delta(\omega)}, \quad (4.26)$$

where $\epsilon_d$ denotes the on-site energy of the non-interacting impurity and the (complex) hybridization function. The Wilson chain representation of Eq. (4.25) takes the form

---

\textsuperscript{16}The number of states scales roughly exponentially with the number of ladder legs. This increase can be related to the growth of complexity of a two-channel NRG calculation as compared to the single-channel case.
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\[ H_z = V_z \sum_\sigma \left[ d_\sigma^\dagger c_{0,\sigma} + c_{0,\sigma}^\dagger d_\sigma \right] \]

\[ + \sum_{\sigma,n} \left[ \epsilon_{n,z} c_{n,\sigma}^\dagger c_{n,\sigma} + t_{n+1,z} \left( c_{n,\sigma} c_{n+1,\sigma} + c_{n+1,\sigma}^\dagger c_{n,\sigma} \right) \right] \]

\[ + \sum_\sigma \epsilon_\sigma d_\sigma^\dagger d_\sigma . \] (4.27)

The coefficients \( V_z, t_{n,z} \) and \( \epsilon_{n,z} \) are calculated within the typical NRG discretization scheme (see Appendix A). Note that we included the index \( z = 1, \ldots, N_z \) in Eq. (4.27) to emphasize that the \( z \)-trick yields \( N_z \) different realizations of the Wilson chain for a given hybridization function \( \Delta(\omega) \) (see Chapter 3.5).

We consider the particle-hole symmetric case in which we have \( \epsilon_d = 0 \) and \( \epsilon_{i,z} = 0 \) [68]. Then, in the Bogoliubov representation the matrix form for \( H_z \) becomes

\[ [H_z]_{i,j} = \begin{pmatrix} \epsilon_d & -V_z & 0 \\ -V_z & \epsilon_0 & -t_{0,z} \\ 0 & -t_{0,z} & \epsilon_1 \\ & & \ddots & \ddots & \ddots \\ & & & \ddots & \ddots \end{pmatrix} . \] (4.28)

With the operator \( d_\sigma^\dagger \) and the Fock vacuum \( |\text{Vac}\rangle \) a localized one-fermion state \( |d_\sigma\rangle \) at the impurity site can be expressed as

\[ |d_\sigma\rangle = d_\sigma^\dagger |\text{Vac}\rangle . \]

Suppressing the spin index, the corresponding impurity Green function for positive frequencies becomes

\[ G^>_z(\omega) = \left\langle d_\sigma \left| \frac{1}{\omega - H_z + i\delta} \right| d_\sigma^\dagger \right\rangle = \left[ \frac{1}{\omega - [H_z] + i\delta} \right]_{1,1} , \] (4.29)

where \( \delta \to 0^+ \). In the particle-hole symmetric case, the full Green function is

\[ G_z(\omega) = G^>_z(\omega) - [G^>_z(-\omega)]^* . \] (4.30)

Just as in Eq. (4.7), the definition of \( G^>_z(\omega) \) in Eq. (4.29) naturally embodies Lorentzian broadening for finite \( \delta \). To compare with our G-DDMRG method we utilize the result (4.17) replacing Lorentzian with Gaussian broadening and obtain for the greater Green function (an analogous expression holds for \( G^<_z(\omega) \))

\[ G^>_z(\omega) \to \left[ -\frac{i}{b\sqrt{\pi}} w \left( \frac{\omega - H_z}{b} \right) \right]_{1,1} . \] (4.31)
For proportional broadening Eq. (4.19) we obtain
\[ G_z(\omega) \rightarrow \left[ -\frac{i}{\hbar H_z \sqrt{\pi}} w \left( \frac{\omega - H_z}{\hbar H_z} \right) \right]_{1,1}. \] (4.32)

Averaging (c.f. Eq. 3.59) over all \( N_z \) Wilson chain realizations yields the final Green function
\[ G(\omega) = \frac{1}{\omega - \epsilon_d - \Delta(\omega)} \approx \frac{1}{N_z} \sum_{z=1}^{N_z} G_z(\omega). \] (4.33)

Concentrating on the non-interacting system Eq. (4.27), we use the analytic results for the Green function to assess the impact of the various approximations that enter the final DDMRG spectra. To this end we calculate the Green function Eq. (4.26) using three different methods:

1. We estimate the impact of the discretization error and the performance of \( z \)-averaging (alleviating the discretization error) by investigating the quality of the approximation Eq. (4.33).

2. Comparing the analytic result Eq. (4.26) with the \( z \)-averaged Green function calculated with the G-DDMRG method allows to estimate the additional error introduced by the G-DDMRG.

3. We contrast these data with the results from the NRG (applied to identical Wilson chains \( H_z \)) to demonstrate the advantages of the G-DDMRG over the NRG at higher excitation energies.

To be specific we consider the semi-elliptic DOS [58]
\[ \rho(\epsilon) = \frac{1}{2\pi t^2} \sqrt{4t^2 - \epsilon^2} \] (4.34)
and choose the bandwidth \( W = 4t^2 \) as our energy unit \( (W \equiv 1) \). The corresponding (non-interacting) Green function is obtained by the Hilbert transform [58]
\[ G(\omega) = \frac{1}{2t^2} (\omega - \sqrt{\omega - 2t} \sqrt{\omega + 2t}). \] (4.35)
and in this case the hybridization function is given by [58]
\[ \Delta(\omega) = \frac{1}{2} \sqrt{1/4 - \omega^2} \] (4.36)
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\[ \Lambda = 1.5 \]
\[ b = 0.02W \]
\[ b_0 = 0.002W \]

\[ \Lambda = 3 \]
\[ b = 0.026W \]
\[ b_0 = 0.0026W \]

**Figure 4.6.** Direct calculation of the \( z \)-averaged spectral function \( A(\omega) (\text{Re}A(\omega) \equiv -1/\pi\text{Re}G(\omega)) \) for the non-interacting SIAM using the rational approximation Eqs. (4.32), (4.33) for \( \Lambda = 1.5 \) and \( \Lambda = 3 \). The plots demonstrate how the \( z \)-trick \((N_z = 32)\) allows to achieve a high resolution at high energies \((\omega \approx W)\) despite the relatively large \( \Lambda \) in (b), (b'). The high resolution is marked by the very good reproduction of the sharp band-edges of the analytic result \( G_{an}(\omega) = (2t^2)^{-1}(\omega - \sqrt{\omega^2 - 2t^2} + t^2) \) where \( W = 4t^2 \). The small deviations (which are most pronounced around the band-edges) become only visible using proper magnification [plots (a'), (b')].

From this hybridization function the logarithmic discretization (Appendix A) using the \( z \)-trick yields the on-site energies \( \epsilon_{z,i} \) and hopping constants \( t_{j,z} \). This defines \( N_z \) Wilson chains and Hamiltonian matrices \([H_z]_{i,j}\) according to Eq. (4.28). The resulting Hamiltonian matrices are then directly inserted into Eq. (4.32) to calculate \( G_z(\omega) \). In Fig. (4.6) we compare the numerically obtained and \( z \)-averaged \((N_z = 32)\) spectral function \(-1/\pi G(\omega)\) from Eq. (4.33) with the analytic result (Eq. 4.34). To assess the impact of the logarithmic discretization on the resolution of the spectra we consider two quite different values of the discretization parameter \((\Lambda = 1.5, 3)\) and chain lengths \((N = 60, 18)\). We stress that these two parameter sets \((\Lambda, N)\) are intentionally chosen to be very different. This allows to directly assess the impact of the discretization on the quality of the spectra.

---

\(^{17}\)With \( z = 1, \ldots, N_z, i = 0, \ldots, N - 1 \) and \( j = 0, \ldots, N - 2 \).
Figure 4.7: (a) Comparison between the impurity spectral function \( A_{\text{Imp}}(\omega) \) obtained using the G-DDMRG, discretized result \( A_{\text{disc}}(\omega) \), and the analytic spectral function \( A_{\text{Latt}}(\omega) = \frac{1}{2\pi} \sqrt{4t^2 - \epsilon^2} (N_z = 4) \). (b) Shows the same spectrum obtained using the FDM-NRG at low temperatures \( T = 10^{-6}W \). The parameters for the NRG calculation are \( \Lambda = 1.75 \), the comparably high value \( N_z = 16 \) and \( N = 4000 \) kept states without counting multiplicities (\( U(1)_{\text{charge}} \otimes \text{SU}(2)_{\text{spin symmetry}} \)).

The obtained results Fig. (4.6) demonstrate the power of the interleaved scheme (\( z \)-trick) in combination with logarithmic discretization in that the two parameter sets lead to essentially the same results for \( G(\omega) \) and exhibit only very small broadening effects at the band edges. Thus, even very short Wilson chains and relatively large \( \Lambda \)s can be employed to calculate highly resolved spectra that capture sharp features even at higher frequencies.

We note that for \( \Lambda = 3 \) (Fig. 4.6b) the broadening had to be moderately increased as compared to \( \Lambda = 1.5 \) to remove the finite size oscillations in \( G(\omega) \).

4.4.2. Non-interacting Green functions

The next natural step is to employ the G-DDMRG to recalculate the data from Fig. (4.6) using identical parameters. In this case the data in Fig. (4.6) serves as an upper limit in terms of quality and resolution achievable using the G-DDMRG. In this case, evaluating Eq. (4.33) involves the following approximations:

1. The logarithmic bath discretization required for the construction of the individual Wilson chain \( H_z \) (Eq. 4.28).
2. The representation of the \( \delta \)-function by means of a Gaussian (Eq. 4.32) with proportional broadening.
3. The approximation of the thermodynamic limit using the \( z \)-trick.

Solving the Wilson chains \( H_z \) using the G-DDMRG introduces additional approximations:

1. The DDMRG error (predominately due to truncation).
2. The error due to the rational approximation of the Gaussian Eq. (4.23).
3. Performing the matrix inversions in Eq. (4.23) by means of a linear solver (see Chapter 4.3).

The comparison between
1. the analytic spectral function, \( A_{\text{Latt}}(\omega) = \frac{1}{\pi \xi^2} \sqrt{4\xi^2 - \epsilon^2} \), i.e., Eq. (4.34),
2. the discretized result, \( A_{\text{disc}}(\omega) \) as obtained using Eq. (4.33),
3. the (impurity) spectral function \( A_{\text{Imp}}(\omega) \) obtained using G-DDMRG,

thus allows to estimate the impact of the series of approximations which are at the core of the G-DDMRG and provides an important benchmark to assess the quality of interacting spectra.

To this end we consider the discretization parameter \( \Lambda = 1.75 \), chains of length \( N = 30 \) and the moderate value \( N_z = 4 \). We show the results of these calculations in Fig. (4.7a). Besides the expected deviations between \( A_{\text{Latt}}(\omega) \) and \( A_{\text{Imp}}(\omega) \) at higher frequencies and in particular at the band edges (\( \omega = \pm W/2 \)) due to finite broadening, our solver achieves very good agreement with the analytic result even at higher frequencies. The impact of the G-DDMRG approximations on the spectra is very small as there is hardly any difference between \( A_{\text{disc}}(\omega) \) and \( A_{\text{Imp}}(\omega) \). In Fig. (4.7b) we present the results of the analogous calculation performed with the NRG (\( \Lambda = 1.75 \)) but with a significantly larger value \( N_z = 16 \). Here the impurity spectral functions shows significant deviations from the analytic result even close to the Fermi-level (\( \omega = 0 \)). The spectra also exhibit significant finite-size oscillations which could be eliminated with larger broadening. Note, however, that by means of Bulla’s self-energy trick one can still obtain reasonable self-energies using this (impurity) Green function.

For completeness the corresponding real parts, i.e., \( \text{Re}A(\omega) = -1/\pi \text{Re}G(\omega) \) are shown in Fig. (4.8). The kinks of the analytic result \( \text{Re}A_{\text{Latt}}(\omega) \) at \( \omega = \pm W/2 \) emphasizes the increased resolution of the G-DDMRG data.

### 4.4.3. Interacting spectral functions for the single-impurity Anderson model

We apply the G-DDMRG to the interacting SIAM with semi-elliptic hybridization function and consider the comparably strong interaction strength \( U = W \). In particular, we directly compare our method with the deconvolved DDMRG data available from Ref. [86]. To this end we employ logarithmic discretization (\( \Lambda = 2 \)) as well as the \( z \)-trick with \( N_z = 32 \). This combination of a very high value of \( N_z \) and a moderate \( \Lambda \) allows to directly to assess the overall performance of our method to reach a high resolution also a higher excitation energies despite utilizing logarithmic discretization and comparably short Wilson chains of length \( L = 26 \). Specifically we consider here the spectral functions obtained by the
Figure 4.8: Real parts (Re \( A(\omega) = -1/\pi \text{Re} G(\omega) \)) of the data from Fig. (4.7). Identical parameters are used in the G-DDMRG as well as the NRG data.

G-DDMRG, i.e., the quantities

\[
A(\omega) = -\frac{1}{\pi N} \sum_z \text{Im} G_z(\omega),
\]

where

\[
G_z(\omega) = \langle E_{0,z} | d_\sigma | CV'_z \rangle
\]

and (using the proportional broadening scheme)

\[
|CV'_z\rangle_z = -\frac{i}{[b(H_z - E_{0,z}) + b_0]\sqrt{\pi}} \, w \left[ \frac{\omega - (H_z - E_{0,z})}{b(H_z - E_{0,z}) + b_0} \right] d_{\sigma}^\dagger | E_{0,z} \rangle.
\]

The comparison between the G-DDMRG and the deconvolved (Lorentzian) DDMRG spectra from Ref. [86] is provided in Fig. (4.9). The data basically agree on all energy scales. Small deviations only appear at comparably high excitation energies in the order of half the bandwidth (Fig. 4.9b). We note that the origin of these (essentially negligible) deviations could stem from either method. Finally, in Fig. (4.10) we compare the G-DDMRG results with the NRG and obtain perfect agreement at low energies while the results at higher excitation energies differ as expected because of the truncation inherent to the NRG method.

Finally we calculate the sum-rule\(^{18}\)

\[\int_{-\infty}^{\infty} A(\omega) d\omega \simeq 1.996\]

\(^{18}\)We actually consider here \( A(\omega) = A_{1}(\omega) + A_{\uparrow}(\omega) \) because the spin degeneracy (SU(2) symmetry) implies \( A_{\uparrow}(\omega) = A_{1}(\omega) \).
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Figure 4.9.: Comparison between the deconvolution-free G-DDMRG data (red) and the deconvolved DDMRG results extracted from Ref. [86] (blue) for the SIAM with semi-elliptic hybridization function. The z-trick with $N_z = 32$ and logarithmic discretization with $\Lambda = 2$ is employed in the calculation; we consider Wilson chains of length $L = 24$. Broadening parameters for the G-DDMRG are $b = 0.01$, $b_0 = 0.0002W$.

which deviates from the analytic result $\int_{-\infty}^{\infty} A(\omega) d\omega = 2$ by merely $\approx 2\%$ which is an extremely good agreement. The reason for these deviations is predominantly due to the finite number of points with which the spectral function is sampled (here we use $N = 248$ sampling points and evaluate the integral using linear interpolation).

4.4.4. Higher-order correlation functions

In many situations the information provided by (dynamical) single-particle quantities is not sufficient to describe the behavior of correlated systems in a transparent manner. One striking example for such a case is given in Chapter 6. Higher-order correlation functions are also of prime interest to make contact with the experiment which usually probe various response functions like spin- or the charge-susceptibilities. Regarding the implementation of the DMFT, the explicit calculation of the self-energy is crucial for accurate results. For the single-band Hubbard model in DMFT this requires the calculation of the higher Green function (see Chapter 3.1)

$$F_\sigma(\omega) = \langle \langle d_{-\sigma}^\dagger d_{-\sigma} d_{\sigma}, d_{-\sigma}^\dagger \rangle \rangle_\omega .$$ (4.40)

Corresponding generalizations exist for multi-band Hubbard-type models and the underlying more complicated impurity problems. For these reasons, and to simply demonstrate the versatility of the G-DDMRG method, we illustrate here the calculation of such quantities. To this end we consider the SIAM with semi-elliptic hybridization function and

Note that the deviations within a standard NRG calculation (excluding sum-rule conserving methods like FDM-NRG) is of the order of a few percent [68].
concentrate on the Green function $F(\omega)$ given in Eq. (4.40) as well as the (impurity) spin-susceptibility

$$\chi_{sp}(\omega) = \langle \langle S_z, S_z \rangle \rangle_{\omega}. \quad (4.41)$$

We first note that $F(\omega)$ can be obtained with only minimal numerical effort when calculating the single-particle Green function

$$G^>(\omega) = \langle E_0 | d_\sigma | CV' \rangle \quad (4.42)$$

within G-DDMRG (c.f. Eq. 4.38) involving the scalar product between the (generalized) correction vector $| CV' \rangle$ and $\langle E_0 | d_\sigma$, where the calculation of $| CV' \rangle$ is by far the most demanding step in the G-DDMRG procedure. In terms of the correction vector the higher Green function $F_\sigma(\omega)$ reads

$$F^>(\omega) = \langle E_0 | d_{-\sigma} d_{-\sigma} d_\sigma | CV' \rangle . \quad (4.43)$$

Since the correction vector $| CV' \rangle$ in both equations (4.42) and (4.43) is the same quantity, obtaining $F(\omega)$ only involves the additional (minor) computation of the vector $\langle E_0 | d_{-\sigma} d_{-\sigma} d_\sigma$.

In Fig. (4.11) we present the corresponding data and compare it with $F(\omega)$ as obtained with the NRG. At low frequencies the data agree almost perfectly while at high frequencies the G-DDMRG result is more peaked. This discrepancy is simply due to the higher resolution of the presented G-DDMRG data and can be eliminated by choosing larger broadening parameters. We note that the function $F(\omega)$ (and its multi-orbital counterparts) provide an essential ingredient in the DMFT calculations of Chapters 4.4.5, 4.4.5 and 4.5.

Next, we consider response functions and take the (local) spin-susceptibility (Eq. ) as an representative example. Here, the generalized correction vector simply reads

$$| CV' \rangle = -\frac{i}{[b(H - E_0) + b_0]} w \left[ \frac{\omega - (H - E_0)}{b(H - E_0) + b_0} \right] S_z | E_0 \rangle . \quad (4.44)$$
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Figure 4.11.: Comparison between the G-DDMRG (green) and the NRG (red) results for the higher Green function $F_{\sigma}(\omega) = \langle \langle d^\dagger_{-\sigma} d_{-\sigma}, d^\dagger_{\sigma} d_{\sigma} \rangle \rangle_{\omega}$. At low energies we obtain almost perfect agreement, whereas the G-DDMRG yields more peaked spectra at higher energies due to its higher resolution in the present calculation.

Consequently one has

$$\chi_{sp}^2(\omega) = \langle E_0 \mid S_z \mid CV' \rangle .$$

In Fig. (4.12) we compare the corresponding G-DDMRG results with the NRG and find practically perfect agreement.

4.4.5. High resolution Dynamical Mean-Field Theory spectra

In the previous sections we considered (non self-consistent) impurity models. Such models are characterized by a predefined hybridization function $\Delta(\omega)$. Usually, these hybridization functions contain only few features, such as in the case of the “standard” SIAM with $\text{Im}\Delta(\omega) = \text{const.}$ or in the previously considered cases with a semi-elliptic hybridization function. The presence of only a few features in $\Delta(\omega)$ naturally raises the question whether the logarithmic discretization is able to resolve the various features which are introduced into the hybridization function by the DMFT self-consistency cycle and appear at different energy scales. In this case, the G-DDMRG in combination with the $z$-trick and a low value of the logarithmic discretization (e.g., $\Lambda = 1.5$) can be expected to yield spectra which represent more trustworthy results and better resolution at high frequencies as compared to the NRG [83] as well the (deconvolved) DDMRG spectra [99]. In Fig. (4.13) we plot the self-consistent DMFT results for the single-band Hubbard model using the G-DDMRG as an impurity solver for DMFT. We employ the semi-elliptic DOS with bandwidth $W \equiv 1$ as the energy unit. Our particular goal is to investigate the dependence of the high-energy

---

For the single-band Hubbard model in DMFT this would be the quasiparticle peak at small energies, the Hubbard bands and, approaching the Mott metal insulator transition, sub-features in the Hubbard bands at intermediate energies.
sector on the discretization parameter $\Lambda$ and to assess the quality of the solver by the degree in which the DMFT self-consistency condition (see Eq. 2.31) $A_{\text{Imp}}(\omega) = A_{\text{Latt}}(\omega)$ is fulfilled. We perform these investigations in Fig. (4.13) and obtain two central results:

1. Despite the usage of the $z$-trick with the comparable high $N_z = 16$ and consequently small broadening parameters, the Hubbard bands in Fig. (4.13a) and (b) do exhibit sizable and unphysical finite-size oscillations. For the given set of broadening parameters these only disappear for $\Lambda \approx 1.5$ Fig. (4.13c).

2. In all cases Fig. (4.13a-c) the DMFT self-consistency, i.e., the approximate (numerical) equality

$$A_{\text{Imp}}(\omega) \simeq A_{\text{Latt}}(\omega)$$

is adequately fulfilled and matches the quality of the self-consistency condition in a typical high-resolution NRG calculation (see Fig. 4.14 for a comparison). Note that within NRG, the lattice Green function is generally considered to be of higher quality (see the discussion of Bulla’s self-energy trick in Ref. [68]).

Moreover we note that in accordance to the two studies [99, 83] we also find the presence of a small resonance in the lower part of the Hubbard bands (red arrow in Fig. 4.13c) which persists for smaller $\Lambda$s. Since this feature is observed using three rather independent approaches it probably represents a physical reality that should be investigated in further studies. The independence of the low-energy sector of the discretization parameter $\Lambda$ and thus the chain lengths is studied in detail in the next subsection.

### 4.4.6. Resolution at low energies

In the following subsection we will apply the G-DDMRG to solve a three-channel impurity model which maps onto to a ladder-type quasi one-dimensional lattice that has to be solved
Figure 4.13.: G-DDMRG applied to the single-band Hubbard model (DMFT) with $U/W = 1.2$ with the semi-elliptic DOS using values of the logarithmic discretization parameter $\Lambda$ ($\Lambda = 2.5, 2.0, 1.5$) in figures (a, b, c).

by the DMRG (see Fig. 4.2 for the corresponding geometry). In particular for such systems, the length $N$ of the Wilson chains representing the corresponding hybridization functions $\Delta_i(\omega)$ becomes a critical limitation for the solvability of the impurity problem and should be kept as short as possible.

Since our main focus lies in the low-energy properties of these models it seems tempting to keep the number of bath sites limited by using a comparably large discretization parameter of, say, $\Lambda = 2.5$ and to compensate for the low number of bath degrees-of-freedom by employing the $z$-trick with a large $N_z$. Thus, we assess the implications on the quality of the spectra at low energies when increasing the discretization parameter $\Lambda$ and reducing the number of bath sites.

This is performed in Fig. (4.15) where we provide a magnified view into low-energy region of the data presented in Fig. (4.13). Despite the significant differences at high excitation energies (Fig. 4.13), the low-energy spectra exhibit a remarkably weak $\Lambda$ and $N$ dependence. The calculated Green functions and self-energies behave basically indistinguishable for the wide range of used parameters ($\Lambda_1 = 2.5, N_1 = 18, \Lambda_2 = 2.0, N_2 = 28, \Lambda_3 = 1.7, N_3 = 38,$ and, $\Lambda_4 = 1.5, N_4 = 58$) up to excitation energies $\omega \lesssim 0.3W$. We thus con-
include that already quite short chains allow a precise description of the low-energy physics of impurity models.

Since the sufficiently good agreement applies to the Green functions as well as the self-energies (both fully self-consistent), it becomes possible to perform DMFT calculations which are accurate at low-energies by using short Wilson chains, e.g., \((\Lambda_1 = 2.5, N_1 = 18)\). Consequently, short chains allow the precise description of the effective dispersion and self-energy kinks, at least for frequencies above a certain low-energy cutoff which is determined by \((\Lambda, N)\).

In Fig. (4.15d) we further exemplify the good description of \(\text{Re}\Sigma(\omega)\) that can be achieved using short chains by comparing it with a (computationally quite demanding) high-resolution NRG calculation. The almost perfect agreement again verifies the above results. Comparing Fig. (4.13) with Fig. (4.15) demonstrates the possibility to trade off precision specifically at high energies with a significant decrease of the chain length \(N\) and to still accurately describe the low-energy sector. This result is of vital importance for the application of the G-DDMRG to three-channel impurity problems which are at the core of three-band Hubbard models within DMFT. This is discussed in Chapter 4.5.
4.5 Application to multi-channel problems

With its ability to properly describe the low-energy physics of the SIAM using comparably short chains, our method becomes interesting for the investigation of more complicated multi-channel impurity problems which are at the heart of multi-orbital DMFT. In the multi-channel case the advantageous properties of the DMRG over the NRG become manifest quite directly because the impurity is not required to be located on the leftmost position as is the case with the NRG. Thus a (simple) chain of twice the size will already describe the effective model for a two-channel impurity model\textsuperscript{21}. This feature is illustrated in Fig. (4.1) for the two-channel case with two impurity orbitals.

We benchmark our approach directly taking the self-consistent solution of the two-orbital

\textsuperscript{21}In DMRG the computational cost increases roughly exponentially with number of legs in a ladder while increasing its length usually is much less costly, i.e., the cost grows roughly linear with the length of the chain.
Figure 4.16: We compare the spectral functions of the two-band Hubbard model in the orbital-selective Mott phase within DMFT between the NRG (a) and the G-DDMRG (b). Both methods yield practically identical results. Model parameters are given in Fig. (4.17). The system is treated in detail in Chapter 6.

Hubbard model in the Orbital selective Mott phase (OSMP) as a highly non-trivial example. Since the properties of this system will be elaborated in detail in Chapter 6, we will restrict ourselves here on comparing the NRG results with the results obtained from the G-DDMRG. Systems in the OSMT exhibit metallic and insulating properties at the same time (see Chapter 6). This feature constitutes a significant challenge for any impurity solver due to the difficulty of reproducing a true gap using a finite representation of the \( \delta \)-function. In this case the NRG can be considered as a numerical "gold standard" due to the exponential increase in resolution as the Fermi-level is approached. We will thus test the G-DDMRG against our implementation of the two-band Hubbard model within the NRG (see Ref. [117] and Chapters 5, 6).

The comparison between the NRG and the G-DDMRG is shown in Figs. (4.16) and (4.17). Here both methods yield practically the same results and the marginal differences at higher excitation energies are due to the limited number \( (N = 202) \) of sampling points in the G-DDMRG data and the different representation of the Dirac \( \delta \)-function (Log Gaussian in the NRG data versus Gaussian in the G-DDMRG).

Finally we consider the spectral sum-rule

\[
\int_{-\infty}^{\infty} A_i(\omega) d\omega = N_i
\]

with \( N_i = 2 \). In the present case we find

\[
\int_{-\infty}^{\infty} A_1(\omega) d\omega \approx 1.999
\]

\[
\int_{-\infty}^{\infty} A_2(\omega) d\omega \approx 1.997 .
\]
4.5 Application to multi-channel problems

![Graph of metallic self-energies](image)

**Figure 4.17.** Metallic self-energies corresponding to the spectral functions from Fig. (4.16) calculated within the NRG (a) and the G-DDMRG (b). Model parameters are given in (a).

We thus obtain very small errors in the range of a few permill. These errors are predominantly due to the discrete number of sampling points ($N = 202$) of the spectral functions.

Finally we consider the three-band Hubbard model within DMFT. The underlying the three-channel impurity model with the local interaction given by Eq. 4.6. The resulting geometry is shown in Fig. (4.2). Due to the enormous numerical cost of such G-DDMRG calculations we consider here only the degenerate system, i.e.,

$$G_{\text{Latt},1}(\omega) = G_{\text{Latt},2}(\omega) = G_{\text{Latt},3}(\omega).$$

As in the previous calculations, we consider semi-elliptic densities of states

$$\rho_1(\omega) = \rho_2(\omega) = \rho_3(\omega) = \frac{1}{2\pi^2} \sqrt{4t^2 - \epsilon^2}$$

and restrict ourselves to half-filling. Since our main interest lies in the low-energy physics we can utilize the preparatory work of Chapter 4.4.6, i.e., we use the comparably large discretization parameter $\Lambda = 2.5$ and correspondingly short Wilson chains $N = 18$ for each of the three electron baths. With these simplifications the system becomes tangible for the currently available computing infrastructure.

The resulting (lattice) spectral function is shown in Fig. (4.18). The spectral sum-rule for the (lattice) spectral functions yields

$$\int_{-\infty}^{\infty} A_i(\omega) d\omega \simeq 1.996,$$

i.e., again a deviation of a few permill (the impurity spectral functions exhibit in this case an even smaller deviation). Note that we discuss the low-energy physics of this system in more detail in Chapter 5.6.1.
Figure 4.18.: Spectral function for the three-band Hubbard model (DMFT) solved with the G-DDMRG. The Hund's rule coupling leads to a much more sharply peaked quasiparticle resonance as compared to the case $J = 0$, i.e., the single-band Hubbard model (c.f. Ref. [118]).
5. Emergence of a common energy scale close to the orbital-selective Mott transition

In this chapter we investigate 'kinks'\(^1\) in the effective dispersion \(E_k\) of the two-band Hubbard model using DMFT. This work which is primarily based on Ref. [117] extends previous work on kinks in the single-band Hubbard model [24, 25, 26]. The central result of Ref. [24] was the discovery of kinks in \(E_k\) with a purely electronic origin. This means that such kinks do not require any coupling to external bosonic degrees of freedom, but originate from the correlated behavior of interacting many body systems. For the single-band model the Fermi-liquid scale \(\omega^*\) can be connected to the width of the quasiparticle peak of the local spectral function \(A(\omega)\) (see Ref. [24]). Moreover, it was demonstrated [25, 26] that the energy scale \(\omega^*\) is linked to the characteristic energy scale \(\omega_{kp}\) of spin fluctuations (i.e., the Kondo scale).

Going to the two-orbital case allows to explore the origin and characteristic energy scale of kinks in the effective electronic dispersion in a more general context. To achieve this, we consider the metallic (paramagnetic) phase close to orbital-selective Mott transition (OSMT) [119, 120]. This specific system is characterized by the fact that charge excitations have a definite band-dependent energy which can be tuned by the ratios between the Coulomb interaction and the bandwidths, i.e., by \(U/W_1\) and \(U/W_2\) (see Chapter 5.1 for more details). At the same time the system allows to directly influence on the strength of interorbital spin-excitation through the Hund's rule coupling \(J\). Thus, by considering a more complex and general system (with more parameters) as compared to the single-band Hubbard model, it becomes possible to directly disentangle the scales of charge- and spin-excitations in each band and obtain a more direct understanding of the nature of kinks within DMFT. As a consequence we also obtain important information on the low-energy dynamics close to the OSMT. To this end we construct a minimal model (see Chapter 5.5) that captures the low-energy physics close to the OSMT within the DMFT approximation and enables a transparent insight into the dynamics of the DMFT solution at (and below) the energy scale of the kinks \(\omega^*\).

\(^1\)Also see the discussion in the introduction.
5.1. The two-band Hubbard model within Dynamical Mean-Field Theory

As discussed above, we consider a two-band Hubbard model with two different bandwidths ($W_1$ and $W_2$) which is the simplest system that exhibits an OSMT. The (local) interaction is given by the (simplified) Kanamori form Eq. (4.5). The system possesses the same on-site repulsion $U$ for both bands. An interorbital repulsion $U_1$ and a ferromagnetic Hund's rule spin exchange $J$ introduce a coupling between the bands. We solve the system by employing the DMFT. The system is described by the following model Hamiltonian

$$ H = \sum_{i,j,m} t_{ij,m} d_{i\sigma}^\dagger d_{j\sigma} + H_{\text{int}}, $$

$$ H_{\text{int}} = U \sum_{i,m} n_{i\uparrow,m} n_{i\downarrow,m} + \sum_{i,\sigma'} (U_1 - \delta_{\sigma\sigma'} J) n_{i\uparrow,m} n_{i\downarrow,m} $$

$$ + \frac{J}{2} \sum_{i,m,\sigma} d_{i\sigma,m}^\dagger d_{i\sigma,m} + d_{i\sigma,m}^\dagger d_{i\sigma,m}, $$

where $\sigma = \uparrow, \downarrow$ denotes spin index and $m = 1, 2$ the orbital index. Note that a bar over an index denotes the opposite spin or orbital. We stress that the two bands do not hybridize but are coupled exclusively by the interorbital interactions $U_1$ and $J$, i.e., by two-particle terms. We consider $U, U_1$ and $J$ as independent parameters which can take arbitrary values. We concentrate on half-filled ($n_1 = n_2 = 1$), particle-hole symmetric systems throughout this chapter.

As in the single-band case the correlation strengths of the two bands may be roughly parametrized by the (unequal) ratios $U/W_1$ and $U/W_2$, defining the energy scale of intraorbital charge excitations. Due to this difference in the relative interaction strengths an orbital-selective Mott transition (OSMT) occurs upon increase of $U$ [36, 122, 123, 35, 124, 34, 125, 126]. As in the previous chapters we assume semi-elliptic densities of states,

$$ \rho_m(\epsilon) = \frac{8}{\pi W_m^2} \sqrt{(W_m/2)^2 - \epsilon^2}, $$

with bandwidths $W_1 < W_2$.

Within DMFT the lattice model with local interactions is mapped onto the following two-impurity Anderson model (TIAM) [125, 127] (also see Chapter 4.1)

$$ H_{\text{TIAM}} = \sum_{k,m,\sigma} \epsilon_{k,m} c_{k,m,\sigma}^\dagger c_{k,m,\sigma} + \sum_{m,\sigma} \epsilon_m n_{m,\sigma} $$

$$ + \sum_{k,m,\sigma} (V_{k,m} c_{k,m,\sigma}^\dagger d_{m,\sigma} + \text{h.c.}) + H_{\text{int}}^{\text{loc}}, $$

where the local interaction $H_{\text{int}}^{\text{loc}}$ has the same form as $H_{\text{int}}$, but without the index $i$.

2The physically relevant choice for $U_1$ in the case of $d$ electrons is less general and reads $U_1 = U - 2J$ [121].

3Note that Mott transitions are primarily induced by charge excitations.
5.2. Importance of two-particle spectra

Already at this stage, it is possible to draw far-reaching conclusions about the character of the system (Eq. 5.1) within the DMFT approximation: The absence of inter-orbital hopping terms in Eq. (5.2) is reflected by diagonal single-particle quantities (Green functions $G(\omega)$, self-energies $\Sigma(\omega)$ and hybridization functions $\Delta(\omega)$). The diagonal form of the single-particle quantities thus reflects the absence of inter-orbital coupling through single-particle (hopping) processes\(^4\). Off-diagonal matrix elements, i.e., indicators of inter-orbital processes, only appear in two-particle (and higher-order) Green functions on account for the inter-orbital coupling due to $H_{\text{int}}$ which proceeds via two-particle processes of spin-spin and charge-charge type. To investigate this behavior more closely we consider here the corresponding two-particle Green functions, i.e., (local) spin and charge-susceptibilities:

$$\chi^{\text{th}}_{m,m'}(\omega) = -\frac{1}{\pi} \text{Im} \langle \langle N_m, N_{m'} \rangle \rangle_\omega$$

$$\chi^{\text{sp}}_{m,m'}(\omega) = -\frac{1}{\pi} \text{Im} \langle \langle S_{z,m}, S_{z,m'} \rangle \rangle_\omega,$$

where $m, m' = 1, 2$ and

$$N_m = \frac{1}{2}(d_{m,\downarrow}d_{m,\uparrow} + d_{m,\uparrow}^\dagger d_{m,\downarrow}^\dagger)$$

$$S_{z,m} = \frac{1}{2}(d_{m,\uparrow}d_{m,\downarrow} - d_{m,\downarrow}^\dagger d_{m,\uparrow}^\dagger).$$

We express the correlation functions Eqs. (5.3) and (5.4) through their equations of motion

$$\omega \langle \langle S_{z,m}, S_{z,m'} \rangle \rangle_\omega = \langle \langle [S_{z,m}, S_{z,m'}] \rangle \rangle + \langle \langle [S_{z,m}, H_{\text{TIAM}}], S_{z,m'} \rangle \rangle_\omega$$

and

$$\omega \langle \langle N_m, N_{m'} \rangle \rangle_\omega = \langle \langle [N_m, N_{m'}] \rangle \rangle + \langle \langle [N_m, H_{\text{TIAM}}], N_{m'} \rangle \rangle_\omega,$$

where

$$[S_{z,m}, H_{\text{TIAM}}] = J(1 - 2\delta_{2,m}) \left( S_1^+ S_2^- - S_2^+ S_1^- \right)$$

$$+ \frac{1}{2} \sum_k V_{km} \left[ -c_{k,m,\uparrow}^\dagger d_{m,\uparrow} + d_{m,\uparrow}^\dagger c_{k,m,\uparrow} + c_{k,m,\downarrow}^\dagger d_{m,\downarrow} - d_{m,\downarrow}^\dagger c_{k,m,\downarrow} \right]$$

and

$$[N_m, H_{\text{TIAM}}] = -J(1 - 2\delta_{2,m}) \left( d_{1,\uparrow}^\dagger d_{1,\downarrow}^\dagger d_{2,\downarrow} - d_{2,\uparrow}^\dagger d_{2,\downarrow}^\dagger d_{1,\downarrow} \right)$$

$$+ \frac{1}{2} \sum_k V_{km} \left[ -c_{k,m,\uparrow}^\dagger d_{m,\uparrow} + d_{m,\uparrow}^\dagger c_{k,m,\uparrow} - c_{k,m,\downarrow}^\dagger d_{m,\downarrow} + d_{m,\downarrow}^\dagger c_{k,m,\downarrow} \right].$$

\(^4\)Being provided with such single-particle quantities, it is consequently not directly possible to discern whether it belongs to real two-orbital system with a complicated inter-orbital coupling through $H_{\text{int}}^{\text{loc}}$ or just an ensemble of two decoupled single-orbital systems.
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Note that the interorbital repulsion $U_1$ does not enter the equations of motion directly because it commutes with $n_{m,\sigma} \equiv d^\dagger_{m,\sigma} d_{m,\sigma}$. This is contrasted by the special role of the Hund’s rule coupling $J$ which induces a mixed term with respect to the orbital indices. As a result the correlation functions Eqs. (5.3) and (5.4) cannot be diagonal in the orbital indices for $J \neq 0$.

The single-particle Green functions\(^5\) $G_{m,m'}(\omega) = \langle \langle d_{m,\sigma}, d^\dagger_{m',\sigma} \rangle \rangle_{\omega}$, however, can easily be shown to be diagonal, i.e., $G_{m}(\omega) \equiv G_{m,m}(\omega)$ and $G_{m,m'}(\omega) \propto \delta_{m,m'}$. The equations of motion for the single-particle Green functions read

$$\omega \langle \langle d_{m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega} = 1 + \epsilon_{m} \langle \langle d_{m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega} + \langle \langle [d_{m,\sigma}, H_{\text{loc}}^{\text{int}}], d^\dagger_{m,\sigma} \rangle \rangle_{\omega} \tag{5.5}$$

and

$$\omega \langle \langle d_{1,\sigma}, d^\dagger_{2,\sigma} \rangle \rangle_{\omega} = \epsilon_{1} \langle \langle d_{1,\sigma}, d^\dagger_{2,\sigma} \rangle \rangle_{\omega} + \langle \langle [d_{1,\sigma}, H_{\text{loc}}^{\text{int}}], d^\dagger_{2,\sigma} \rangle \rangle_{\omega} \tag{5.6}$$

$$\omega \langle \langle d_{2,\sigma}, d^\dagger_{1,\sigma} \rangle \rangle_{\omega} = \epsilon_{2} \langle \langle d_{2,\sigma}, d^\dagger_{1,\sigma} \rangle \rangle_{\omega} + \langle \langle [d_{2,\sigma}, H_{\text{loc}}^{\text{int}}], d^\dagger_{1,\sigma} \rangle \rangle_{\omega} \tag{5.7}$$

The $k$-dependent Green function $\langle \langle c_{k,m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega}$ in Eq. (5.5) can be eliminated using its equation of motion:

$$\omega \langle \langle c_{k,m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega} = V_{km} \langle \langle d_{m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega} + \epsilon_{km} \langle \langle c_{k,m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega} \tag{5.8}$$

Solving Eq. (5.8) for $\langle \langle c_{k,m,\sigma}, d^\dagger_{m,\sigma} \rangle \rangle_{\omega}$ and inserting into Eq. (5.5) yields

$$G_{m}(\omega) = \frac{1}{\omega - \epsilon_{m} - \Sigma_{m}(\omega) - \Delta_{m}(\omega)} \tag{5.9}$$

Here we introduced the diagonal self-energies $\Sigma_{m}(\omega)$ according to (see Refs. [67, 68])

$$\Sigma_{m}(\omega) \equiv \frac{F_{m}(\omega)}{G_{m}(\omega)},$$

where

$$F_{m}(\omega) = \langle \langle [d_{m,\sigma}, H_{\text{loc}}^{\text{int}}], d^\dagger_{m,\sigma} \rangle \rangle_{\omega}.$$  

The calculation of this correlation function within the NRG using symmetries is detailed in Appendix D. The hybridization functions $\Delta_{m}(\omega)$ are obtained from Eqs. (5.5) and (5.8) in the expected form (c.f. Eq. 2.45)

$$\Delta_{m}(\omega) = \sum_{k} \frac{|V_{km}|^2}{\omega + i0 - \epsilon_{km}} \tag{5.10}$$

\(^5\)We suppress the spin indices because of the $SU(2)$ symmetry of the Hamiltonian Eq. (5.2).
5.3 Special properties of the two-band model

Due to the (complex) symmetry of the Green function matrix, i.e.,
\[
[G(\omega)]_{m,m'} = [G(\omega)]_{m',m}
\]
and the form of the diagonal Green functions in Eq. (5.9), it follows that the demand
\[
\langle \langle d_1^\dagger, d_2^\sigma \rangle \rangle_\omega = \langle \langle d_2^\sigma, d_1^\dagger \rangle \rangle_\omega
\]
for all values of \( \epsilon_m \) and \( V_{km} \) can only be fulfilled if the off-diagonal single-particle Green function vanish identically. As a result the hybridization and the self-energy matrices become diagonal, i.e.,
\[
[\Delta(\omega)]_{m,m'} = \delta_{m,m'} \quad \text{and} \quad [\Sigma(\omega)]_{m,m'} = \delta_{m,m'} .
\]
Due to the diagonal form of the single-particle quantities, the DMFT self-consistency conditions which demand that the band energies \( \epsilon_{km} \) and hybridizations \( V_{km} \) are determined such that the (impurity) Green functions and self-energies of (5.2) equal the corresponding local lattice quantities,
\[
G_m(\omega) = \int d\epsilon \frac{\rho_m(\epsilon)}{\omega + i0 - \epsilon_m - \Sigma_m(\omega) - \epsilon} , \tag{5.11a}
\]
\[
\Sigma_m(\omega) = \omega + i0 - \epsilon_m - \frac{1}{G_m(\omega)} - \Delta_m(\omega) , \tag{5.11b}
\]
take the same form as for two decoupled one-band models.

5.3. Special properties of the two-band model

We note that despite the higher complexity of the Hamiltonian compared to the single band Hubbard model, the system allows a more direct analysis of the metallic physics at low-energies as compared to the single-band Hubbard model. This applies in particular to the connection between self-energy kinks and spin-excitations:

1. The higher number of parameters \( (U, J, U_1, W_1, W_2) \) facilitates (partially) independent control over the underlying physical processes. In particular it allows to tune the correlation strength, i.e., the scale of charge-excitations in an orbital selective fashion by tuning the bandwidths \( W_1 \neq W_2 \) independently.

2. Due to the vanishing inter-orbital hopping, dynamical single-particle quantities and in particular the DMFT self-consistency become band-diagonal. Thus, on a single-particle level the system behaves analogous to two decoupled Hubbard models and any communication ("hybridization") between the orbitals must proceed through two-particle or higher-order processes.

3. The strength of the Hund’s rule coupling parameter \( J \) enables direct control over the inter-orbital spin-spin interaction.
Figure 5.1.: Single-band Hubbard model in DMFT at two different correlation strengths, i.e., $U/W = 1.3$. The corresponding spectral functions $A(\omega)$ are depicted in (a). Note that the MIT occurs at $U \simeq 1.49W$ when approaching the transition from the metallic side (see e.g. Ref. [83]).

5.4. Results

We solve the impurity model using the Numerical Renormalization Group (NRG). The full density matrix NRG (see Chapter 3.4) proceeds as in the single-band Hubbard model [128], but with a local dimension of 16 for the impurity and the chain sites [129, 128]. Unless noted otherwise the NRG discretization parameter is $\Lambda = 2.5$, and we keep on the order of $10^5$ [U(1)$\otimes$SU(2)] states, including multiplicities of irreducible subspaces, in each NRG iteration. Although we focus on the low-energy region we employ Oliveira’s [81] $z$-trick ($N_z = 4$) to improve the spectra at higher energies. As in the previous chapters we calculate the self-energy by means of the correlation function [79]

$$F_m(\omega) = \langle [d^\dagger_m, H_{\text{int}}]d_m \rangle_{\omega}$$

according to the expression $\Sigma_m(\omega) = F_m(\omega)/G_m(\omega)$.

We compute the spectral functions $A_m(\omega) = -\text{Im}[G_m(\omega)]/\pi$, self-energies $\Sigma_m(\omega)$, and spin susceptibilities $\chi^{sp}_m(\omega) = \langle \langle S_m; S_m \rangle_{\omega} \rangle$ for the two bands and concentrate on the metallic phase close to the OSMT. Our main interest lies in the low-energy behavior of these spectra as a function of the Hund’s rule coupling $J$. The different correlation strengths of the orbitals lead to different behavior of the spectral functions and self-energies which are shown in Figs. (5.2) and (5.3).

The overall behavior corresponds to that of two Fermi liquids with different mass renormalizations, reminiscent of two uncoupled one-band Hubbard models with different local interactions. The corresponding data, i.e., for the single-band Hubbard model with two different bandwidth/correlation strengths ($U/W = 1.0$, $U/W = 1.3$) is provided in Fig. (5.1). In this representative example for the uncoupled case, the quasiparticle resonance in $A(\omega)$ becomes more peaked as the $U/W$ ratio is increased (see Fig. 5.1a) and
5.4 Results

Figure 5.2.: For \( J = 0 \) and \( U_1 \neq 0 \) the difference in the correlation strength of the two bands is observed not only in the shape of the spectral function \( A_m(\omega) \) (a), but also in the corresponding band-resolved Kondo temperatures and widths of the Fermi-liquid regime (b, b'). The behavior is qualitatively similar to two decoupled Hubbard models (Fig. 5.1).

The system gets closer to the MIT. The effect, namely the decrease of the low-energy scale with increasing interaction strength is reflected by the self-energies \( \text{Re}\Sigma(\omega) \) (Fig. 5.1b,c) as well as the spin-susceptibilities \( \chi^\text{sp}(\omega) \) (Fig. 5.1b',c'). For the self-energy \( \text{Re}\Sigma(\omega) \) this low-energy scale can be obtained from the frequency \( \omega^* \) where the characteristic (self-energy) kink occurs while the low-energy scale \( \omega^\text{sp} \) for the susceptibilities is determined by their extrema. The central statement of (5.1) is that the low-energy scale decreases with increasing \( U/W \) and that this can be observed in the low-energy behavior of quasiparticle peak in \( A(\omega) \), the kinks in \( \text{Re}\Sigma(\omega) \) and the extrema in \( \chi^\text{sp}(\omega) \).

In the (genuine) two-band case (Figs. 5.2 and 5.3), we obtain a very similar behavior in the single-particle spectra \( A_1(\omega) \) and \( A_2(\omega) \). The spectral functions differ significantly due to the different bandwidths and exhibit a quite comparable behavior to two decoupled Hubbard models with different correlation strengths (Fig. 5.1a). Quantum-Monte Carlo results [125, 38, 130, 131, 35] suggest that at \( T = 0 \) the low-frequency behavior of \( \text{Re}\Sigma_m(\omega) \) and \( \chi^\text{sp}_m(\omega) \) then also reflects the different behavior of the the spectral functions \( A_m(\omega) \) in analogy to the decoupled case. Fig. (5.2) shows that this is indeed the case — but only for \( J = 0 \) and \( U_1 \neq 0 \).

However, if the direct spin-spin coupling is taken into account (\( J \neq 0 \), Fig. 5.3), the system exhibits fundamentally different metallic properties. This is reflected by the qualitatively different low-energy behavior of \( \text{Re}\Sigma_m(\omega) \) and \( \chi^\text{sp}_m(\omega) \) as compared to the case \( J = 0 \). Namely, as the system approaches the OSMT we find that at low energies these quantities
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Figure 5.3.: In the metallic phase close to the OSMT a striking proportionality, \( \text{Re}[\Sigma_1] \propto \text{Re}[\Sigma_2] \) and \( \chi_{sp}^1 \propto \chi_{sp}^2 \) (panels b, b', d, d') is seen to emerge for \( J > 0 \), which is in marked contrast to the decoupled behavior in Fig. (5.2). Very close to the OSMT (d, d') even a weak exchange coupling \( J \) leads to a common low-energy scale. Note that \( U_1 \) has little influence on the qualitative low-energy behavior.

become proportional\(^6\), i.e.,

\[
\begin{align*}
\text{Re}\Sigma_1(\omega) & \propto \text{Re}\Sigma_2(\omega) \\
\chi_{sp}^1(\omega) & \propto \chi_{sp}^2(\omega).
\end{align*}
\]

As illustrated in Figs. (5.3b), (5.3b'), (5.3d), (5.3d') this striking result cannot be inferred from the spectral functions \( A_m(\omega) \) since the shape and the characteristic energy scales of the latter differ considerably and thus suggest a decoupled behavior in the sense that the different \( U/W_m \)-ratios are reflected by different low-energy scales in the two bands. We note that this behavior represents a true multi-band effect which cannot be inferred from the single-band Hubbard model even on a qualitative level.

The characteristic energy scale of the spin fluctuations, i.e., the locations \( \omega_{sp}^m \) of the extrema in the spin susceptibilities \( \chi_{sp}^m(\omega) \), allow one to define the typical scale of low-energy spin-fluctuations (= Kondo temperature) for each band. The proportionality discussed above

\(^6\)A similar proportionality is found for the imaginary part of the self-energy, \( \text{Im}[\Sigma_1(\omega)] \propto \text{Im}[\Sigma_2(\omega)] \), in the same interval as for its real part. Furthermore, the off-diagonal susceptibility \( \chi_{12}^{sp}(\omega) = \langle \langle S_1; S_2 \rangle \rangle_\omega \) can be scaled on to \( \chi_1 \) and \( \chi_2 \) (see supplement), and hence also the triplet susceptibility \( \chi^+ \) [Eq. (5.13)], which is a linear combination of these three.
Figure 5.4. Scheme for the extraction of the kink positions from \( \text{Re} \Sigma_m(\omega) \). The left plot shows \( \text{Re} \Sigma_1(\omega) \) while the right plot shows \( \text{Re} \Sigma_2(\omega) \). The red arrows represent the frequency \( \omega_m^c \) at which \( \text{Re} \Sigma_m(\omega) \) deviates by 20% from the linear extrapolation (shown as black lines). We use the same parameters as in Fig. (5.3b). Note the different vertical scales of the two plots. It would thus be very hard to see the kinks in both self-energies simultaneously when plotting the two functions in one graph (unless, e.g., \( \text{Re} \Sigma_2(\omega) \) is rescaled accordingly).

imply that the system has identical Kondo temperatures \( \omega_{1}^{\text{sp}} = \omega_{2}^{\text{sp}} \), Fermi-liquid energy scales and kinks \( \omega_{1}^{m} = \omega_{2}^{m} \), irrespective of the different correlation strengths of the bands. Furthermore, the self-energy kinks and the strongest spin fluctuations occur at the same energy in each band, \( \omega_{m}^{c} \approx \omega_{m}^{\text{sp}} \) (as observed also in the single-band case [25]). This approximate equality of the scales is indicated by the black arrows in Figs. (5.3 b,b’ and c,c’). The observation corresponds to the emergence a single common low-energy scale for kinks and spin fluctuations in both bands as the OSMT is approached.

To have a reproducible and automated measure for the kink scale \( \omega_{m}^{c} \), we define it here as the energy for which the extrapolated linear dispersion near the Fermi energy deviates from \( \text{Re} \Sigma_m(\omega) \) by 20%, i.e., we solve the following equation

\[
\omega_{m}^{c} \frac{\partial \text{Re} \Sigma_m(\omega)}{\partial \omega} \bigg|_{\omega=0} - \text{Re} \Sigma_m(\omega_{m}^{c}) = 0.2 \text{Re} \Sigma_m(\omega_{m}^{c})
\]

for \( \omega_{m}^{c} \) using the numerical data. The procedure gives results which agree well with the perceived location of the kinks in Figs. 5.3b,d. We exemplify the scheme in Fig. (5.4) taking the self-energies from Fig. (5.3b) as an example. The corresponding momentum-resolved spectral function \( A_k(\omega) \) and effective dispersions \( E_{km} \) are shown in the contour plot Fig. (5.5).

We observe that although the slope of the Fermi-liquid dispersion is very different for the two bands, the linear regimes terminate at the same energy scale, which however slightly deviates from \( \omega_{m}^{c} \) due to band structure effects.
By comparing the results for $J = 0$ in Fig. (5.2) with $J \neq 0$ in Figs. (5.3b-c) it is clear that the interorbital repulsion $U_1$ is not responsible for the common energy scale. The effect only appears in the presence of the Hund’s rule coupling $J$, whereas $U_1$ merely leads to quantitative modifications. We will therefore consider only $U_1 = 0$ in the following in order to better resolve the effect of the Hund’s rule coupling $J$.

We investigate the effect of $J$ on the low-energy sector in more detail in Fig. (5.6). Starting from $J = 0$ we study the continuous evolution of the two initially uncoupled Hubbard models into the ‘locked’ regime characterized by $\omega_{1,sp} = \omega_{2,sp}$ and $\omega_{1} = \omega_{2}$. To this end we consider the $J$-dependence of the Kondo scales $\omega_{sp}^m(J)$ and self-energy kinks $\omega_m^s(J)$ for the two orbitals for two different values of $U=W$. The corresponding data is plotted in Figs. (5.6a-b).

As $J$ is increased both orbital-resolved energy scales approach each other and finally merge into a single scale. Note that the dynamical correlation functions plotted in Fig. (5.3) are representative examples for this situation. Comparing Figs. (5.6a and b), we observe that this common low-energy scale appears at a threshold value which decreases for increasing $U$. We also notice the very close correspondence between kink energies and Kondo-temperatures, especially in the more strongly correlated case (Fig. 5.6b). This observation can be understood in terms of Nozières’ local Fermi-liquid theory [132]: Since the binding energy of the Kondo singlet is approximately given by the Kondo temperature, the linear regime must terminate at $\omega \simeq \omega_{sp}$; see Refs. [25, 26] for a discussion of the single-band case.

In the vicinity of the OSMT the characteristic energies $\omega_{sp}^m(J)$ and $\omega_m^s(J)$ represent equivalent energy scales and hence contain the same physical information. In order to explain the $J$ dependence it suffices to discuss one of them, and we will focus on $\omega_{sp}^m(J)$ in the

**Figure 5.5.:** Intensity plot of the total momentum-resolved spectral function $A_k(\omega)$ deep inside the central peaks as a function of $\epsilon_k$ and $\omega$ for the same parameters as in Fig. (5.3a,b). The effective dispersion $E_{k,m}$ is given by the local maxima in $A_k(\omega)$ (blue line for the wide band, lighter red line for the narrow band). It is linear (dashed lines) in the Fermi-liquid regime close to the Fermi surface and has kinks at the same energy $\sim \pm 0.0025W_1$ for both bands (solid horizontal lines).
5.4 Results
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**Figure 5.6.** (a,b) Orbitally resolved kink energies \( \omega_{1,2}^\Sigma(J) \) and Kondo temperatures \( \omega_{1,2}^\rho(J) \) as calculated within DMFT for different Hubbard interactions \( U \). Sufficiently large \( U \) leads to \( \omega_{1,2}^\Sigma(J) = \omega_{1,2}^\rho(J) \) and sufficiently large \( J \) leads to \( \omega_{1}^\Sigma(J) = \omega_{2}^\Sigma(J) \) and \( \omega_{1}^\rho(J) = \omega_{2}^\rho(J) \). The dashed lines in (b) mark the single-band estimates for \( \omega_{m}^\Sigma \) [24] which match well for the narrow but not the wide band (see text). (c) A simplified Anderson impurity model and, (d), a related two-impurity Kondo model, both with a behavior similar to the DMFT solution. Note that the system in (b) enters the OSMT phase at approximately \( J = 0.2U \). For these very low-energy features \( O(5500) \) states (excluding multiplicities) were kept and \( N_z = 2 \).

Following. To explain the locking of the low-energy scales for the two bands we proceed in two steps; see Figs. (5.6c) and (5.6d). First we establish that the locking is an intrinsic property of the underlying TIAM Hamiltonian and is only quantitatively modified by the DMFT self-consistency equations (5.11a), i.e., by the structure in the hybridization functions \( \Delta_m(\omega) \). Then we compare with the results for a Kondo-type model that allows us to identify the competing couplings and elementary excitations. For the first step we solve the impurity model (5.2) with different but constant hybridization functions

\[
\Delta_2(\omega) = 1.4\Delta_1(\omega) = \text{const.}
\]

and extract the scales \( \omega_m^\rho(J) \) from the maxima of the spin susceptibilities. The result is depicted in Fig. (5.6c) for two values of \( U \), showing very good qualitative agreement with the DMFT results in Figs. (5.6a, 5.6b). In particular, the common low-energy scale emerges at a value of \( J \) which decreases with increasing \( U \) in a similar fashion. We conclude that the DMFT self-consistency induces only minor modifications as long as the system remains in the metallic phase.
5.5. Minimal model

Based on the previous consideration we now focus on the low-energy spin dynamics close to the OSMT which allows to obtain a minimal model that captures the basic physics of the observed behavior and allows to obtain a transparent description of the underlying processes. In the low-energy regime charge excitations are strongly suppressed while spin excitations become the dominant processes. In analogy to the results of de’ Medici, Mravlje, and Georges (Ref. [118]), we thus consider the Kondo limit of (5.2), which captures the low-energy spin dynamics of the TIAM in Fig. (5.6c). In this limit the Hamiltonian (5.2) reduces to a two-impurity Kondo model (2IKM) [133, 134, 135],

\[
H_{2IKM} = \sum_{km\sigma} \epsilon_{km} c_{km\sigma}^\dagger c_{km\sigma} + \sum_m J_m s_m \cdot S_m - J S_1 \cdot S_2 .
\] (5.12)

Here \( J > 0 \) is the Hund’s exchange interaction of (5.2), while the antiferromagnetic couplings \( J_m \) stem from superexchange processes\(^7\) and decrease with increasing \( U \). We take

\[ J_2 \rho_2(0) = 1.4 J_1 \rho_1(0) \]

to obtain different Kondo temperatures for \( J = 0 \), i.e.,

\[ \omega_{1p}^m(0) \neq \omega_{2p}^m(0) . \]

For \( J = 0 \) this setup corresponds to two single-impurity Anderson models with different hybridization strengths as in Fig. (5.6c).

The \( J \) dependence of \( \omega_{1p}^m(J) \) is shown in Fig. (5.6d). The qualitative agreement among the results obtained for all three models (DMFT, TIAM with constant hybridization, 2IKM) confirms that (5.12) already describes the essential processes that lead to the emergence of the joint low-energy scale. In the 2IKM the spins will align for low-excitation energies and form a composite spin-1 state \([133]\) due to the effects of the ferromagnetic Hund’s rule coupling between the spins. This happens roughly when the energy gain

\[ \omega_{1p}^1(J) + \omega_{2p}^2(J) \]

due to Kondo screening of the two impurities is overcome by \( J/4 \), the approximate energy gain due to the ferromagnetic exchange. Hence the locking of the low-energy scales sets in at about

\[ J \approx \omega_{1p}^m(J)/8 , \]

as seen in Fig. (5.6a) \((J \approx 0.2W_1)\) and (5.6b) \((J \approx 0.1W_1)\). We conclude that the low-energy spin dynamics of the two impurity spins (and thus the two bands of the corresponding lattice model in DMFT) exhibit joint fluctuations and thus have equal Kondo scales if \( J \) dominates the individual Kondo scales \( \omega_{1p}^m \) and are essentially independent otherwise. Regarding the influence of \( U \), we note that the antiferromagnetic couplings between the

\(^7\) For the SIAM with constant hybridization function one would get an antiferromagnetic coupling \( J \propto -V^2/U \) in the large \( U \) limit.
5.5 Minimal model

\[ J = 0.15 U \]
\[ J = 0.075 U \]
\[ J = 0 \]

\[ \chi^+_{sp}(\omega) = \langle S_1 \pm S_2 | S_1 \pm S_2 \rangle_\omega \]  
\[ \chi^0_{sp}(\omega) = \langle S_1 \pm S_2 | S_1 \pm S_2 \rangle_\omega \]  
\[ \chi^-_{sp}(\omega) = \langle S_1 \pm S_2 | S_1 \pm S_2 \rangle_\omega \]  

\[ \chi^{\pm}_{sp}(\omega) = \langle S_1 \pm S_2 | S_1 \pm S_2 \rangle_\omega \]

**Figure 5.7:** The correlation functions \( \chi^+_{sp}(\omega) \) (a) and \( \chi^-_{sp}(\omega) \) (a') indicate the creation of a composite spin-1 state for large \( J \). Note the different vertical scales in (a) and (a') and that the green curves \( (J = 0) \) in (a) and in (a') have about the same magnitude. Accordingly, the partial spectral weight fraction \( \chi^\pm_{part} / \chi_{part} \) in (b) grows strongly with \( J \) and is only quantitatively affected by the upper limit \( \overline{\omega} \). Here \( \omega_0 = \max[\omega^1_{sp}(J), \omega^2_{sp}(J)] \).

spins and the baths decrease with increasing interaction, i.e., more correlated systems exhibit stronger locking of their spins and their low-energy scales so that, within DMFT, the effect becomes most pronounced as the OSMT is approached. Thus \( J \) couples the low-energy scales more effectively for stronger correlations, as seen in Fig. (5.6a-c).

To explicitly verify the physical picture described above we investigate the correlation functions

\[ \chi^\pm_{sp}(\omega) = \langle S_1 \pm S_2 | S_1 \pm S_2 \rangle_\omega \]  

in the fully self-consistent DMFT solutions. They describe the dynamics of the composite local triplet \( (\chi^+(\omega)) \) and the ‘residual’ singlet \( (\chi^-(\omega)) \), respectively, and are plotted in Fig. (5.7a).

As expected, for both susceptibilities the positions of their maxima decreases with increasing interaction. However, only the triplet susceptibility shows a resonance that also increases in amplitude. In Fig. (5.7b) we plot the integrated weight

\[ \chi^\pm_{part} = \int_0^{\overline{\omega}} \chi^\pm(\omega) d\omega \]  

as a function of \( J \) for several values of the upper limit \( \overline{\omega} \). In particular, for larger values of \( J \) the residual spin contributes only little to the total low-energy spin response \( \chi^1_{sp} + \chi^2_{sp} \) of the system, which is thus well described by \( \chi^+(\omega) \). This establishes the formation of the composite spin-1 state as the physical origin for the emergence of the common energy scale. Namely, as the OSMT is approached by increasing \( U \), the antiferromagnetic superexchange of the narrow and wide band both decrease until \( J \) becomes the dominating scale, at least for the spins in the narrow band. The spins align and exhibit joint low-energy dynamics, leading to the proportionalities of Re\[\Sigma_m(\omega)\] and \( \chi^m_{sp}(\omega) \) for the two bands. Note that the
upper limit $\omega$ in Eq. (5.14) has only a quantitative effect on the values $\chi_{\text{part}}^+$. We measure the upper integration limit $\omega$ in terms of $\omega_0 = \max(\omega_1^{\text{sp}}(J), \omega_2^{\text{sp}}(J))$, i.e., the larger of the two low-energy scales. For finite $J$ one quickly obtains $\omega_1^{\text{sp}}(J) \approx \omega_2^{\text{sp}}(J)$.

5.6. Conclusions

In this chapter, we explored the physical mechanism responsible for the appearance of kinks in the self-energy by studying a two-band model with different bandwidths but the same local charge interactions as well as the Hund's rule spin exchange. Our study was facilitated by the very specific properties of systems which exhibit an OSMT which allow to disentangle and control inter-orbital spin- and charge-excitations in a quite direct fashion. We find that the physical picture developed previously for single-band systems close to the Mott transition is significantly modified for strong Hund's rule coupling, due to the formation of a local spin-1 state close to the OSMP.

As a consequence, a common low-energy scale emerges for the two bands. This common scale manifests itself through the same kinks in the two self-energies and identical positions of maxima in the two diagonal spin susceptibilities. Remarkably, these quantities for the two bands are proportional to each other over a wide frequency range. Hence if the angle-resolved photoemission spectrum (ARPES) of a real system shows kinks at the same binding energy$^8$ in bands with different correlation strengths, this suggests that the system is close to the orbital-selective Mott transition so that $J$ is sufficiently large to lock these energy scales.

5.6.1. DMFT based interpretation of kinks

The above results also allow to obtain a transparent physical interpretation of kinks in the self-energy and the effective dispersion$^9$

$$\epsilon_k + \text{Re}\Sigma_{\sigma}(\omega, k)$$

holding within the frame of the DMFT approximation. These results allow establish an unified view on the phenomenon of kinks within DMFT, directly relating to the nature of the local quasiparticle, i.e. the local Fermi-liquid. To be specific we consider here explicitly

$^8$Note that in the ARPES terminology energies below the Fermi-level are called “binding energies” because it minimally takes this amount of energy to remove the corresponding electrons from the crystal, i.e., to raise them above the Fermi-level.

$^9$We consider here only the single-band systems which is is the most fundamental case and facilitates a physically transparent discussion.
the single-band case, described by the single-impurity Anderson model

\[
H = \sum_{k,\sigma} \epsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \sum_{k,\sigma} V_k \left[ d_{\sigma}^\dagger c_{k\sigma} + c_{k\sigma}^\dagger d_{\sigma} \right] - \epsilon_d \sum_{\sigma} d_{\sigma}^\dagger d_{\sigma} + U d_{\uparrow}^\dagger d_{\uparrow} d_{\downarrow}^\dagger d_{\downarrow},
\]  

(5.16)

where \(c_{k\sigma}^{(t)}(d_{\sigma}^{(t)})\) describes the conduction (impurity) electrons. The hybridization between the impurity and the conduction degrees of freedom is described by \(V_k\). We restrict ourselves only to the half-filled case in which one has

\[
\epsilon_d = -\frac{U}{2}
\]

and consider the following ansatz for the (Kondo) singlet ground-state wave function for the Hamiltonian Eq. (5.16) (Varma and Yafet, Ref. [136]):

\[
|\psi_0\rangle = A \left( 1 + \frac{1}{\sqrt{2}} \sum_{k,\sigma} \alpha_k d_{\sigma}^\dagger c_{k\sigma} \right) |\phi_0\rangle,
\]  

(5.17)

where \(|\phi_0\rangle\) represents the Fermi sea of the non-interacting conduction electrons, i.e.,

\[
|\phi_0\rangle = \prod_{k,\sigma} c_{k\sigma}^\dagger |Vak\rangle.
\]

Minimizing the energy expectation value

\[
E_0 = \langle \psi_0 | H | \psi_0 \rangle
\]

determines the variational parameters \(A\) and \(\alpha_k\). The central result is that the energy \(E_0\) is always lower than the energy of the doublet

\[
|\psi_\sigma\rangle = d_{\uparrow}^\dagger |\phi_0\rangle.
\]

The energy difference between \(E_0\) and \(\langle \psi_\sigma | H | \psi_\sigma \rangle\) reads

\[
\Delta E = \langle \psi_0 | H | \psi_0 \rangle - \langle \psi_\sigma | H | \psi_\sigma \rangle = -W_2 \exp \left( -\frac{|\epsilon_d|}{2\rho(0)V^2} \right),
\]  

(5.18)

where \(W\) is the bandwidth of the conduction electrons and \(\rho(0)\) their density of states (per spin direction) at the Fermi-level. The energy difference \(\Delta E < 0\) describes the energy release due to Kondo screening of the doublet \(|\psi_\sigma\rangle\), i.e., due to the formation of the Kondo singlet \(|\psi_0\rangle\). The scale \(\Delta E\) is identical to the Kondo temperature \(T_K\). The central point of the above discussion is that the Kondo singlet embodies a bound state with the associated
binding energy $T_K$. In terms of local Fermi-liquid theory, it follows that the formation of the quasiparticle involves the release this binding energy and the scale of which is simply the Kondo temperature $T_K$.

Following the discussions of this chapter and Refs. [25, 26] it was shown that the scale of kinks in the DMFT self-energy and the corresponding effective dispersion (Eq. 5.15) is simply the Kondo temperature $T_K$. DMFT thus predicts that the scale of kinks in ARPES experiments represents the binding energy of the local quasiparticle.

Since the above discussion applies to impurity models and thus metallic DMFT solutions (with self-consistent hybridization function) and because the DMFT is used for finite-dimensional systems, we propose a straightforward generalization of the above impurity consideration to the finite-dimensional case on a purely qualitative level to further elaborate on the above physical interpretation of experimentally observed kinks. We will mainly argue in terms of the finite-dimensional analogies to Eqs. (5.17)-(5.18), thereby our proposed idea relies on the predictive power of DMFT.

We start with the quasiparticle wave function (Varma, Nussinov and Saarloos, Ref. [137]) for a finite-dimensional correlated electron system with repulsive interactions (e.g. for the three-dimensional Hubbard model):

$$\left|\psi^{N+1}_{k,\sigma}\right\rangle = Z_k^{1/2} c^{\dagger}_{k,\sigma} \left|\psi^N\right\rangle + \frac{1}{V^{3/2}} \sum_{k_1,k_2,k_3} \sum_{\sigma_1,\sigma_2,\sigma_3} \alpha_{k_1,k_2,k_3,\sigma_1,\sigma_2,\sigma_3} c^{\dagger}_{k_1,\sigma_1} c^\dagger_{k_2,\sigma_2} c_{k_3,\sigma_3} \times$$

$$\times \delta_{k-k_1+k_2+k_3} \delta(\sigma;\sigma_1,\sigma_2,\sigma_3) \left|\psi^N\right\rangle + \ldots \quad (5.19)$$

Here $c^{\dagger}_{k,\sigma}$ are the bare particle annihilation (creation) operators of the interacting electron system comprised of $N$ particles and $\left|\psi^N\right\rangle$ its Fermi sea. The Kronecker $\delta$'s express momentum and spin conservation while $\alpha_{k_1,k_2,k_3,\sigma_1,\sigma_2,\sigma_3}$ are model-dependent coefficients. Equation (5.19) describes the wave function that results from adding an electron in the state $(k, \sigma)$ to a Fermi-see. The interactions between the added electron and the electrons which comprise the Fermi sea raise electrons from below the Fermi level to excited states, thereby generating holes below the Fermi level. This process is constrained by conservation laws of charge, particle number, momentum as well as spin. The idea behind the perturbative expansion Eq. (5.19) is illustrated in Fig. (5.8). As discussed in Chapter 1 the state $\left|\psi^{N+1}_{k,\sigma}\right\rangle$ is not an eigenstate of the Hamiltonian but decays with a finite lifetime (defined in Eq. 1.7) with

$$\tau_k \rightarrow \infty$$

Figure 5.8.: Illustration of the perturbative expansion (Eq. 5.19) of the state $\left|\psi^{N+1}_{k,\sigma}\right\rangle$ (Ref. [137]).
Figure 5.9: Real part of the self-energy \( \text{Re}\Sigma_i(\omega) \) (top) and spin-susceptibility \( \chi_{i}^{sp}(\omega) \) (bottom) of the degenerate three-band Hubbard model with semi-elliptic DOS. The end of the linear regime in \( \text{Re}\Sigma_i(\omega) \) matches closely with the extrema in \( \text{Re}\Sigma_i(\omega) \).

as its energy \( \langle \psi_{k,\sigma}^{N+1} | H | \psi_{k,\sigma}^{N+1} \rangle \) approaches the Fermi level. In a similar fashion to the local Fermi-liquid, the state \( |\psi_{k,\sigma}^{N+1}\rangle \) forms spontaneously after adding an electron with quantum numbers \((k, \sigma)\) to the Fermi sea, i.e.,

\[
\psi_{k,\sigma}^{N} \xrightarrow{\text{Interactions}} |\psi_{k,\sigma}^{N+1}\rangle .
\]

It will thus have a lower energy than the state \( \psi_{k,\sigma}^{N} \), i.e.,

\[
(\Delta E)_{k,\sigma} = \langle \psi_{k,\sigma}^{N+1} | H | \psi_{k,\sigma}^{N+1} \rangle - \langle \psi_{k,\sigma}^{N} | \psi_{k,\sigma}^{N} \rangle < 0 .
\]

In an analogous sense to Eq. (5.18), the quasiparticle Eq. (5.19) can thus also be considered a bound state.

In the light of the analogy between the approximate, i.e., local description of the Fermi-liquid within DMFT and the actual quasiparticle Eq. (5.19) one obtains a very generic and simple physical picture of kinks observed in ARPES experiments: As the system is excited by photons of increasing energy \( \omega \) the excited quasiparticles attain increasingly more energetic states and initially, i.e., for low excitation energies, the quasiparticle picture will stay essentially valid. However, if the photon energy exceeds the binding or “cohesive” energy \( (\Delta E)_{k,\sigma} \) the (heavy) quasiparticle will (partially) break down. This internal scale of the quasiparticle is marked by a kink in the effective dispersion at the energy \( \approx (\Delta E)_{k,\sigma} \). We stress that the quasiparticle picture is thus not valid above the kink energy.

Finally, we present here data for the self-energy and dynamical spin-susceptibility of the particle-hole symmetric three-band Hubbard model with degenerate semi-elliptic densities of states within DMFT. The spectral densities for this model were already presented in Chapter 4.5. We note that the three-band Hubbard model possesses significantly more local degrees of freedom than the comparably simple two-band model studied in this chapter which will come into play in the non-degenerate case, i.e., for different densities of states and/or different band fillings. For this reason and because of the enormous numerical cost
of such calculations, the following spectra should be considered merely as an outlook for future work. We present the data for $\text{Re}\Sigma_i(\omega)$ and $\chi_i^\sigma(\omega)$ in Fig. (5.9). The main result is that the end of the linear regime in $\text{Re}\Sigma_i(\omega)$ is approximately indicated by the extrema in the spin-susceptibility. This is analogous to the single-band Hubbard model so that the above discussion also applies to the present case.
6. Orbital-selective Mott phase from a two-particle perspective

6.1. Introduction

This chapter is based on Ref. [138], extending the study of the previous chapter to address the metallic properties of the two-band Hubbard model well within the orbital-selective Mott phase (OSMP). Here we investigate how the Hund’s rule coupling changes the qualitative aspects of such metallic systems in the sense that they can no longer be described by Fermi-liquid theory. The concept of the OSMP was first introduced to explain the metallic properties of Ca$_{2-x}$Sr$_x$RuO$_4$ [13] and describes cases in which certain bands become Mott-insulating while the electrons of the remaining bands stay itinerant and need not be close to localization. As such, the phase provides an interesting chimera between a metal and Mott insulator, making it an important target for model-based studies [33, 34, 35, 36, 37, 38]. Besides that, the phase received significant attention from materials centered viewpoints. Here the manganite compound La$_{1-x}$Sr$_x$MnO$_3$ with its localized/metallic $t_{2g}/e_g$ electrons is seen as one of the prototypical realizations of the phase as noted by Georges, de’ Medici and Mravlje in Ref. [139]. Other examples are FeO and CoO under pressure [140, 141] and V$_2$O$_3$ [142, 143]. Of particular interest is the recent observation of OSMPs in iron selenides like A$_x$Fe$_{2-y}$Se$_2$ (A=K, Rb) [14, 15] and FeSe$_{0.42}$Te$_{0.58}$ [144], indicating the relevance of “orbital-selective physics” in microscopic models for the pnictides/selenides [14, 145, 146].

In view of this recently revived interest in the phase we will in this chapter systematically explore the low-energy physics of the OSMP in its most basic and direct form, i.e., the two-band Hubbard model with vanishing inter-orbital hybridization and different non-interacting densities of states (DOS) solved within Dynamical Mean-Field Theory (DMFT) [123, 35]. As in the previous chapter we utilize the NRG as an impurity solver.

6.2. Model Hamiltonian

Since the NRG allows to study the physics at vanishing energies and enables access to dynamical two-particle quantities, we investigate here a regime and quantities which are especially hard to reach with conventional methods, i.e., Quantum Monte Carlo (QMC) methods, hereby complementing the significant body of results for that system. This allows us to investigate the question of the stability of the phase at $T=0$ and fully characterize its known non-Fermi-liquid properties (Biermann, de’ Medici and Georges [123]).
Chapter 6 Orbital-selective Mott phase from a two-particle perspective

Figure 6.1.: The single-particle quantities, i.e., spectral functions (a) and self-energies (b,c), in the OSMP appear qualitatively identical to the single-band Hubbard model in the metallic resp. insulating phase. Note that $A_2(0)$ is pinned to its non-interacting value. The parameters for (a-c) are given in (c).

Following the above discussion, we consider interacting electrons described by the two-band Hubbard model introduced in Eq. (5.1). The Hamiltonian consists of two Hubbard models which are locally coupled on each site $i$ exclusively by $H_J$ through the spin- and charge-channel, i.e., the Hund’s rule coupling $J$ and the interorbital repulsion $U_1$. Due to the absence of interorbital hopping, the system exhibits band-diagonal single-particle Green functions $G_i(\omega)$ and self-energies $\Sigma_i(\omega)$ whereas only two-particle (and higher order) spectra attain general matrix form (see Chapter 5.2 for details). As we will show in the following, these higher Green functions become especially important to characterize the ground state properties of Eq. (5.1) in the OSMP and to address the question of its stability [123, 35].

As in the previous chapter we will treat $U_1$ and $J$ as independent variables accounting for the different type of processes they induce: $U_1$ is a density-density type interaction while $J$ couples spin degrees-of-freedom. Our final results however also apply e.g. to the case $U_1 = U - 2J$ valid for $d-$electrons. Half-filling and a fixed bandwidth ratio $W_2/W_1 = 2$ is assumed throughout.
6.3 Qualitative results

Within the OSMP we calculate the single-particle spectral functions

\[ A_i(\omega) = -\frac{1}{\pi} \text{Im} G_i(\omega), \]

self-energies \( \Sigma_i(\omega) \) and spin-susceptibilities

\[ \chi^{sp}_{i,j}(\omega) = -\frac{1}{\pi} \text{Im} \langle \langle S_{z;i} S_{z;j} \rangle \rangle_{\omega}, \]

setting \( \chi^{sp}_{i,i} = \chi^{sp}_i \). As exemplified in Fig. (6.1a) the spectral functions \( A_i(\omega) \) in the OSMP behave qualitatively like two separate Hubbard models in the metallic resp. Mott insulating state \([128]\) despite the significantly different form of the interaction in Eq. (5.1). A similar behavior to the single-band Hubbard model is also observed in the self-energies \( \Sigma_i(\omega) \) shown in Figs. (6.1b,c). In further analogy to Ref. [128], our NRG results yield

\[ \text{Im} \Sigma_2(0) = 0 \]

and thus a pinned metallic spectral function \( A_2(\omega) \).

The analogy to the single-band Hubbard model, however, immediately breaks down for the spin-susceptibilities depicted in Fig. (6.2). They exhibit a fundamentally different behavior in that they all show one dominating low-frequency response around \( \omega = 0 \). This behavior is absent in the single-band Hubbard model in the metallic as well as the Mott insulating phase and represents a true multi-band effect induced by \( H_J \).

We analyze the central response of \( \chi^{sp}_{i,j}(\omega) \) in more detail in Fig. (6.2b) by presenting a highly magnified view into its low-frequency behavior, exploiting the exponentially increasing frequency resolution for \( \omega \rightarrow 0 \) intrinsic to the NRG. The data provide numerical evidence that the susceptibilities become divergent at \( \omega = 0 \) which is strongly indicative of quantum criticality, i.e., an instability of the OSMP.

\[ \text{Figure 6.2.}: \text{Spin-susceptibilities in the OSMP (same parameters as Fig. 6.1) for large (a) and vanishing frequencies (b). Note that the susceptibilities become divergent for } \omega \rightarrow 0. \text{ Note that the low-frequency cutoff for the spectra in this calculation is } \omega_c \approx 10^{-8}W_1. \]
Since this striking behavior can only stem from the coupling part $H_J$ of the Hamiltonian, it is instructive to further specify whether it originates from the Hund’s rule coupling $J$ and/or the interorbital repulsion $U_1$. This is easily realized by comparing the spin-susceptibilities for the general case $J \neq 0$, $U_1 \neq 0$ with $J = 0$, $U_1 \neq 0$ and $J \neq 0$, $U_1 = 0$.

For $J = 0$, $U_1 \neq 0$ the susceptibilities shown in Fig. (6.3b) behave qualitatively identical to two decoupled Hubbard models in the metallic/Mott-insulating phase, marked by finite peaks in $\chi_{sp}^p(\omega)$ at $\omega = \pm \omega_0$ and a spin-gap in $\chi_{sp}^p(\omega)$. In that sense the system can be seen as a superposition between a Mott-insulator (band 1) and a Fermi-liquid (band 2). The gaps in $A_1(\omega)$ and $\chi_1^p(\omega)$ imply that the Mott-localized spins of the insulating band are decoupled from the rest of the system for small excitation energies. In further analogy to two decoupled Hubbard models, the off-diagonal susceptibility $\chi_{12}^p(\omega)$ vanishes identically as follows directly from its equation of motion, using

$$[S_{z,1}, H_J] = -[S_{z,2}, H_J] = J(S_1^+ S_2^- - S_2^+ S_1^-).$$

In contrast, for $J \neq 0$ and $U_1 = 0$ one again obtains divergent susceptibilities and the system can no longer be seen as a superposition between a metal and a Fermi-liquid. This implies that the underlying processes responsible for the divergence stem from $J$ and the eventual presence of $U_1$ merely modifies quantitative aspects of the spin-response, but does not introduce the characteristic divergence. We will thus restrict ourselves in the following to the case $J \neq 0$, $U_1 = 0$. However, our final results will be explicitly tested on the general case, i.e., for nonzero $U_1$ and $J$.

### 6.4. Minimal model

To investigate the numerically diverging behavior of the susceptibilities in Figs. (6.2) and (6.3d), it is useful to consider a minimal model-description of the low-lying spin degrees-of-freedom in the OSMP. To achieve this, we first investigate whether the behavior is induced by the DMFT self-consistency or is a property of a more general class of two-impurity Anderson models (TIAM) [117, 118] which share the characteristic feature of the OSMP, namely the localization of one of the two impurity spins. This property is due to the gap in the Mott-insulating band, implying a gap in the corresponding hybridization function $\Delta_1(\omega)$. Apart from that the specific $\omega$-dependence of the hybridization functions $\Delta_i(\omega)$ will then only affect quantitative aspects of the system. To model such a situation we consider the TIAM defined by the following hybridization functions (negative imaginary parts):

$$\Delta_1(\omega) = \Delta_0 [1 - (\Delta_0 - \Delta_{Gap})\Theta(\mid d_0 \mid - \omega)] \quad (6.1)$$

$$\Delta_2(\omega) = \Delta_0, \quad (6.2)$$
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where we choose for the width of the (pseudo)gap $d_0 = 2.5\Delta_0$ (see inset Fig. 6.4[a]). Other realizations for the basic form of Eqs. (6.1, 6.2) were verified to yield the same results. This system allows to describe the continuous evolution of the standard TIAM ($\Delta_{\text{Gap}} = 0$) into a fully gapped situation ($\Delta_{\text{Gap}} = \Delta_0$) and represents a highly reduced abstraction of the OSMP within DMFT.

We characterize the low-energy behavior of the spin-susceptibilities through the characteristic energy-scales of spin-fluctuations $\omega_{ij}^{\text{sp}}$ defined by the extrema of $\chi_{ij}^{\text{sp}}(\omega)$ and the corresponding peak-amplitude $\chi_{ij}^{\text{max}} \equiv \chi_{ij}^{\text{sp}}(\omega_{ij}^{\text{sp}})$ as a function of $\rho \equiv \Delta_0/\Delta_{\text{Gap}}$, i.e., the strength of the pseudogap in $\Delta_1(\omega)$. The corresponding results are shown in Fig. (6.4). Both quantities exhibit a marked exponential dependence on the strength of the pseudogap described by $\rho$. Since the quantities $\omega_{ij}^{\text{sp}}$ describe the low-energy scales of the TIAM (FL coherence scales), we can draw two important conclusions about the system: (i) the scales $\omega_{ij}^{\text{sp}}$ of both “bands” vanish exponentially with the opening of a gap in only one of the two hybridization functions, and (ii) this is associated with an exponential increase of the corresponding peak amplitudes $\chi_{ij}^{\text{max}}$. Both observations suggest that for $\rho = \infty$ the system exhibits a vanishing low-energy scale and diverging spin-susceptibilities, i.e., $\omega_{ij}^{\text{sp}} \to 0^+$ and $\chi_{ij}^{\text{sp}}(0^+) \to \infty$.

In Fig. (6.5) we plot $\text{Im}\Sigma_1(\omega)$, $A_i(\omega)$ and $\chi_{ij}^{\text{sp}}(\omega)$ for the fully gapped case, i.e., $\rho = \infty$. From a qualitative perspective these quantities exhibit a remarkable resemblance to the

Figure 6.3.: Comparison between the cases $J = 0, U_1 \neq 0$ (a, b) and $J \neq 0, U_1 = 0$ (c, d).

The parameters for (a) and (b) are given in (c) resp. (d).
corresponding DMFT results in the OSMP shown in Figs. (6.1) and (6.3), including diverging spin-susceptibilities. Other choices regarding the interorbital interactions $J, U_1$ (not shown) lead to the same qualitative behavior. The only critical ingredients are the presence of the central gap in $\Delta_1(\omega)$ and a nonvanishing Hund’s rule coupling $J$.

The behavior of $\chi^\text{sp}_{ij}(\omega)$ is naturally explained within the Kondo-limit of the TIAM, i.e., through [118, 117]:

$$H = \sum_{k,\sigma,\nu} \epsilon_{k,\nu} n_{k\sigma\nu} + J_1 s_1 \cdot S_1 + J_2 s_2 \cdot S_2 - J S_1 \cdot S_2.$$  \hspace{1cm} (6.3)

In this expression $S_m$ describes the spin degrees-of-freedom of the impurity orbital $m = 1, 2$; $s_m$ is the spin of the corresponding electron bath at the impurity site. The antiferromagnetic coupling strength between $S_m$ and $s_m$ is given by $J_m > 0$; the ferromagnetic coupling due to the Hund’s rule coupling in Eq. (5.1) reduces to the term $-JS_1 \cdot S_2$.

By exclusively concentrating on the low-lying excitations, i.e., spin-fluctuations, the model (6.3) facilitates an especially transparent analysis of the low-energy behavior of $\chi^\text{sp}_{ij}(\omega)$ as a function of $\rho$: The formation of the central gap in $\Delta_1(\omega)$, i.e., $\rho \rightarrow \infty$ is reflected by a vanishing antiferromagnetic coupling $J_1 \propto \Delta_{\text{Gap}}$ between the spin $S_1$ and its corresponding bath. Since the spins interact ferromagnetically the system will then minimize its energy by forming a composite spin-1 object (triplet) $S = S_1 + S_2$ for any nonzero $J > 0$. This composite spin-1 is coupled to the electrons from bath $\Delta_2(\omega)$ but decoupled from bath $\Delta_1(\omega)$, i.e., it is only partially screened. This basic low-energy behavior also occurs in the corresponding DMFT solution because the gap in the self-consistent bath $\Delta_1(\omega)$ implies that the spins from the insulating band $A_1(\omega)$ are only coupled to the rest of the system through the Hund’s rule coupling. In analogy to the above case, the energy is minimized through triplet formation between the spin-degrees-of-freedom of band 1 and 2.
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\[ A_1 \Delta_0 \quad A_2 \Delta_0 \qquad 0 \quad 0.1 \quad 0.2 \quad 0.3 \quad 0.4 \]
\[ \omega / \Delta_0 \]

\[ J = \frac{U}{4} \quad U_1 = 0 \quad U = 4\Delta_0 \]

\[ \text{Im} \Sigma_{\text{SFL}}(\omega) = a_1 \log^{-2} |\omega/b| + O(\log^{-4} |\omega/b|) \quad (6.4) \]

Figure 6.5.: Spectral functions \( A_i(\omega) \) (a), insulating self-energy \( \text{Im} \Sigma_1(\omega) \) (b), metallic self-energy \( \text{Im} \Sigma_2(\omega) \) (c) and spin-susceptibilities \( \chi_{ij}^{\text{sp}}(\omega) \) (d) for the fully gapped TIAM, i.e., for \( \rho = \infty \). The quantities possess all qualitative features of the self-consistent DMFT results in the OSMP shown Figs. (6.1) and (6.2). Note the peculiar form of \( \text{Im} \Sigma_2(\omega) \) typical for singular Fermi-liquids.

In both cases (gapped TIAM/OSMP in DMFT) this situation is described by an underscreened spin-1 Kondo-type model (Nozieres, and Blandin, Ref. [147]; also see appendix E) which is distinguished by its intrinsic instability towards ferromagnetism. This quantum critical behavior manifests itself through divergent spin-susceptibilities \([148, 149, 150]\), i.e., the density of states for magnetic excitations becomes infinite at \( \omega = 0 \). In contrast to a standard (local) FL, the metallic properties of such underscreened models are characterized by a vanishing coherence scale and are referred to as a “singular Fermi-liquids” (SFL) \([137, 151]\). The metallic self-energy of SFLs is described by the following low frequency form \([150]\)

\[ \text{Im} \Sigma_{\text{SFL}}(\omega) = a_1 \log^{-2} |\omega/b| + O(\log^{-4} |\omega/b|) \quad (6.4) \]

contrasting the \( \omega^2 \) behavior of standard Fermi-liquids.
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Figure 6.6.: Representative low-energy behavior of the metallic self-energy \( \text{Im} \Sigma_2(\omega) \) in the OSMP (a) and the corresponding fits to the SFL expression Eq. (6.4). Note the contrast to the case \( J = 0 \) in (b); here \( \text{Im} \Sigma_2(\omega) \) is described by a Fermi-liquid, i.e., by quadratic low-\( \omega \) asymptotics.

Equation (6.4) allows to explicitly verify the SFL properties of the full DMFT solution \((U, J, U_1)\). In Fig. (6.6)a we fit Eq. (6.4) to the metallic self-energy \( \Sigma_2(\omega) \) of the DMFT solution, directly elucidating the SFL character of the OSMP.

### 6.5. Interpretation of the instability

Within DMFT each Mott-localized orbital carries the considerable entropy of \( \log 2 \) per lattice site. The system then generally chooses to eliminate this entropy by antiferromagnetic ordering (provided it is allowed by the lattice symmetry). This tendency towards antiferromagnetism is generic for Mott-localized orbitals and applies to selectively Mott-insulating orbitals [152, 139] as well and it is only quantitatively modified by an eventual presence of a spin-spin term in the interaction. We note that the possibility of such a symmetry broken ground state has to be explicitly offered to the system and does not show up as a divergent susceptibility within single-site DMFT. For \((J \neq 0)\) we revealed the presence of
an additional criticality towards ferromagnetic ordering (leading to spin-polarized Green functions $G^\uparrow(\omega) \neq G^\downarrow(\omega)$) which competes with the aforementioned antiferromagnetic ordering. Since it is an intrinsic property within single-site DMFT it directly shows up through divergent susceptibilities. We note that in both cases the symmetry broken state has to be offered explicitly to the system in a static mean-field like fashion which is not the focus of the current study. For example, to obtain ferromagnetism one would have to add an infinitesimal symmetry breaking magnetic field leading to spin-polarized Green functions. The ultimate fate of the system is determined by the ground state with the lowest energy and whether for example frustration prohibits antiferromagnetism.

6.6. Conclusions

In summary, the above study reveals the SFL nature of the metallic state of the two-band Hubbard model in the OSMP. We directly investigated its quantum critical properties and the instability towards ferromagnetism \cite{123} by means of the effective minimal model (Eq. 6.3), i.e., by exclusively concentrating on the low-lying spin degrees of freedom of the system within the DMFT approximation.

The possibility of such a magnetic instability of the OSMP at $T = 0$ was first conjectured after approximating the original lattice model in the OSMP through a double-exchange Hamiltonian \cite{123}. The instability is thus not exclusively introduced by the DMFT approximation. Within DMFT the criticality towards ferromagnetism is induced by any non-zero Hund’s rule coupling $J$ as follows from the general properties of the underlying impurity model and is thus only quantitatively modified by specifics of the non-interacting DOS.

The obtained one-to-one correspondence between the OSMP and a ferromagnetic instability thus casts doubt on the existence of a pure OSMP at $T = 0$ also in more realistic multi-band Hubbard models and real systems. In general systems a non-vanishing interband hybridization is to be expected, replacing the OSMP with a Fermi-liquid with a low coherence scale depending on the inter-band hybridization strength. Such systems will exhibit an orbital-selective Mott transition (OSMT) upon increasing temperature which has been observed/confirmed experimentally in the iron selenide Rb$_x$Fe$_{2-y}$Se$_2$ \cite{14, 15}. The studied form of the OSMP can thus be seen as the limiting case of systems of vanishing inter-band hybridization and marked orbital differentiation (“selective Mottness” \cite{145}), providing an important starting point for the description of iron-based superconductors like Rb$_x$Fe$_{2-y}$Se$_2$.

6.7. Temperature-induced OSMPs

Although the instability of the OSMP obtained above rules out the possibility of a purely interaction-driven orbital-selective Mott transition at $T = 0$, there still remains the strong
experimental observation of OSMPs in several selenide superconductors [14, 15] upon increasing temperature. Such selenide systems are distinguished by a strong orbital selectivity/differentiation [139], i.e., strongly differing $U/W_i$ values while still remaining metallic systems. The orbital selectivity manifests itself in particular through highly orbital-dependent mass renormalizations $m_i^*/m_e$ and is thus very similar to the situation close to the orbital-selective Mott transition considered in Chapter 5. Taking the mass renormalization as a rough measure for the band-resolved correlation strength, it follows that some bands can be considered strongly correlated while the remaining bands are only moderately renormalized [14, 15]. Owing to this significantly stronger correlation strength¹ the lifetimes of quasiparticles in the more strongly correlated bands are in general much more susceptible to increasing temperature than for the weakly/moderately renormalized bands.

Within this simple physical picture it follows that a system will exhibit typical metallic behavior at low temperatures because several orbitals are present near the Fermi level $E_F$. If the temperature is sufficiently raised, the more strongly correlated bands will become strongly depleted around $E_F$ while the weakly/moderately correlated band remain largely unaffected and thus behave essentially temperature independent. Such behavior was directly observed in ARPES studies [14] on the selenide compound $A_xFe_{2-y}Se_2$ ($A = K, Rb$). The validity of these results were verified in bulk-sensitive experiments on $Rb_xFe_{2-y}Se_2$ [15].

We present the corresponding experimental data [14] obtained using ARPES in Fig. (6.9a). The plot shows the band resolved spectral weight integrated around the Fermi level as a function of the temperature: At low temperatures the compound exhibits metallic behavior due to contributions of spectral weight from all three $t_{2g}$ orbitals ($d_{xy}$, $d_{xz}$ and $d_{yz}$) near the Fermi level the other two $d$ orbitals are only of minor importance in the current system [15]. Raising the temperature depletes predominantly the spectral weight of the $d_{xy}$ band close to $E_F$ while the $d_{xz}/d_{yz}$ bands remain largely unaffected by $T$ and thus stay metallic. The experimental system can thus be interpreted to undergo an (incomplete) crossover to an OSMP.

### 6.7.1. Minimal model for the temperature induced OSMP

With our implementation of the two-band Hubbard model within DMFT a minimal model for temperature induced OSMPs can easily be realized. We note that the above scenario corresponds to the situation close to the OSMP (at $T = 0$) described in Chapter 5. Since both bands of the studied system are metallic but possess vastly different mass renormalizations, it is clear that the system represents the simplest realization for the above scenario of strong orbital differentiation. Our particular aim is to reproduce the experimental data from Ref. [14] in a qualitative fashion and to show that the experimentally observed behavior can indeed be expected in such strongly orbitally differentiated systems close to

---

¹We adhere to a somewhat traditional definition of the correlation strength which is perfectly suitable for our present purpose. A more refined approach to the quantification of correlation strength based on quantum information can be found if Ref. [153].
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Figure 6.7.: Temperature dependent evolution of the spectral functions $A_1(\omega)$ and $A_2(\omega)$ of the two-band Hubbard model close to the (interaction-induced) OSMT. The narrow and is highly susceptible of the effects of increasing $T$ while the wide band remains basically unaffected. Note that this is, strictly speaking, not a crossover to a selectively insulating state but rather a bad metallic state.

the OSMP. We perform the corresponding finite-temperature calculation using the FDM-NRG (see Chapter 3.4). This enables access to finite, yet low temperatures. Again we consider semi-elliptic densities of states with bandwidths $W_2 = 2W_1$ and concentrate in particular on the total spectral density

$$A(\omega, k, T) = \sum_{m=1}^{2} A_i(\omega, k, T)$$

$$= -\frac{1}{\pi} \sum_{m=1}^{2} \text{Im} \left( \frac{1}{\omega - \epsilon_{m,k} - \epsilon_m - \Sigma_m(\omega, T)} \right)$$

which is the primary quantity obtained by ARPES measurements. To identify the two bands in the spectral density more easily we slightly dope the system away from half-filling.
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\[ J = U/4 \]
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Figure 6.8.: Total spectral density \( A(\omega, k, T) \) of the two-band model. As the temperature is increased, the contributions from the more strongly renormalized band vanishes while less correlated band remains largely unaffected. This can be interpreted as an incomplete OSMT. Note that the bands cross the Fermi-level at different energies \( \epsilon_k / W_1 \) because the system is not particle-hole symmetric.

\( n_1 \approx 0.989 \)
\( n_2 \approx 1.044 \)

by adjusting the on-site energies\(^2\) \( e_1 \) and \( e_2 \). Note that this does not affect the qualitative aspects of the discussed physics, but merely aids the plotting of our results.

We present the temperature-dependent spectral functions \( A_i(\omega, T) \) \((i = 1, 2)\) in Fig. (6.7). The spectral function \( A_1(\omega, T) \) exhibits a marked temperature-dependence and its spectral weight around the Fermi-level is depleted significantly depleted upon increasing \( T \). This is contrasted by the spectral function \( A_2(\omega, T) \) which remains essentially unaffected. The peak height of \( A_1(0, T) \) decreases\(^3\) by a factor of \( \approx 3 \) already for the comparably low temperature \( T = 0.012W_1 \). We note that this behavior is not a OSMT in the strict sense, but a crossover to an orbitally-selective bad-metallic state. In Fig. (6.8) we present the corresponding spectral density Eq. (6.5). Here the orbital-selective depletion can appears to be much more pronounced: While the contributions stemming from \( A_1(\omega, k, T) \) around the Fermi-level almost disappear completely, the density from \( A_2(\omega, k, T) \) stays almost unaffected. Fig. (6.8) thus reproduces the ARPES experiment Ref. [14] on a qualitative level.

In analogy to the experimental data from Ref. [14] we investigate the temperature dependence of the band-resolved integrated spectral weights of the spectral functions \( A_i(\omega, T) \) \((i = 1, 2)\) around the Fermi-level

\[ n_i(T) = \int_{-\omega_0}^{+\omega_0} d\omega \ A_i(\omega, T), \]  

\(^2\)Here we keep the filling constant which yields slightly temperature-dependent on-site energies. However, the effect is too small to be seen in Fig. (6.8).

\(^3\)Compare Fig. (6.7a) and Fig. (6.7c)
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Figure 6.9.: Comparison of the (normalized) orbitally resolved spectral weight around the Fermi-level $n_i(T)/n_i(T_0)$ between the experiment [14] (a) and our model calculation (b). The data for (a) is extracted from Ref. [14], Fig. (3e).

where the (uncritical) integration bound is taken$^4$ to be $\omega_0 = 0.02W_1$. The data corresponding to Eq. (6.6) is plotted in Fig. (6.8b). We obtain very good qualitative agreement with the corresponding experimental data Fig. (6.8a).

In conclusion it follows that our model indeed provides a minimal multi-band model for the temperature-dependent crossover to an orbitally-selective bad-metallic state, where the more strongly renormalized electrons react much more susceptible to changes in temperature while the remaining bands remain largely unaffected. Our model calculations indeed capture the qualitative effects of the behavior seen in the ARPES experiment [14] on the selenide compound $A_xFe_{2-y}Se_2$ ($A=K, \text{Rb}$). Finally we stress that the density plot Fig. (6.8b) is somewhat biased towards indicating an OSMT although the (local) spectral function $A_2(\omega, T)$ in Fig. (6.7b) still possesses significant weight around the Fermi-level. This problem is aggravated since spectral densities obtained by ARPES feature a significant background noise which has to be subtracted from the data so that the detection of a strict OSMT using ARPES becomes a difficult task.

$^4$Other values of $\omega_0$ yield the same qualitative results.
7. Conclusion and outlook

The physics of orbital selective metallic systems represents an especially active direction in the field of strongly correlated electron systems. These efforts are sparked in particular by the enormous recent interest in iron-based superconductors from experimental as well as theoretical viewpoints. Several challenges add to the significant difficulty to theoretically describe and understand such systems:

1. They are often strongly correlated and therefore perturbative schemes cannot be applied in a reliable fashion.
2. Their multi-band nature leads to a dramatic increase in complexity compared to the single-band Hubbard model.
3. As strongly correlated metallic systems, they often possess a small coherence scale, so that the theoretical investigation of their metallic properties requires access to very low energies and temperatures.
4. As a result of their multi-band nature the interaction acts not only through the charge but also the spin-channel, due to Hund's rule coupling $J$.
5. The effective bandstructure often exhibits pronounced orbital-selectivity, i.e., correlation effects like the mass enhancement or the electronic lifetime become strongly band-dependent.

To emphasize the importance of the Hund's rule coupling in this broad range of materials, they are often classified as “Hund's metals” [154], i.e., strongly correlated, itinerant systems in which Hund's rule coupling is of essential importance for strong correlations.

In this work we concentrated on the metallic properties of such orbital selective metallic systems from a model-based viewpoint. To this end, we considered the two-band Hubbard model within Dynamical Mean-Field Theory (DMFT) using the Numerical Renormalization Group (NRG) as an impurity solver. This method allows one to address the above points with very high accuracy especially at low energies, i.e., the decisive energy region for Hund's metals. Our primary focus concerned the effect of Hund's rule coupling $J$ in metallic systems with a pronounced orbital selectivity.

In Chapter 5 we studied the low-energy properties of the two-band Hubbard close to the orbital-selective Mott phase (OSMP) within DMFT-NRG. The system is described by Fermi-liquid theory but exhibits a common low-energy scale as soon as the Hund's rule $J$ becomes sufficiently strong. This common low-energy scale applies to both bands irrespective of their different $U/W$ ratios. We found that the scale coincides with the energy scale of the kinks in the real parts of the self-energies $\text{Re}\Sigma_{\nu\nu}(\omega)$. The emergence of this common
low-energy scale marks a fundamental departure from the much simpler single-band case or the two-band model in which only charge-charge interactions are taken into account. We thus showed that Hund's rule coupling does indeed introduce qualitatively new aspects and complexity into the physics of correlated systems.

Our particular focus concerned the study of kinks, i.e., the abrupt changes in the electronic dispersion in multi-band systems. Here Hund's rule coupling enabled control over the interorbital spin-spin interaction which allowed us to directly identify the scale of the kinks with the scale of spin fluctuations, i.e. the Kondo scale, in the more general context of multi-band systems. This led to an interpretation of the kink scale within DMFT as the binding energy of the local quasiparticle (Chapter 5.6.1). Our results were obtained by analyzing the the DMFT solution from a viewpoint based on impurity physics. Similar effective models can be used to analyze other phenomena observed in DMFT.

In Chapter 6 we studied the effect of Hund's rule coupling in the OSMP. Here, even vanishingly small values of $J$ were shown to have a pronounced effect due to quantum criticality, i.e., by destabilizing the paramagnetic phase towards ferromagnetism. This instability adds to the antiferromagnetic instability of Mott insulators within DMFT which is also seen in the single-band case. In Section 6.7 we showed how the increase of temperature can induce the crossover from an orbital-selective Fermi-liquid to an OSMP by means of a model calculation. This behavior has been observed experimentally in the iron-based superconductor $A_xFe_{2-y}Se_2$ ($A=K, Rb$) [15].

The qualitatively different physics of multi-band Hubbard models, as compared to the single-band case, can be traced to the fact that the local Coulomb interaction acts not only through the charge but also the spin-channel. We were able to show that Hund's rule coupling attains an outstanding role over charge-charge interactions like the interorbital repulsion $U_1$ or the on-site interaction $U$. Therefore the traditional quantitative measure for the correlation strength of local interaction over bandwidth, $U/W$, is no longer a good indicator for strong correlations. This is seen also in many iron-based superconductors, which provide a prominent and important example of Hund's metals: On one hand, they are increasingly considered [139] to be strongly correlated because they exhibit typical strongly correlated behavior like a small coherence scale and a significant mass enhancement. On the other hand these compounds possess only a moderate density-density interaction strength $U$ which would traditionally indicate only a moderately correlated system. The further development and application of quantitative measures for the correlation strength [153] becomes therefore a necessity because the traditionally used $U/W$ ratio clearly fails to include the various aspects of the multi-band interaction.

As an outlook, it will be an important step to extend impurity solvers based on the renormalization group to the three-band case and incorporate them into material-specific calculations. This provides the required high resolution at low energies and very low temperatures which are hard to reach with quantum Monte Carlo methods. In Chapter 4 we took a first step to address this challenge by developing a DMRG-based impurity solver which already allows one to treat three-band models within DMFT. However, the numerical costs in the three-band case are currently very high. Possible future perspectives in-
clude the kernel polynomial expansion [155] and a variational principle [98] which yields dynamical correlation functions. But also the single-band Hubbard model requires further study. Here, the microscopic origin of the resonances in the Hubbard bands (Fig. 4.13) are largely unknown. This requires further investigations for which we already developed the appropriate machinery in Chapter 4.
Appendix A.

Logarithmic discretization

The key ingredient in the employed renormalization methods (NRG, DMRG) to solve the impurity problem is the logarithmic discretization of the hybridization function\(^1\)

\[
\Delta(\omega) = \sum_k \frac{|V_k|^2}{\omega - \epsilon_k}.
\]

This process ultimately leads to the effective chain Hamiltonians amenable to the NRG (DMRG). Here we follow the general outline of the derivation presented by Bulla [156, 68, 80], Hofstetter [77] and Sindel [157].

To be specific, we consider here the single level Anderson impurity model (SIAM) with the following general Hamiltonian

\[
H_{\text{Imp}} = H_{\text{Loc}} + \sum_{k; \sigma} \epsilon_k c_{k, \sigma}^\dagger c_{k, \sigma} + \sum_{k; \sigma} V_k \left( d_{\sigma}^\dagger c_{k, \sigma} + c_{k, \sigma}^\dagger d_{\sigma} \right). \tag{A.1}
\]

We note that the application to multichannel models with diagonal hybridization matrix \(\Delta(\omega)\) follows from the straightforward generalization of the steps presented the following treatment.

The system consists of three terms, the conduction term \(H_{\text{Bath}}\), the coupling term \(H_{\text{Hyb}}\) between the local electronic degrees-of-freedom \(d_{\sigma}^{(i)}\) and the conduction electrons \(c_{k, \sigma}^{(i)}\) and the local part \(H_{\text{Imp}}\) can be kept general in the following consideration.

To proceed with the transformation of Eq. (A.1) onto the effective chain Hamiltonian, we replace the discrete \(k\)-sums in Eq. (A.1) with a continuous energy representation. Introducing a one-dimensional (isotropic) energy representation for the conduction band, we

\(^1\)Without loss of generality, we assume that the hybridization function is nonzero only within the interval \([-D, D]\). Since \(D\) is the natural energy scale of the conduction band, we use \(D = 1\) as energy unit. Consequently the energy-dependent density of states (DOS) of the conduction band \(\rho(\epsilon) = \sum_k \delta(\epsilon - \epsilon_k)\) has finite support only for \(|\epsilon| \leq 1\).
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Figure A.1.: Schematic illustration of the mapping to the Wilson chain. The hybridization term \( H_{\text{Hyb}} = \sum_{k, \sigma} V_k \left( d^\dagger_{k, \sigma} c_{k, \sigma} + c^\dagger_{k, \sigma} d_{\sigma} \right) \) can be represented by means of a “star geometry” where the impurity degrees of freedom couple to the bath sites as exemplified in the top left figure. The star geometry then is mapped into the equivalent Wilson chain. In terms of Hamiltonian matrices the corresponding procedure is illustrated in the bottom figure. Note that the mapping does not affect the local Hamiltonian \( H_{\text{Loc}} \) indicated by the orange rectangle.

obtain (c.f. Bulla, Pruschke and Hewson [80])

\[
H_{\text{Bath}} = \sum_{\sigma} \int_{-1}^{1} d\epsilon \: g(\epsilon) c^\dagger_{\epsilon, \sigma} c_{\epsilon, \sigma} \quad (A.2)
\]
\[
H_{\text{Hyb}} = \sum_{\sigma} \int_{-1}^{1} d\epsilon \: h(\epsilon) \left( d^\dagger_{\epsilon, \sigma} c_{\epsilon, \sigma} + c^\dagger_{\epsilon, \sigma} d_{\sigma} \right) \quad (A.3)
\]

where we introduced the generalized dispersion \( g(\epsilon) \) and hybridization function \( h(\epsilon) \). The new (continuous) electronic degrees-of-freedom fulfill the canonical anticommutator rules \( \{ c^\dagger_{\epsilon, \sigma}, c_{\epsilon', \sigma'} \} = \delta_{\sigma, \sigma'} \delta(\epsilon - \epsilon') \). To reproduce the same action on the impurity degrees-of-freedom the functions \( g \) and \( h \) have to fulfill [80]

\[
\Delta(\omega) = \pi \frac{dg^{-1}(\omega)}{d\omega} h[g^{-1}(\omega)]^2, \quad (A.4)
\]

where \( g^{-1}(\omega) \) is the inverse of \( g(\omega) \).

Using the energy representation [Eqs. (A.2) and (A.3)] the system (A.1) can now conveniently be cast into a logarithmically discretized form. To this end we introduce the
Logarithmic discretization

discretization parameter $\Lambda > 1$ and the corresponding discretization points

$$x_n = \pm \Lambda^{-n} n = 0, 1, \ldots$$

to split the conduction bandwidth $[-1, 1]$ into subintervals of exponentially decreasing width $d_n = x_n - x_{n+1}$. Within each interval $I_{m}^{\pm} = [\pm \Lambda^{-n}, \pm \Lambda^{-n-1}]$ we now set up a (complete) Fourier series

$$\psi_{n,l}^{\pm}(\epsilon) = \begin{cases} \sqrt{\frac{1}{d_n}} e^{\pm i \omega_n \epsilon} & \epsilon \in I_{n}^{\pm} \\ 0 & \text{otherwise} \end{cases},$$

where

$$\omega_n = \frac{2\pi}{d_n}$$

is the characteristic frequency of the $n$-th interval and $l$ an integer index ranging from $-\infty$ to $\infty$. We now express the conduction electron operators $c_{\epsilon,\sigma}$ in the new basis

$$c_{\epsilon,\sigma} = \sum_{n,l} (a_{n,l,\sigma}^+ \psi_{n,l}^+(\epsilon) + a_{n,l,\sigma}^- \psi_{n,l}^-(\epsilon)),$$

where the new operators $a_{n,l,\sigma}^{\pm}$ are defined by

$$a_{n,l,\sigma}^{\pm} = \int_{-1}^{1} d\epsilon \psi_{n,l}^{\pm}(\epsilon) c_{\epsilon,\sigma}.$$

Concentrating on the hybridization term $H_{\text{Hyb}}$ we thus obtain

$$H_{\text{Hyb}} = \sum_{\sigma} \int_{-1}^{1} d\epsilon \, h(\epsilon) \left( d_{\sigma}^+ c_{\epsilon,\sigma} + h.c. \right) \tag{A.6}$$

$$= \sum_{\sigma,n,l} \left[ \int_{-1}^{1} d\epsilon \, h(\epsilon) \left( d_{\sigma}^+ a_{n,l,\sigma}^+ \psi_{n,l}^+(\epsilon) + d_{\sigma}^- a_{n,l,\sigma}^- \psi_{n,l}^-(\epsilon) \right) + h.c. \right] \tag{A.7}$$

$$= \sum_{\sigma,n,l} \left[ d_{\sigma}^+ \left( a_{n,l,\sigma}^+ \int_{x_{n+1}}^{x_n} d\epsilon \, h(\epsilon) \psi_{n,l}^+(\epsilon) + a_{n,l,\sigma}^- \int_{-x_n}^{-x_{n+1}} d\epsilon \, h(\epsilon) \psi_{n,l}^-(\epsilon) \right) + h.c. \right] \tag{A.8}$$

Taking the generalized hybridization function to be constant (e.g. $= h$) within each of the intervals $I_{n}^{\pm}$ gives

$$\int_{I_{n}^{\pm}} d\epsilon \, h(\epsilon) \psi_{n,l}^{\pm}(\epsilon) = \sqrt{d_n h \delta_{0,l}}. \tag{A.9}$$

\(^2\)Note that the limit $\Lambda \to 1$ restores the continuum limit. In practical calculation one usually takes $\Lambda = 1.5 - 3$. 
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Such a form of \( h(\epsilon) \) yields a crucial simplification because it ensures that the impurity orbital only couples to the \( l = 0 \) components of the conduction degrees-of-freedom, i.e., to \( s \)-waves only [77]. We utilize this property following the proposal of Bulla, Pruschke and Hewson [80] by taking the generalized hybridization function \( h(\epsilon) \) to be piecewise constant, i.e.,

\[
h(\epsilon) = h^+_n \quad \epsilon \in I^+_n,
\]

where we choose the values \( h^+_n \) as the averaged hybridization function \( \Delta(\omega) \) within each interval \( I^+_n \):

\[
h^+_n = \sqrt{\frac{1}{d_n} \int_{I^+_n} d\epsilon \frac{1}{\pi} \Delta(\epsilon)}.
\] (A.10)

Note that choice does not lead to additional approximations because we can shift the remaining \( \epsilon \)-dependence into \( g(\epsilon) \), still fulfilling Eq. (A.4). Using Eq. (A.9), the hybridization term (A.8) becomes

\[
H_{\text{Hyb}} = \sum_{\sigma,n} \left[ d_\sigma^+(a_{n,l=0,\sigma}^+ \sqrt{d_n^+ h_n^+} + a_{n,l=0,\sigma}^- \sqrt{d_n^- h_n^-}) + \text{h.c.} \right].
\]

Finally we introduce \( \gamma_n^+ = \sqrt{\int_{I^+_n} d\epsilon \Delta(\epsilon)} \) and the new fermionic operator

\[
f_{0,\sigma} = \frac{1}{\sqrt{\xi_0}} \sum_n \left[ \gamma_n^+ a_{n,\sigma}^+ + \gamma_n^- a_{n,\sigma}^- \right]
\] (A.11)

with the normalization

\[
\xi_0 = \sum_n \left[ (\gamma_n^+)^2 + (\gamma_n^-)^2 \right] = \int_{-1}^1 d\epsilon \Delta(\epsilon).
\]

The hybridization term \( H_{\text{Hyb}} \) is thus simplified substantially:

\[
H_{\text{Hyb}} = \sqrt{\frac{\xi_0}{\pi}} \sum_{\sigma} \left[ d_\sigma^+ f_{0,\sigma} + \text{h.c.} \right].
\] (A.12)

The key feature of Eq. (A.12) is that the impurity orbital \( d_\sigma \) only couples to a single fermionic degree-of-freedom instead of infinitely many as in the original system described by Eqs. (A.1) and (A.6), respectively. Note that the fermionic operator \( f_{0,\sigma}^{(f)} \) represents the first bath site of the Wilson chain (see Fig. A.1) and that the prefactor is usually denoted \( V \equiv \sqrt{\frac{\xi_0}{\pi}} \).
In the next step we apply Eq. (A.5) to the conduction band term $H_{\text{Bath}}$ and obtain

$$H_{\text{Bath}} = \sum_{\sigma} \int_{-1}^{1} \, d\epsilon \, g(\epsilon) c^\dagger_{\epsilon,\sigma} c_{\epsilon,\sigma}$$

$$= \sum_{\sigma,n,l,l'} \int_{-1}^{1} \, d\epsilon \left( \left[ a^+_{n,l,\sigma} \right]^\dagger \left[ \psi^+_{n,l}(\epsilon) \right]^* a^+_{n,l',\sigma} \psi^+_{n,l}(\epsilon) + \left[ a^-_{n,l,\sigma} \right]^\dagger \left[ \psi^-_{n,l}(\epsilon) \right]^* a^-_{n,l',\sigma} \psi^-_{n,l}(\epsilon) \right)$$

(A.13)

Restricting to the $l = l' = 0$ term and dropping the angular momentum index $l$ in the operators $a^\pm_{n,l,\sigma}$ yields the following approximation

$$H_{\text{Bath}} = \sum_{n,\sigma} \left[ \zeta_n^+ \left[ a^+_{n,\sigma} \right]^\dagger a^+_{n,\sigma} + \zeta_n^- \left[ a^-_{n,\sigma} \right]^\dagger a^-_{n,\sigma} \right] ,$$

(A.14)

where $\zeta_n^\pm = 1/d_n \int_{-1}^{1} \, d\epsilon \, g(\epsilon)$. To justify the approximation leading to Eq. (A.14) Wilson showed in Ref. [39] that the higher terms $(l, l') \neq (0, 0)$ in Eq. (A.13) vanish in the limit $\Lambda \to 1$ and that the approximation still yields a very good description of the bath degrees of freedom form $\Lambda = 2$. Note that the approximation yields adequate results even for higher values of $\Lambda$, e.g., $\Lambda = 3$ (see for example Krishna-murthy, Wilkins and Wilson, Ref. [40]).

The final step is to map the discretized Hamiltonian onto a chain Hamiltonian using a unitary transformation:

$$\sum_{n,\sigma} \left[ \zeta_n^+ \left[ a^+_{n,\sigma} \right]^\dagger a^+_{n,\sigma} + \zeta_n^- \left[ a^-_{n,\sigma} \right]^\dagger a^-_{n,\sigma} \right] \to \sum_{n,\sigma} \left[ \epsilon_n f^\dagger_{n,\sigma} f_{n,\sigma} + t_n (f^\dagger_{n,\sigma} f_{n+1,\sigma} + h.c.) \right].$$

(A.15)

The operators $f^{(1)}_{n,\sigma}$ are the new fermionic degrees of freedom generated by the transformation and $\epsilon_n$ ($t_n$) describe the corresponding on-site energies (hopping amplitudes) of the obtained Wilson chain. We write the unitary transformation in the following form

$$f_{n,\sigma} = \sum_{m} \left( u_{n,m} a^+_{m,\sigma} + v_{n,m} a^-_{m,\sigma} \right)$$

(A.16)

with real coefficients $u_{n,m}$ and $v_{n,m}$. The inverse transformation reads

$$a^+_{n,\sigma} = \sum_{m} u_{n,m} f_{m,\sigma}$$

(A.17)

$$a^-_{n,\sigma} = \sum_{m} v_{n,m} f_{m,\sigma}.$$  

(A.18)

The coefficients $u_{n,m}$ and $v_{n,m}$ are determined recursively by a Lanczos tridiagonalization.
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To this end we compare Eq. (A.16) with Eq. (A.11) and directly obtain the initial coefficients

\[
u_{0,m} = \frac{\gamma_m^+}{\sqrt{\xi_0}}
\]
\[
v_{0,m} = \frac{\gamma_m^-}{\sqrt{\xi_0}}.
\]

Inserting the operators \(a_{n,\sigma}^+\) and \(a_{n,\sigma}^-\) into the left side of Eq. (A.15) yields the following relation

\[
\sum_n \left[ \zeta_n^+ u_{nm} \left[ a_{n,\sigma}^+ \right]^\dagger + \zeta_n^- v_{nm} \left[ a_{n,\sigma}^- \right]^\dagger \right] = \epsilon_n f_{n,\sigma}^\dagger + t_n f_{n+1,\sigma}^\dagger + t_{n-1} f_{n-1,\sigma}^\dagger.
\]

For \(m = 0\) this reduces to

\[
\sum_n \left[ \zeta_n^+ u_{0m} \left[ a_{n,\sigma}^+ \right]^\dagger + \zeta_n^- v_{0m} \left[ a_{n,\sigma}^- \right]^\dagger \right] = \epsilon_{0,\sigma} f_{0,\sigma}^\dagger + t_0 f_{1,\sigma}^\dagger.
\] (A.19)

Anticommuting both sides of Eq. (A.19) with \(f_{0,\sigma}\) yields \(\epsilon_0\) as

\[
\epsilon_0 = \sum_n \left[ \zeta_n^+ (u_{0n})^2 + \zeta_n^- (v_{0n})^2 \right] = \frac{1}{\sqrt{\xi_0}} \sum_n \left[ \zeta_n^+ (\gamma_n^+)^2 + \zeta_n^- (\gamma_n^-)^2 \right].
\]

The initial hopping constant \(t_0\) is obtained by calculating the anticommutator

\[
\left\{ \epsilon_{0,\sigma} f_{0,\sigma}^\dagger + t_0 f_{1,\sigma}^\dagger, \epsilon_{0,\sigma} f_{0,\sigma}^\dagger + t_0 f_{1,\sigma}^\dagger \right\} = \epsilon_0^2 + t_0^2
\]

which gives

\[
t_0^2 = \frac{1}{\sqrt{\xi_0}} \left\{ \sum_n \left[ (\zeta_n^+)^2 (\gamma_n^+)^2 + (\zeta_n^-)^2 (\gamma_n^-)^2 \right] - \sum_n \left[ \zeta_n^+ (\gamma_n^+)^2 + \zeta_n^- (\gamma_n^-)^2 \right] \right\}.
\]

In order to carry on with the recursion we express \(u_{1m}\) and \(v_{1m}\) in terms of the already known coefficients and Eq. (A.19). This gives

\[
u_{1m} = \frac{u_{0m}(\gamma_m^+ - \epsilon_0)}{t_0}
\]
\[
v_{1m} = \frac{v_{1m}(\gamma_m^- - \epsilon_0)}{t_0}.
\]

In analogy to the above discussion the general on-site energies and hopping constants are given by

\[
\epsilon_n = \sum_m \left[ \zeta_n^+ (u_{nm})^2 + \zeta_n^- (v_{nm})^2 \right]
\]
\[
t_n^2 = \sum_m \left[ (\zeta_n^+)^2 (u_{nm})^2 + (\zeta_n^-)^2 (v_{nm})^2 \right] - t_{n-1}^2 - \epsilon_n^2
\]

\[
\]
and

\[ u_{n+1m} = \frac{1}{t_n} \left[ (\zeta_n^+ - \epsilon_n) u_{nm} - t_{n-1} u_{n-1m} \right] \]

\[ v_{n+1m} = \frac{1}{t_n} \left[ (\zeta_n^- - \epsilon_n) v_{nm} - t_{n-1} v_{n-1m} \right] . \]

We note that the procedure has to be performed with high precision arithmetic, say 100 – 1000 digits for typical chain lengths.
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We first concentrate on the single impurity Anderson model and consider the isolated impurity

\[ H_{\text{Loc}} = \sum_\sigma \epsilon_d d_\sigma^\dagger d_\sigma + \frac{1}{2} U \left( \sum_\sigma d_\sigma^\dagger d_\sigma - 1 \right)^2. \]

(B.1)

Since the system possesses \( U(1) \text{charge} \otimes SU(2) \text{spin} \) (QS) symmetry, the (excess) charge\(^1\) \( Q \) and the spin \( S \) are good quantum numbers which characterize the eigenstates of Eq. (B.1). The full Hamiltonian matrix becomes block-diagonal:

\[ H_{\text{Loc}} |Q = -1, S = 0\rangle_1 = \frac{U}{2} |Q = -1, S = 0\rangle_1 \]
\[ H_{\text{Loc}} |Q = 0, S = \frac{1}{2}\rangle_1 = \epsilon_d |Q = 0, S = \frac{1}{2}\rangle_1 \]
\[ H_{\text{Loc}} |Q = 1, S = 0\rangle_1 = \left( 2\epsilon_d + \frac{U}{2} \right) |Q = -1, S = 0\rangle_1 , \]

(B.2)\hspace{1cm} (B.3)\hspace{1cm} (B.4)

where the index 1 indicates that the states belong to a single fermionic level. We note that since each subspace has multiplicity \( 2S + 1 \) the state \( |Q = 0, S = \frac{1}{2}\rangle_1 \) possesses multiplicity \( 2S + 1 = 2 \). Counting it twice recovers the dimension \( D_{\text{Loc}} = 4 \) of the full Hilbert space of Eq. (B.1).

The central part of the NRG is the iterative construction of the chain Hamiltonian by successively adding sites to the system. It is therefore instructive to first consider the system \( H_N \) with a Hilbert space dimension \( D_N \), i.e., the Wilson chain with \( N \) bath sites and append the single fermionic level \( f^{(1)}_{N+1,\sigma} \) (see Fig. B.1)

\[ H_{N+1} = \Lambda^{1/2} H_N + \Lambda^{N/2} \sum_\sigma \left[ \epsilon_{N+1} f^\dagger_{N+1,\sigma} f_{N,\sigma} + t_N (f^\dagger_{N,\sigma} f_{N+1,\sigma} + h.c.) \right] . \]

(B.5)

\(^1\)Q is measured with respect to half-filling.
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\[ H_{N+1} \]

\[ H_N \]

\[ D = D_N \rightarrow 4 \times D_N \]

**Figure B.1.** Adding one site to the system \( H_N \) corresponds to a fourfold increase in the Hilbert space dimension.

The system now possesses the Hilbert space dimension \( D_{N+1} = D_N \times 4 \). Let us suppose that the system \( H_N \) has been (iteratively) diagonalized. Reintroducing the quantum number \( S_z \) the eigenstates of \( H_N \) can be denoted by the vectors \( |Q, S_z, S, r\rangle_N \). Note that the quantum numbers \((Q, S_z, S)\) correspond to a so called “irreducible subspace” with dimension \( D_{Q, S_z, S} \geq 1 \) which fulfill

\[ \sum_{Q, S_z, S} D_{Q, S_z, S} = D_N. \]

To label these states the additional index \( r = 1, \ldots, D_{Q, S_z, S} \) has to be introduced to label the vectors \( |Q, S_z, S, r\rangle_N \). A suitable orthonormal basis for \( H_{N+1} \) is obtained \[40\] by constructing the following states

\[ |Q, S, S_z, r, 0\rangle_{N+1} = \]

\[ |Q, S, S_z, r, \uparrow\rangle_{N+1} = f^\dagger_{N+1, \uparrow} |Q, S, S_z, r\rangle_N \] \hspace{1cm} (B.7)

\[ |Q, S, S_z, r, \downarrow\rangle_{N+1} = f^\dagger_{N+1, \downarrow} |Q, S, S_z, r\rangle_N \] \hspace{1cm} (B.8)

\[ |Q, S, S_z, r, \uparrow\downarrow\rangle_{N+1} = f^\dagger_{N+1, \uparrow, \downarrow} |Q, S, S_z, r\rangle_N \] \hspace{1cm} (B.9)

Note that the states \( |Q, S_z, S, r, i\rangle_{N+1} (i = \{0, \uparrow, \downarrow, \uparrow\downarrow\}) \) span the \( D_N \times 4 \) dimensional Hilbert space of \( H_{N+1} \) and can be written as a direct product, e.g., \( |Q, S, S_z, r, \uparrow\rangle_{N+1} = |Q, S_z, S\rangle_N \otimes |\uparrow\rangle_{N+1} \) with \( |\uparrow\rangle_{N+1} = f^\dagger_{N+1, \uparrow} |0\rangle_{N+1} \) etc. Due to the SU(2) invariance of the problem all states with quantum number \( S \) and different \( S_z \) are degenerate\(^2\) and form spin multiplets. We note that this property allows to eliminate the quantum number \( S_z \) in a later stage using the Wigner-Eckart Theorem.

Using these states a new basis of \( H_{N+1} \) is formed whose elements can also be labeled ac-

\(^2\)For example the two-fold degenerate (multiplicity 2) state \( |Q = 0, S = \frac{1}{2}\rangle \) in Eq. (B.3) can be written \( |Q = 0, S_z = \pm \frac{1}{2}, S = \frac{1}{2}\rangle \) with \( H_{\text{Imp}} |Q = 0, S_z = \pm \frac{1}{2}, S = \frac{1}{2}\rangle = \epsilon_s |Q = 0, S_z = \pm \frac{1}{2}, S = \frac{1}{2}\rangle \).
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cording to total spin $S$, its $z$-coordinate $S_z$, and the charge $Q$ [40]:

\begin{align}
|Q, S, S_z, r, 1\rangle_{N+1} &= |Q + 1, S, S_z, r, 0\rangle_{N+1} \\
|Q, S, S_z, r, 2\rangle_{N+1} &= \sqrt{\frac{S + S_z}{2S}} \left|Q, S - \frac{1}{2}, S_z - \frac{1}{2}, r, \uparrow\right\rangle_{N+1} + \\
&\quad + \sqrt{\frac{S + S_z}{2S}} \left|Q, S - \frac{1}{2}, S_z + \frac{1}{2}, r, \downarrow\right\rangle_{N+1} \\
|Q, S, S_z, r, 3\rangle_{N+1} &= \sqrt{\frac{S - S_z + 1}{2S + 2}} \left|Q, S + \frac{1}{2}, S_z - \frac{1}{2}, r, \uparrow\right\rangle_{N+1} + \\
&\quad + \sqrt{\frac{S + S_z + 1}{2S + 2}} \left|Q, S + \frac{1}{2}, S_z + \frac{1}{2}, r, \downarrow\right\rangle_{N+1} \\
|Q, S, S_z, r, 4\rangle_{N+1} &= |Q - 1, S, S_z, r, \uparrow\downarrow\rangle_{N+1}.
\end{align}

(B.10) (B.11) (B.12) (B.13)

Note that the states Eqs. (B.10)-(B.13) are linear combinations with the same quantum numbers $(Q, S)$, but with different values of $S_z$. We can thus suppress the index $S_z$ in the following. By construction and due to the SU(2)-symmetry of the Hamiltonian the states (B.10)-(B.13) are still eigenstates of the smaller system $H_N$, i.e.,

\begin{align}
H_N |Q, S, r, 1\rangle_{N+1} &= E_N(Q + 1, S, r) |Q, S, r, 1\rangle_{N+1} \\
H_N |Q, S, r, 2\rangle_{N+1} &= E_N(Q, S - \frac{1}{2}, r) |Q, S, r, 2\rangle_{N+1} \\
H_N |Q, S, r, 3\rangle_{N+1} &= E_N(Q, S + \frac{1}{2}, r) |Q, S, r, 3\rangle_{N+1} \\
H_N |Q, S, r, 4\rangle_{N+1} &= E_N(Q - 1, S, r) |Q, S, r, 4\rangle_{N+1}.
\end{align}

We note that this scheme works because states with different quantum number $S_z$ are degenerate. At this point, the remaining task to obtain a matrix representation of $H_{N+1}$ is to calculate the matrix elements of $H_{N+1}$ in the basis Eqs. (B.10)-(B.13) as detailed in Ref. [40].

The procedure finally yields the new Hamiltonian in a block matrix representation (one matrix for each invariant symmetry sector with multiplicity $\geq 1$)

\begin{equation}
H(r, i, r', i') =_{N+1} \langle Q, S, r, i | H_{N+1} | Q, S, r', i' \rangle_{N+1}.
\end{equation}

(B.14)

We finally note that the usage of QS-symmetry is computationally especially efficient because each of these subspaces possesses the multiplicity $2S + 1$ so that the effective dimension of the Hamiltonian blocks (Eq. B.14) is $(2S + 1)$-times larger than the object in the computer memory. Diagonalization of Eq. (B.14) yields the new unitary transformation

$$
|Q, S, w\rangle_{N+1} = \sum_{i, r} U_{QS}(w, r, i) |Q, S, r, i\rangle_{N+1}
$$

mediating\footnote{That means that they are also eigenstates of $Q, S^2$ and $S_z$. Note $S$ and $Q$ denote the total spin and charge of the two-site Hamiltonian.} between $|Q, S, w\rangle_N$ and $|Q, S, w\rangle_{N+1}$.

\footnote{Indirectly via Eqs. (B.10)-(B.13)}
Appendix C.

Recursion relations for creation/annihilation operators

Concentrating on single channel problems, we review for the calculation of creation/annihilation operators during the NRG iteration closely following Ref. [40]. The main purpose of this section is to provide an introduction to our own implementation of the self-energy operators ($H_{\text{int}}, d_{i,\sigma}$, $i = 1, 2$) for two-impurity (two-channel) models in Appendix D. Creation and annihilation operators are of essential importance for the calculation of the single-particle Green function $G_{i,\sigma}(\omega) = \langle \langle d_{\sigma}, d_{\sigma}^\dagger \rangle \rangle_\omega$ and thus central when using the NRG as an impurity solver for the DMFT. Here we follow closely Ref. [79].

In the course of the NRG iteration the Hamiltonian blocks belonging to the invariant symmetry sector ($QS$)

$$H(r, i, r', i') = \langle Q, S, r, i | H_{N+1} | Q, S, r', i' \rangle_{N+1}$$

are separately diagonalized. The eigenstates are obtained according to the unitary transformation (Appendix B)

$$|Q, S, w\rangle_{N+1} = \sum_{i, r} U_{QS}(w, r, i) |Q, S, r, i\rangle_{N+1},$$

where the states $|Q, S, r, i\rangle_{N+1}$ are defined in Eqs. (B.10)-(B.13) (for single-channel problems). Reinserting the quantum number $S_z$ temporarily, the matrix elements of $d_{i,\sigma}^\dagger$ take the form

$$\langle Q, S, S_z, r, i|d_{\sigma}^\dagger|Q', S', S'_z, r', i'\rangle_{N+1}.$$  

(C.2)

Only subspaces with $S = S' \pm 1/2, Q = Q' + 1, S_z = S'_z + \sigma$ are coupled by $d_{i,\sigma}^\dagger$ and thus non-zero. To investigate the transformation properties of the creation operator, we introduce

$$W_{1/2}^{1/2} = d_{i,\sigma}^\dagger,$$

$$W_{-1/2}^{1/2} = d_{i,\sigma}^\dagger$$
and the spin operators,

\[
S^+ = d_1^+ d_\downarrow \\
S^- = d_1^- d_\uparrow \\
S^z = \frac{1}{2}(f^\dagger_\downarrow f_\uparrow - f^\dagger_\uparrow f_\downarrow).
\]

The two operators \( W_q^{1/2} \) (\( q = \pm 1/2 \)) transform as

\[
[S^\pm, W_q^{1/2}] = \sqrt{\frac{3}{4} - q(q \pm 1)} W_{q \pm 1}^{1/2} \\
[S^z, W_q^{1/2}] = q W_q^{1/2}.
\]

This implies that we can apply the Wigner-Eckart Theorem and split off the \( S_z \) dependence.
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from the the matrix elements in Eq. (C.2):

\[ \langle Q, S, S_z, r' i | W_q^{1/2} | Q - 1, S \pm \frac{1}{2}, S_z - q, r' i' \rangle_{N+1} \]

\[ = \langle Q, S, r' i | d^l | Q', S', S'_z, r' i' \rangle_{N+1} \langle S', S'_z, \frac{1}{2}, q | S, S_z \rangle. \]

Here \( \langle Q, S, r' i | d^l | Q', S', r' i' \rangle_{N+1} \) denotes the reduced matrix elements and \( \langle S', S'_z, \frac{1}{2}, q | S, S_z \rangle \) Clebsch-Gordan coefficients. Using Eq. we can now recursively relate the matrix elements for the iteration \( N + 1 \) with the ones of the previous iteration:

\[ \langle Q, S, w | d^l | Q', S', w' \rangle_{N+1} = \sum_{r,r'p,p'=1}^4 U_{QS}(w, rp)_{N+1} \langle Q, S, r | d^l | Q', S', r' p' \rangle_{N+1} U_{Q'S'}(w', r' p'). \] (C.3)

The reduced matrix elements \( \langle Q, S, r | d^l | Q', S', r' p' \rangle_{N+1} \) are given by

\[ \langle Q, S r 1 | d^l | Q - 1, S - \frac{1}{2} r' 1 \rangle_{N+1} = \langle Q + 1, S r | d^l | Q, S - \frac{1}{2} r' \rangle_N \] (C.4)

\[ \langle Q, S r 2 | d^l | Q - 1, S - \frac{1}{2} r' 2 \rangle_{N+1} = -\langle Q, S - \frac{1}{2} r | d^l | Q - 1, S - 1 r' \rangle_N \] (C.5)

\[ \langle Q, S r 2 | d^l | Q - 1, S - \frac{1}{2} r' 3 \rangle_{N+1} = \frac{-1}{2 S + 1} \langle Q, S - \frac{1}{2} r | d^l | Q - 1, S r' \rangle_N \] (C.6)

\[ \langle Q, S r 3 | d^l | Q - 1, S - \frac{1}{2} r' 3 \rangle_{N+1} = \frac{2 \sqrt{S^2 + S}}{2 S + 1} \langle Q, S + \frac{1}{2} r | d^l | Q - 1, S - 1 r' \rangle_N \] (C.7)

\[ \langle Q, S r 4 | d^l | Q - 1, S - \frac{1}{2} r' 4 \rangle_{N+1} = \langle Q - 1, S r | d^l | Q - 2, S - \frac{1}{2} r' \rangle_N \] (C.8)

\[ \langle Q, S r 1 | d^l | Q - 1, S + \frac{1}{2} r' 1 \rangle_{N+1} = \langle Q + 1, S r | d^l | Q, S + \frac{1}{2} r' \rangle_N \] (C.9)

\[ \langle Q, S r 2 | d^l | Q - 1, S + \frac{1}{2} r' 2 \rangle_{N+1} = -\frac{2 \sqrt{S^2 + S}}{2 S + 1} \langle Q, S - \frac{1}{2} r | d^l | Q - 1 S r' \rangle_N \] (C.10)

\[ \langle Q, S r 3 | d^l | Q - 1, S + \frac{1}{2} r' 3 \rangle_{N+1} = -\langle Q, S + \frac{1}{2} r | d^l | Q - 1, S + 1 r' \rangle_N \] (C.11)

\[ \langle Q, S r 3 | d^l | Q - 1, S + \frac{1}{2} r' 3 \rangle_{N+1} = \frac{1}{2 S + 1} \langle Q, S + \frac{1}{2} r | d^l | Q - 1, S + 1 r' \rangle_N \] (C.12)

\[ \langle Q, S r 4 | d^l | Q - 1, S + \frac{1}{2} r' 4 \rangle_{N+1} = \langle Q - 1, S r | d^l | Q - 2, S + \frac{1}{2} r' \rangle_N \] (C.13)
These recursion relations and the corresponding coefficients $C_{Q,S;p,p'}$ are summarized in Tab. (C.1).

Using these preparatory results the transition to two-channel problems becomes relatively easy. Here one has to account for the fact that the Fock space dimension grows by a factor of sixteen as the two additional chain sites are appended, i.e., during each NRG iteration. This specifically affects the indices $(p,p')$ in Eq. (C.3) which run now from 1 to 16 and gives rise to even more complicated recursion relations (see Tabs. C.2 and C.3)
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| $p, p'$ | $N(Q, S)$ | $|Q', S'|_N$ | $C_{Q, S, p, p'}$ |
|---------|-----------|-------------|----------------|
| 1, 1    | $(Q + 2, S)$ | $(Q + 1, S - \frac{1}{2})$ | 1 |
| 2, 2    | $(Q + 1, S - \frac{1}{2})$ | $(Q, S - 1)$ | $-\frac{1}{1+2S}$ |
| 2, 3    | $(Q + 1, S - \frac{1}{2})$ | $(Q, S)$ | $-\frac{2(S+1)}{\sqrt{4S^2+8S+\frac{1}{2}+5}}$ |
| 3, 3    | $(Q + 1, S + \frac{1}{2})$ | $(Q, S)$ | $-\frac{2(S+1)}{\sqrt{4S^2+8S+\frac{1}{2}+5}}$ |
| 4, 4    | $(Q + 1, S - \frac{1}{2})$ | $(Q, S - 1)$ | 1 |
| 4, 5    | $(Q + 1, S - \frac{1}{2})$ | $(Q, S)$ | $-\frac{1}{1+2S}$ |
| 5, 5    | $(Q + 1, S + \frac{1}{2})$ | $(Q, S)$ | $-\frac{2(S+1)}{\sqrt{4S^2+8S+\frac{1}{2}+5}}$ |
| 6, 6    | $(Q, S)$ | $(Q - 1, S - \frac{1}{2})$ | 1 |
| 7, 7    | $(Q, S)$ | $(Q - 1, S - \frac{1}{2})$ | 1 |
| 8, 8    | $(Q, S)$ | $(Q - 1, S - \frac{1}{2})$ | 1 |
| 9, 9    | $(Q, S - 1)$ | $(Q - 1, S - \frac{3}{2})$ | 1 |
| 9, 10   | $(Q, S - 1)$ | $(Q - 1, S - \frac{1}{2})$ | \(\frac{1}{\sqrt{2S^2-S}}\sqrt{1-\frac{2}{2S+1}}\) |
| 10, 10  | $(Q, S)$ | $(Q - 1, S - \frac{1}{2})$ | \(\frac{\sqrt{4S^2-1}(1-\frac{2}{2S+1})}{\sqrt{S(S+1)(4S^2-1)}}\) |
| 10, 11  | $(Q, S)$ | $(Q - 1, S + \frac{1}{2})$ | \(\frac{\sqrt{(S+1)(2S+1)}}{2S+1}\) |
| 11, 11  | $(Q, S - 1)$ | $(Q + 1, S + \frac{1}{2})$ | \(\frac{2(4S^2+2S+3)(S+1)}{2S+1}\) |
| 12, 12  | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S - 1)$ | 1 |
| 12, 13  | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{1}{1+2S}$ |
| 13, 13  | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{2(S+1)}{\sqrt{4S^2+8S+\frac{1}{2}+5}}$ |
| 14, 14  | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S - 1)$ | 1 |
| 14, 15  | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{1}{1+2S}$ |
| 15, 15  | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{2(S+1)}{\sqrt{4S^2+8S+\frac{1}{2}+5}}$ |
| 16, 16  | $(Q - 2, S)$ | $(Q - 3, S - \frac{1}{2})$ | 1 |

Table C.2.: First part of the recursion relations for creation ("doublet") operators in the two-channel case.
| $p, p'$ | $n(Q, S)$ | $|Q', S'_n|_N$ | $C_{Q, S, p, p'}$ |
|---|---|---|---|
| 1, 1 | $(Q + 2, S)$ | $(Q + 1, S + \frac{1}{2})$ | 1 |
| 2, 2 | $(Q + 1, S - \frac{1}{2})$ | $(Q, S)$ | $-\frac{2\sqrt{S(S+1)}}{2S+1}$ |
| 3, 2 | $(Q + 1, S + \frac{1}{2})$ | $(Q, S)$ | $\frac{1}{1+2S}$ |
| 3, 3 | $(Q + 1, S + \frac{1}{2})$ | $(Q, S + 1)$ | -1 |
| 4, 4 | $(Q + 1, S - \frac{1}{2})$ | $(Q, S)$ | $-\frac{2\sqrt{S(S+1)}}{2S+1}$ |
| 5, 4 | $(Q + 1, S + \frac{1}{2})$ | $(Q, S)$ | $\frac{1}{1+2S}$ |
| 5, 5 | $(Q + 1, S + \frac{1}{2})$ | $(Q, S + 1)$ | -1 |
| 6, 6 | $(Q, S)$ | $(Q - 1, S + \frac{1}{2})$ | 1 |
| 7, 7 | $(Q, S)$ | $(Q - 1, S + \frac{1}{2})$ | 1 |
| 8, 8 | $(Q, S)$ | $(Q - 1, S + \frac{1}{2})$ | 1 |
| 9, 9 | $(Q, S - 1)$ | $(Q - 1, S - \frac{1}{2})$ | $(2S-1)\sqrt{-\frac{S+1}{S-1S^2}}$ |
| 10, 9 | $(Q, S)$ | $(Q - 1, S - \frac{1}{2})$ | $-\frac{1}{\sqrt{S(2S+1)}}$ |
| 10, 10 | $(Q, S)$ | $(Q - 1, S + \frac{1}{2})$ | $\frac{S(2S+3)}{\sqrt{S(S+1)(4S(S+2)+3)}}$ |
| 11, 10 | $(Q, S + 1)$ | $(Q - 1, S + \frac{1}{2})$ | $-\frac{1}{\sqrt{(S+1)(2S+1)}}$ |
| 11, 11 | $(Q, S + 1)$ | $(Q - 1, S + \frac{3}{2})$ | 1 |
| 12, 12 | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{2\sqrt{S(S+1)}}{2S+1}$ |
| 13, 12 | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S)$ | $\frac{1}{1+2S}$ |
| 13, 13 | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S + 1)$ | -1 |
| 14, 14 | $(Q - 1, S - \frac{1}{2})$ | $(Q - 2, S)$ | $-\frac{2\sqrt{S(S+1)}}{2S+1}$ |
| 15, 14 | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S)$ | $\frac{1}{1+2S}$ |
| 15, 15 | $(Q - 1, S + \frac{1}{2})$ | $(Q - 2, S + 1)$ | -1 |
| 16, 16 | $(Q - 2, S)$ | $(Q - 3, S + \frac{1}{2})$ | 1 |

Table C.3.: Second part of the recursion relations for creation (“doublet”) operators in the two-channel case.
Appendix D.

Self-energy of the two impurity Anderson model within NRG

To be able to perform NRG calculations for the two band Hubbard model within NRG, it is essential for the numerical performance and accuracy to utilize to use as many symmetries as possible. That means in particular that one should exploit the full rotational invariance ($SU(2)_{\text{spin}}$-symmetry) of the multi-orbital Kanamori type interaction as well as its charge conserving nature ($U(1)_{\text{charge}}$-symmetry). We note that $SU(2)_{\text{spin}}$-symmetry is conceptually much more demanding [see Appendix C and B] but provides a significant reduction of the numerical complexity of the problem because certain subspaces will have an integer multiplicity $M > 1$. The results of this Appendix provide the basis for our treatment of the two-band Hubbard model (see Chapters 5 and 6) using the DMFT(NRG).

In the following treatment we extend the results [79] for the explicit calculation of the self-energy $\Sigma(\omega)$ within $SU(2)_{\text{spin}} \otimes U(1)_{\text{charge}} (QS)$ symmetry to the two-orbital case. In particular we present details of the calculation of the dynamical correlation function

$$F_{i,\sigma}(\omega) = \langle \langle [H_{\text{Int}}, d_{i,\sigma}], d^\dagger_{i,\sigma} \rangle \rangle_\omega,$$

where $i = 1, 2$ denotes the impurity orbital and $H_{\text{Int}}$ the (local) interaction part of the two impurity Anderson model. In analogy to the single-band case, the self-energy then reads

$$\Sigma_{i,\sigma}(\omega) = \frac{F_{i,\sigma}(\omega)}{G_{i,\sigma}(\omega)}.$$

To be specific we consider here the (local) Kanamori type interaction used in the DMFT calculation of Chapter 2.4, i.e.,

$$H_J = \sum_m U n_{m\uparrow} n_{m\downarrow} + \sum_{\sigma\sigma'} (U_1 - \delta_{\sigma\sigma'} J) n_{1\sigma} n_{2\sigma'} + \sum_{m\sigma} \frac{1}{2} J d^\dagger_{m\sigma} \left( d_{m\sigma} d_{m\bar{\sigma}} + d^\dagger_{m\bar{\sigma}} d_{m\sigma} \right) d_{m\bar{\sigma}}, \quad (D.1)$$
where the index \( m = 1, 2 \) represents the orbital index while \( \sigma \) and \( \sigma' \) are the spin indices. Equation (D.1) leads to

\[
\begin{align*}
[H_J, d_{1\uparrow}] &= J(d_{2\downarrow}^\dagger d_{2\uparrow} d_{1\downarrow} - d_{1\downarrow}^\dagger d_{2\downarrow} d_{2\uparrow}) - U_1 d_{2\downarrow}^\dagger d_{2\downarrow} d_{1\uparrow} \\
&+ (J - U_1) d_{2\downarrow}^\dagger d_{2\uparrow} d_{1\downarrow} - U d_{1\downarrow}^\dagger d_{1\downarrow} d_{1\uparrow} \\
[H_J, d_{1\downarrow}] &= (J - U_1) d_{2\downarrow}^\dagger d_{2\uparrow} d_{1\downarrow} - U_1 d_{2\uparrow}^\dagger d_{2\uparrow} d_{1\downarrow} \\
&+ J \left( d_{2\downarrow}^\dagger d_{2\downarrow} d_{1\uparrow} + d_{1\downarrow}^\dagger d_{2\uparrow} d_{2\uparrow} \right) + U d_{1\downarrow}^\dagger d_{1\downarrow} d_{1\uparrow} \\
[H_J, d_{2\uparrow}] &= U_1 d_{1\uparrow}^\dagger d_{2\downarrow} d_{1\downarrow} + (U_1 - J) d_{1\uparrow}^\dagger d_{2\uparrow} d_{1\downarrow} \\
&- U d_{2\downarrow}^\dagger d_{2\uparrow} d_{2\uparrow} - J \left( d_{2\downarrow}^\dagger d_{1\downarrow} d_{1\uparrow} + d_{1\downarrow}^\dagger d_{2\uparrow} d_{1\uparrow} \right) \\
[H_J, d_{2\downarrow}] &= U d_{2\uparrow}^\dagger d_{2\downarrow} d_{2\downarrow} + J (d_{2\uparrow}^\dagger d_{1\uparrow} d_{1\downarrow} - d_{1\uparrow}^\dagger d_{2\downarrow} d_{1\downarrow}) \\
&+ (U_1 - J) d_{1\uparrow}^\dagger d_{2\downarrow} d_{1\downarrow} + U_1 d_{1\uparrow} d_{2\downarrow} d_{1\uparrow}.
\end{align*}
\]

In full analogy to Ref. [79] we proceed by introducing the following operators

\[
\begin{align*}
V_{1/2}^{1/2} &= -[H_J, d_{1\downarrow}] \\
V_{-1/2}^{1/2} &= [H_J, d_{1\uparrow}] \\
W_{1/2} &= -[H_J, d_{2\downarrow}] \\
W_{-1/2}^{1/2} &= [H_J, d_{2\uparrow}].
\end{align*}
\]

which transform according to

\[
\begin{align*}
[S_+^{tot}, V_{1/2}^{1/2}] &= 0 \quad \text{(D.2)} \\
[S_+^{tot}, V_{-1/2}^{1/2}] &= V_{1/2}^{1/2} \quad \text{(D.3)} \\
[S_-^{tot}, V_{1/2}^{1/2}] &= V_{-1/2}^{1/2} \quad \text{(D.4)} \\
[S_-^{tot}, V_{-1/2}^{1/2}] &= 0 \quad \text{(D.5)} \\
[S_{0}^{z_{tot}}, V_{1/2}^{1/2}] &= \frac{1}{2} V_{1/2}^{1/2} \quad \text{(D.6)} \\
[S_{0}^{z_{tot}}, V_{-1/2}^{1/2}] &= -\frac{1}{2} V_{-1/2}^{1/2} \quad \text{(D.7)}
\end{align*}
\]

and

\[
\begin{align*}
[S_+^{tot}, W_{1/2}^{1/2}] &= 0 \quad \text{(D.8)} \\
[S_+^{tot}, W_{-1/2}^{1/2}] &= W_{1/2}^{1/2} \quad \text{(D.9)} \\
[S_-^{tot}, W_{1/2}^{1/2}] &= W_{-1/2}^{1/2} \quad \text{(D.10)} \\
[S_-^{tot}, W_{-1/2}^{1/2}] &= 0 \quad \text{(D.11)} \\
[S_{0}^{z_{tot}}, W_{1/2}^{1/2}] &= \frac{1}{2} W_{1/2}^{1/2} \quad \text{(D.12)} \\
[S_{0}^{z_{tot}}, W_{-1/2}^{1/2}] &= -\frac{1}{2} W_{-1/2}^{1/2}. \quad \text{(D.13)}
\end{align*}
\]
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Here $S_{\text{tot}}^z$ and $S_{\text{tot}}^\pm$ denotes the spin operators for the composite impurity spin $S_{\text{tot}} = S_1 + S_2$, i.e.,

$$S_{\text{tot}}^+ = (S_1^+ + S_2^+) + i(S_1^y + S_2^y) = \frac{1}{2} \sum_{i=1,2} (d_{i,\uparrow}^d d_{i,\uparrow} + d_{i,\downarrow}^d d_{i,\downarrow})$$

$$S_{\text{tot}}^- = (S_1^+ + S_2^+) - i(S_1^y + S_2^y) = \frac{i}{2} \sum_{i=1,2} (d_{i,\uparrow}^d d_{i,\downarrow} - d_{i,\downarrow}^d d_{i,\uparrow})$$

$$S_{\text{tot}}^z = (S_1^z + S_2^z) = \frac{1}{2} \sum_{i=1,2} (d_{i,\uparrow}^d d_{i,\uparrow} - d_{i,\downarrow}^d d_{i,\downarrow}).$$

In order to utilize the Wigner-Eckart Theorem we may write the transformation rules Eqs. (D.2-D.13) according to

$$[S_{\text{tot}}^\pm, V_q^{1/2}] = \sqrt{\frac{3}{4} - q(q + 1)} V_{q\pm1}^{1/2}$$

$$[S_{\text{tot}}^z, V_q^{1/2}] = q V_{q\pm1}^{1/2}$$

$$[S_{\text{tot}}^\pm, W_q^{1/2}] = \sqrt{\frac{3}{4} - q(q + 1)} W_{q\pm1}^{1/2}$$

$$[S_{\text{tot}}^z, W_q^{1/2}] = q W_{q\pm1}^{1/2}$$

with $q = \pm 1/2$. Thus, we obtain same transform rules as for the single-orbital case (see Ref. [79]). Applying the Wigner-Eckart Theorem yields

$$\langle Q, S, S_z, w | V_q^{1/2} | Q', S', S'_z, w' \rangle = \langle Q, S, w | W_q^{1/2} | Q', S', w' \rangle \left( S', S'_z, \frac{1}{2}, q | S, S_z \right)$$

The analogous expression holds for $W_q^{1/2}$. In our adaption of the "NRG Ljubljana" code by Žitko [158] the reduced matrix elements $\langle Q, S, w | V_q^{1/2} | Q', S', w' \rangle$ and $\langle Q, S, w | W_q^{1/2} | Q', S', w' \rangle$ are calculated recursively starting with the four site cluster

$$\hat{H}_0 = \sqrt{\Lambda} \left[ \sum_{\sigma} \epsilon d_{1,\sigma}^d d_{1,\sigma} + \sum_{\sigma} \epsilon d_{2,\sigma}^d d_{2,\sigma} + \sum_{\sigma} \epsilon f_{1,\sigma}^d f_{1,\sigma} + \sum_{\sigma} \epsilon f_{2,\sigma}^d f_{2,\sigma} + H_j \right.$$

$$+ V_1 \sum_{\sigma} \left( d_{1,\sigma}^d f_{1,\sigma} + f_{1,\sigma}^d d_{1,\sigma} \right) + V_2 \sum_{\sigma} \left( d_{2,\sigma}^d f_{2,\sigma} + f_{2,\sigma}^d d_{2,\sigma} \right)\left. \right]$$

(D.14)

as the initial step of the NRG iteration. Here, $f_{i,\sigma}^{(i)}$ denotes the first bath site of the $i$-th bath, $V_i$ and $\epsilon_{fi}$ are determined from the $i$-th hybridization function $\Delta_i(\omega)$.

For two self-energy operators ($V_q^{1/2}$ and $W_q^{1/2}$) the recursion proceeds along the lines of Eqs. (C.4)-(C.13) and is summarized in Tab. (D.1) and Tab. (D.2).
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Figure D.1.: Self energies for the (particle-hole symmetric) two-impurity Anderson model with degenerate and constant hybridization functions $\Delta_1(\omega) = \Delta_2(\omega) = const$. The number of kept states for the case of $U(1)_{\text{charge}} \otimes SU(2)_{\text{spin}}$ ($QS$) symmetry (excluding multiplicities of the irreducible subspaces) is $N = 2000$. In contrast, using only $U(1)_{\text{charge}} \otimes U(1)_{\text{spin}}$ ($QS_z$) symmetry requires $N = 6000$ kept states to yield a quality comparable to the calculation employing $QS$-symmetry. On six processors one full NRG iteration (including calculation of the spectra) took $T_{SU(2)} = 5000$ sec. utilizing $QS$-symmetry while for $QS_z$ symmetry one iteration took $T_{U(1)} \approx 60000$ sec. For both calculation the data are obtained using the $z$-trick (here $N_z = 4$) and the same broadening parameter.

In Fig. (D.1) we present the self-energy of the two-channel, two-impurity Anderson model with degenerate baths (i.e., $\Delta_1(\omega) = \Delta_2(\omega)$) and the full interaction $H_J$ using this scheme. In the plot we compare the results of a $QS$-symmetric calculation with the results of a $QS_z$-symmetric $^1$ ($U(1)_{\text{charge}} \otimes U(1)_{\text{spin}}$-symmetric) calculation. For both symmetries we obtain basically identical results for the self-energy, validating the correctness of our implementation of the self-energy operators within $QS$-symmetry. The small deviations are due to the inevitable symmetry violations due to the NRG truncation within $QS_z$-symmetry. Note in particular the enormous performance gain of the $QS$-symmetric calculation.

$^1$Within $QS_z$ symmetry the self-energy operators are much more easily implemented as compared to the case of $QS$-symmetry. This is so because the operators $V_1^{1/2}$ and $W_1^{1/2}$ transform just like annihilation operators within $QS_z$-symmetry and are thus easily included into the NRG (especially into the employed code [158]).
## Self-energy of the two impurity Anderson model within NRG

### Table D.1: Second part of the recursion relations for self-energy operators in the two-channel case.

<table>
<thead>
<tr>
<th>(p, p')</th>
<th>(N(Q, S))</th>
<th>(Q', S')</th>
<th>(C_{Q, S, p, p'})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 1</td>
<td>((Q + 2, S))</td>
<td>((Q + 3, S - 1))</td>
<td>1</td>
</tr>
<tr>
<td>2, 2</td>
<td>((Q + 1, S - 1))</td>
<td>((Q + 2, S - 2))</td>
<td>-1</td>
</tr>
<tr>
<td>2, 3</td>
<td>((Q + 1, S - 1))</td>
<td>((Q + 2, S))</td>
<td>(- \frac{1}{1 + 2S})</td>
</tr>
<tr>
<td>3, 3</td>
<td>((Q + 1, S + 1))</td>
<td>((Q + 2, S))</td>
<td>(- \frac{2(S + 1)}{\sqrt{4S^2 + 8S + \frac{1}{S} + 5}})</td>
</tr>
<tr>
<td>4, 4</td>
<td>((Q + 1, S - 1))</td>
<td>((Q + 2, S - 2))</td>
<td>-1</td>
</tr>
<tr>
<td>4, 5</td>
<td>((Q + 1, S - 1))</td>
<td>((Q + 2, S))</td>
<td>(- \frac{1}{1 + 2S})</td>
</tr>
<tr>
<td>5, 5</td>
<td>((Q + 1, S + 1))</td>
<td>((Q + 2, S))</td>
<td>(- \frac{2(S + 1)}{\sqrt{4S^2 + 8S + \frac{1}{S} + 5}})</td>
</tr>
<tr>
<td>6, 6</td>
<td>((Q, S))</td>
<td>((Q + 1, S - 1))</td>
<td>1</td>
</tr>
<tr>
<td>7, 7</td>
<td>((Q, S))</td>
<td>((Q + 1, S - 1))</td>
<td>1</td>
</tr>
<tr>
<td>8, 8</td>
<td>((Q, S))</td>
<td>((Q + 1, S - 1))</td>
<td>1</td>
</tr>
<tr>
<td>9, 9</td>
<td>((Q, S - 2))</td>
<td>((Q + 1, S - 3))</td>
<td>(\frac{1}{2S - 1} \sqrt{2S - 1})</td>
</tr>
<tr>
<td>9, 10</td>
<td>((Q, S - 2))</td>
<td>((Q + 1, S - 1))</td>
<td>(\sqrt{\frac{1}{2S^2 - 8} \sqrt{1 - \frac{2}{2S + 1}}})</td>
</tr>
<tr>
<td>10, 10</td>
<td>((Q, S))</td>
<td>((Q + 1, S - 1))</td>
<td>(\sqrt{\frac{1}{4S^2 - 2S - 4S - 1 + S(2S - 1)} \sqrt{S + 1(4S^2 - 1)}})</td>
</tr>
<tr>
<td>10, 11</td>
<td>((Q, S))</td>
<td>((Q + 1, S + 1))</td>
<td>(\frac{1}{\sqrt{(S + 1)(2S + 1)}} \sqrt{\frac{2(4S(S + 2) + 3)}{S + 1}})</td>
</tr>
<tr>
<td>11, 11</td>
<td>((Q, S + 2))</td>
<td>((Q + 1, S + 1))</td>
<td>(\frac{1}{\sqrt{2S + 1}})</td>
</tr>
<tr>
<td>12, 12</td>
<td>((Q - 1, S - 1))</td>
<td>((Q, S - 2))</td>
<td>-1</td>
</tr>
<tr>
<td>12, 13</td>
<td>((Q - 1, S - 1))</td>
<td>((Q, S))</td>
<td>(- \frac{1}{1 + 2S})</td>
</tr>
<tr>
<td>13, 13</td>
<td>((Q - 1, S + 1))</td>
<td>((Q, S))</td>
<td>(- \frac{2(S + 1)}{\sqrt{4S^2 + 8S + \frac{1}{S} + 5}})</td>
</tr>
<tr>
<td>14, 14</td>
<td>((Q - 1, S - 1))</td>
<td>((Q, S - 2))</td>
<td>-1</td>
</tr>
<tr>
<td>14, 15</td>
<td>((Q - 1, S - 1))</td>
<td>((Q, S))</td>
<td>(- \frac{1}{1 + 2S})</td>
</tr>
<tr>
<td>15, 15</td>
<td>((Q - 1, S + 1))</td>
<td>((Q, S))</td>
<td>(- \frac{2(S + 1)}{\sqrt{4S^2 + 8S + \frac{1}{S} + 5}})</td>
</tr>
<tr>
<td>16, 16</td>
<td>((Q - 2, S))</td>
<td>((Q - 1, S - 1))</td>
<td>1</td>
</tr>
</tbody>
</table>
### Table D.2.: Second part of the recursion relations for self-energy operators in the two-channel case.

| \( p, p' \) | \( N(Q, S) \) | \( |Q', S'| \) | \( C_{Q, S, p, p'} \) |
|------------|--------------|--------------|----------------|
| 1,1        | \((Q + 2, S)\) | \((Q + 3, S - 1)\) | 1              |
| 2,2        | \((Q + 1, S - 1)\) | \((Q + 2, S - 2)\) | -1             |
| 2,3        | \((Q + 1, S - 1)\) | \((Q + 2, S)\) | \(- \frac{1}{1+2S}\) |
| 3,3        | \((Q + 1, S + 1)\) | \((Q + 2, S)\) | \(- \frac{2(S+1)}{\sqrt{4S^2+8S+\frac{8}{3}+5}}\) |
| 4,4        | \((Q + 1, S - 1)\) | \((Q + 2, S - 2)\) | -1             |
| 4,5        | \((Q + 1, S - 1)\) | \((Q + 2, S)\) | \(- \frac{1}{1+2S}\) |
| 5,5        | \((Q + 1, S + 1)\) | \((Q + 2, S)\) | \(- \frac{2(S+1)}{\sqrt{4S^2+8S+\frac{8}{3}+5}}\) |
| 6,6        | \((Q, S)\) | \((Q + 1, S - 1)\) | 1              |
| 7,7        | \((Q, S)\) | \((Q + 1, S - 1)\) | 1              |
| 8,8        | \((Q, S)\) | \((Q + 1, S - 1)\) | 1              |
| 9,9        | \((Q, S - 2)\) | \((Q + 1, S - 3)\) | \(\frac{1}{2S-1} \sqrt{2S-1}\) |
| 9,10       | \((Q, S - 2)\) | \((Q + 1, S - 1)\) | \(\sqrt{\frac{1}{2S^2-5} \left(1 - \frac{2}{2S+1}\right)}\) |
| 10,10      | \((Q, S)\) | \((Q + 1, S - 1)\) | \(\frac{\sqrt{4S^2-1} \sqrt{1 - \frac{2}{2S+1}} + S(2S-1)}{\sqrt{S(S+1)(4S^2-1)}}\) |
| 10,11      | \((Q, S)\) | \((Q + 1, S + 1)\) | \(\frac{1}{\sqrt{(S+1)(2S+1)}}\) |
| 11,11      | \((Q, S + 2)\) | \((Q + 1, S + 1)\) |                 |
| 12,12      | \((Q - 1, S - 1)\) | \((Q, S - 2)\) | -1             |
| 12,13      | \((Q - 1, S - 1)\) | \((Q, S)\) | \(- \frac{1}{1+2S}\) |
| 13,13      | \((Q - 1, S + 1)\) | \((Q, S)\) | \(\frac{\sqrt{3(4S^2+8S+8)}}{2S+1}\) |
| 14,14      | \((Q - 1, S - 1)\) | \((Q, S - 2)\) | -1             |
| 14,15      | \((Q - 1, S - 1)\) | \((Q, S)\) | \(- \frac{1}{1+2S}\) |
| 15,15      | \((Q - 1, S + 1)\) | \((Q, S)\) | \(- \frac{2(S+1)}{\sqrt{4S^2+8S+\frac{8}{3}+5}}\) |
| 16,16      | \((Q - 2, S)\) | \((Q - 1, S - 1)\) | 1              |
Appendix E.

Underscreened Kondo effect

An important result of Nozières and Blandin [147] is that the traditional Kondo effect of an spin $S$ impurity requires the (antiferromagnetic) coupling to $n = 2S$ screening channels/conduction bands. The ground state properties of such fully screened models are described by a local Fermi liquid [132], which dictates the physics at low-energies of metallic (conventional Fermi-liquids) systems within the DMFT approximation (in particular at half-filling [26] and close to the MIT).

However, for $n < 2S$ the impurity spin can no longer be fully compensated by the conduction channels because the Pauli principle implies that the largest spin that can be formed by conduction electrons at the origin is $n/2$, thus leading to a non-zero (unscreened) magnetic moment at $T = 0$. In the absence of a magnetic field this “residual” spin $S - n/2$ gives rise to a $(2S - n)$-fold degenerate ground state and an impurity contribution to the entropy of $\log(2S - n)$. It is convenient to discuss such underscreened models in terms of the effective one-dimensional representation, i.e., a spin $S$ impurity coupled to $n$ Wilson chains representing the conduction channels/electron baths (see Fig. E.1). We restrict the consideration to $S = 1$ and $n = 1$ while more general systems can be discussed in a similar way. In this case the antiferromagnetic interaction between the impurity and the zeroth site of the Wilson chain traps an electron with antiparallel orientation with respect to the impurity spin. This process leaves an unscreened remaining spin $S' = 1/2$. Note that the resulting Kondo doublet $S'$ is a composite object which involves the impurity as well as the zeroth Wilson site.

We can gain an intuitive understanding of the situation by considering the possible Kondo effects between the residual spin $S' = 1/2$ and the remaining bath sites. The effective interaction between $S'$ and the remaining conduction electrons due to virtual second order hopping between the zeroth and first Wilson site can be seen to be weakly ferromagnetic: In the configuration shown in Fig. (E.1) the Pauli principle ensures only ‘up’-electrons on the first Wilson site can participate in these virtual hopping processes and have their energy minimized. The coupling between the $S' = 1/2$ and the remaining bath degrees-of-freedom is thus ferromagnetic and the residual spin will not undergo any additional screening.

Underscreened behavior along the lines of the above discussion is also found in the more general class of $k$-channel Anderson impurity models with $l$ impurity orbitals [150] with
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Figure E.1.: The underscreened $S = 1$ Kondo effect can be discussed by means of the corresponding effective Wilson chain. The antiferromagnetic interaction (Kondo coupling) between the impurity spin $S_{\text{imp}}$ and the conduction electrons amounts to the antiparallel alignment between $S_{\text{imp}}$ and the zeroth site of the Wilson chain $f_{0,\sigma}^{(1)}$. The impurity and $f_{0,\sigma}^{(1)}$ thus form a composite spin $S' = 1/2$ marked with the red box in the figure. The Pauli principle permits only electrons with opposite spin direction as compared to the impurity spin to occupy the zeroth Wilson chain site which amounts to an effective ferromagnetic interaction.

(typically) $k < l$. Although the DMFT mapping generally leads to Anderson type impurity models with $k = l$, the possibility on an orbital-selective Mott phase can reduce the number of “active” screening channels in the low-energy sector and thus lead to underscreening as shown in Chapter 6.

The low-energy dynamics of such underscreened models were investigated in [151, 150, 148] and are described by an exotic state, a so-called singular Fermi liquid (SFL). Like traditional Fermi-liquids, SFLs are characterized by the vanishing of the imaginary part of the self-energy at the Fermi level, i.e.,

$$\text{Im}\Sigma_{\text{SFL}}(\omega = 0) = 0.$$  \hspace{1cm} (E.1)

Equation (E.1) holds because singular Fermi-liquids exhibit purely elastic scattering [148] at the Fermi level, i.e., for $\omega \to 0$. However, the low-energy asymptotics [150] of SFLs are significantly different from conventional Fermi-liquids\footnote{In Fermi-liquids one has $\text{Im}\Sigma(\omega) \propto \omega^{2}$ and $[\text{Re}\Sigma(\omega) - \text{Re}\Sigma(0)] \propto \omega$.} [151, 148, 150, 137]:

$$\text{Im}\Sigma_{\text{SFL}}(\omega) = \frac{a}{\ln^2(\omega/T_0)} + \mathcal{O}(\ln^{-4}(\omega/T_0))$$  \hspace{1cm} (E.2)

$$\text{Re}\Sigma_{\text{SFL}}(\omega) - \text{Re}\Sigma_{\text{SFL}}(0) = \frac{b}{\ln^3(\omega/T_0)} + \mathcal{O}(\ln^{-5}(\omega/T_0)).$$  \hspace{1cm} (E.3)

The effective energy scale $T_0$ in Eqs. (E.2) and (E.3) can be viewed as a Kondo scale of underscreened models as it takes a similar role as $T_K$ in conventional Kondo-type models. In analogy to the Kondo scale of fully screened impurity models it can be extracted from NRG calculations of the impurity contribution $S_{\text{Imp}}(T_N)$ to the total entropy $S(T_N)$. The quantity $S_{\text{Imp}}(T_N)$ is obtained by performing an additional NRG calculation with the impurity removed. This additional calculation yields the entropy $S_{\text{Bath}}(T_N)$ of the conduction electrons alone, i.e., of the “clean” system (see Refs. [39, 40, 68])

$$S_{\text{Imp}}(T_N) = S(T_N) - S_{\text{Bath}}(T_N).$$  \hspace{1cm} (E.4)

\footnote{$T_N$ marks the effective temperature of the $N$-th NRG iteration.}
Figure E.2: (a) Impurity contribution to the entropy $S_{\text{Imp}}(T)$ obtained from the NRG iteration for the underscreened two-impurity Anderson model with constant hybridization function (a). As described in the main text $S_{\text{Imp}}(T)$ exhibits the sequence of crossovers $S_{\text{Imp}} = \ln 16 \rightarrow \ln 3 \rightarrow \ln 2$ upon “cooling” of the system. The red arrow indicates the temperature $T_0$ where $S_{\text{Imp}}(T)$ drops to 0.90 [see the definition Eq. (E.5)] which is very close to the real crossover temperature in this calculation. The figures (b) and (c) show fits to the analytic expressions Eqs. (E.2) and (E.3) with fitparameter $T_0^{\text{Fit}} \simeq 0.12\Delta$. Model parameters for the System are given in (c).

From $S_{\text{Imp}}(T_N)$ one possible *definition* of the scale $T_0$ can then be obtained from the crossover temperature to the residual entropy, i.e., the transition from $\log(2S - n + 1)$ to $\log(2S - n)$. Within that choice, the energy scale $T_0$ would then for example be the solution of

$$S_{\text{Imp}}(T_0) = \frac{1}{2} \left[ \log(2S - n + 1) + \log(2S - n) \right],$$

(E.5)

i.e., just midway in between the two values of the entropy. For $S = 1$ $n = 1$ one would for example define the scale as the temperature where $S_{\text{Imp}}(T)$ drops to $1/2 \left[ \log 3 + \log 2 \right] \simeq 0.90$.

To be specific and to allow direct contact with the DMFT calculations within the orbital-selective Mott phase (Chapter 6) we illustrate the dynamical low-energy properties of such underscreened impurity models by means of explicit calculations of single- and two-particle Green functions. To this end we concentrate on underscreened one channel Anderson impurity models with two impurity orbitals and constant hybridization function(s) $\text{Im}_i(\omega) = \ldots$
For the intra- and inter-orbital interaction we utilize the general local Kanamori form of the local interaction defined by Eq. (2.36). Apart from the smaller number of electron baths and the non self-consistent hybridization functions, the Hamiltonian is identical to the underlying impurity problem for two-band DMFT with a diagonal hybridization function.

\[
H = \sum_{k \sigma} \epsilon_{k \sigma} c_{k \sigma}^\dagger c_{k \sigma} + \sum_{m \sigma} \epsilon_m n_{m \sigma} \\
+ \sum_{k \sigma} (V_{km} c_{k m \sigma}^\dagger d_{m \sigma} + \text{h.c.}) + H_{\text{int}}^{\text{loc}},
\]

(E.6)

where \(\sigma = \uparrow, \downarrow\) denotes spin index and \(m = 1, 2\) the orbital index. The operator \(H_{\text{int}}^{\text{loc}}\) is the usual Kanamori interaction, i.e.,

\[
H_{\text{int}}^{\text{loc}} = U \sum_m n_{m \uparrow} n_{m \downarrow} + \sum_{\sigma \sigma'} (U_1 - \delta_{\sigma \sigma'} J) n_{1 \sigma} n_{2 \sigma'} \\
+ \frac{J}{2} \sum_{\text{mns}} d_{\text{mns}}^\dagger (d_{\text{nns}}^\dagger d_{\text{mns}} + d_{\text{mns}}^\dagger d_{\text{nns}}) d_{\text{mns}}.
\]

In the present case we have

\[
V_{k,2} = 0 \\
\epsilon_{k,2} = 0
\]

and \(V_{k,1}, \epsilon_{k,1}\) such that the corresponding hybridization function fulfills

\[
\text{Im} \Delta_1(\omega) = \text{Im} \sum_{k} \frac{|V_{k,1}|^2}{\omega - \epsilon_{k,1} + i0^+} = \text{const}.
\]

In Fig. (E.2a) we present a calculation of the impurity contribution to the entropy \(S_{\text{Imp}}(T)\) and the real as well as imaginary part of the metallic self-energy (Fig. E.2b,c) for the Hamiltonian Eq. (E.6). The temperature dependence of the entropy provides a physically intuitive and transparent insight into the behavior and the corresponding local energy scales of the impurity at decreasing excitation energies: In the high temperature limit \((T \rightarrow \infty)\) all \(4^2 = 16\) impurity states are occupied with equal probability so that the entropy takes the maximal value \(\log 16 \simeq 2.77\). As the temperature is lowered the entropy drops to reach the value \(\log 3 \simeq 1\) at \(T_1 \simeq 0.25 \Delta\). This behavior corresponds to the crossover from two independent spins into a composite spin-1 object and is a direct consequence of the (ferromagnetic) Hund's rule coupling. The behavior below \(T_1\) closely follows the intuitive picture outlined in the beginning of the chapter by means of the underscreened spin-1 Kondo model. It consists of a single screening process which turns the triplet into a doublet. No further screening events are found to take place in the limit \(T \rightarrow 0^+\). This leaves a residual (unscreened) spin-1/2 which is two-fold degenerate and gives rise to the finite residual entropy \(S_{\text{Imp}}(0^+) = \log 2\), indicative of a two-fold degenerate ground state.
The low-energy behavior of the metallic self-energies $\Sigma(\omega)$ is shown in Figs. (E.2b) and (c) and provide direct insight into the typical behavior of SFLs at low-energies. The low-energy asymptotics of the functions $\text{Im}\Sigma(\omega)$ and $\text{Re}\Sigma(\omega)$ shown in Figs. (E.2b) and (c) mark the deviation from the conventional (local) Fermi-liquid behavior (with quadratic resp. linear $\omega$-dependence) in an especially drastic way. We fit the analytic SFL expressions $\Sigma_{\text{SFL}}(\omega)$ [Eqs. (E.3) and (E.2)] to the numerical data for $\Sigma(\omega)$ and obtain excellent agreement. The fits provide an alternative to the (somewhat arbitrary$^3$) definition of $T_0$ from Eq. (E.5). The scale is indicated by the arrow in Fig. (E.2a).

$^3$This is because $T_0$ is defined from as a crossover temperature which naturally introduces some degree of arbitrariness.
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# List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2IKM</td>
<td>two-impurity Kondo model</td>
</tr>
<tr>
<td>ARPES</td>
<td>angular-resolved photoemission spectroscopy</td>
</tr>
<tr>
<td>bcc</td>
<td>body centered cubic</td>
</tr>
<tr>
<td>Bi-CG</td>
<td>biconjugate gradient</td>
</tr>
<tr>
<td>Bi-CGSTAB</td>
<td>stabilized biconjugate gradient</td>
</tr>
<tr>
<td>CDMFT</td>
<td>cellular dynamical mean-field theory</td>
</tr>
<tr>
<td>CV</td>
<td>correction vector</td>
</tr>
<tr>
<td>DCA</td>
<td>dynamical cluster approximation</td>
</tr>
<tr>
<td>DDMRG</td>
<td>dynamical DMRG</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DMFT</td>
<td>dynamical mean-field theory</td>
</tr>
<tr>
<td>DMRG</td>
<td>density-matrix renormalization group</td>
</tr>
<tr>
<td>DOS</td>
<td>density of states</td>
</tr>
<tr>
<td>fcc</td>
<td>face centered cubic</td>
</tr>
<tr>
<td>FDM-NRG</td>
<td>full density-matrix NRG</td>
</tr>
<tr>
<td>FL</td>
<td>Fermi-liquid</td>
</tr>
<tr>
<td>G-DDMRG</td>
<td>Gaussian DDMRG</td>
</tr>
<tr>
<td>GMRES</td>
<td>generalized minimal residual method</td>
</tr>
<tr>
<td>KK</td>
<td>Kramers-Kronig</td>
</tr>
<tr>
<td>LDA</td>
<td>local density approximation</td>
</tr>
<tr>
<td>MIT</td>
<td>metal-to-insulator transition</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>NN</td>
<td>nearest neighbor</td>
</tr>
<tr>
<td>NRG</td>
<td>Temperature</td>
</tr>
<tr>
<td>OSMP</td>
<td>orbita-selective Mott phase</td>
</tr>
<tr>
<td>OSMT</td>
<td>orbital-selective Mott transition</td>
</tr>
<tr>
<td>QMC</td>
<td>Quantum Monte Carlo</td>
</tr>
<tr>
<td>sc</td>
<td>simple cubic</td>
</tr>
<tr>
<td>SFL</td>
<td>singular Fermi-liquid</td>
</tr>
<tr>
<td>SIAM</td>
<td>single impurity Anderson model</td>
</tr>
<tr>
<td>TIAM</td>
<td>two-impurity Anderson model</td>
</tr>
</tbody>
</table>
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