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Abstract

L iving microorganisms are capable of a directed response to external stimuli, such as
light or certain chemicals, by swimming toward or away from the stimulus source.
They do so by means of complex signal transduction pathways, which allow them to

elaborate a physiological response to the stimulating environment. Usually, tactic stimuli
are not static, but rather modulated in the form of spatio-temporal signals, like traveling
wave pulses. Interestingly, many microorganisms are capable of locating the pulse source and
heading toward it, irrespective of their response to a static gradient of the respective stimulus.
Their biomimetic counterpart, arti�cial microswimmers, also propel themselves by harvesting
kinetic energy from an activating medium, but in contrast lack any adaptive capacity. In the
present work, we investigate the transport of such swimmers subject to traveling activation
pulses and show, by means of analytical and numerical methods, that they can actually drift
in either direction with respect to the propagation of the pulses, depending on the pulse speed
and waveform. Moreover, chiral swimmers, which move along spiraling trajectories, may
drift preferably in a direction perpendicular to the pulse propagation. Such a variety of tactic
responses is explained with a combination of two mechanisms: angular �uctuations, which
help the swimmer explore its surroundings and thus di�use faster toward more active regions,
and self-polarization, a mechanism inherent to (phoretic) self-propulsion, which tends to
orient the swimmer’s velocity parallel or anti-parallel to the local activation gradients. By
determining the relative magnitude of both e�ects, we characterize the selective transport of
arti�cial microswimmers in inhomogeneous activating media.
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Introduction

S omatic cells and microorganisms, like bacteria and certain fungi or algae, can perform a
directed movement toward or away from the source of an external stimulus, a behavior
which is referred to as taxis (plural taxes). If taxes did not exist, the present thesis also

would not. Not only because then there would be nothing to write about, but also because
there would be nobody to write it down. Actually, taxes are ubiquitous. They are categorized
based on the nature of the stimulus and on whether the organisms head toward (positive taxis)
or away from (negative taxis) its source [1]. Commonly, taxes are induced by certain chemicals
(chemotaxis) or light (phototaxis), but other tactic mechanisms are also well known, such as,
for instance, rheotaxis, a response to �uid �ows, or gravitaxis, a response to the gravitational
�eld [2]. Playing a major role in many biological processes, taxes are instrumental to the
formation of cell layers and other more complex biological structures. Also most fertilization
processes are governed by tactic sperm migration [3, 4], such as sperm chemotaxis [5, 6],
rheotaxis [7], and also thermotaxis, a directed swimming of spermatozoa up a temperature
gradient [8]. Moreover, many bacteria pro�t from pronounced tactic capabilities in their
search for food or to avoid toxic substances [9, 10]. They do so by means of complex internal
signal transduction pathways, which are capable of elaborating a physiological response to
external stimulus gradients [11–13] and thus operate like some kind of sensor-actuator loop.

The earliest scienti�c observation of taxis is commonly credited to G. R. Treviranus [14],
a physician and biologist, who in 1816 discovered that the zoospores of certain algae move
to shady regions when exposed to sunlight [15], i.e., exhibit a negative phototactic behavior.
Later, T. W. Engelmann, an animal physiologist and biologist, who pioneered the research on
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CHAPTER 1. INTRODUCTION

photosynthesis and microbiology [16, 17], was the �rst to describe bacterial chemotaxis. In
1881 he observed that some bacteria are capable of detecting small changes in the surrounding
oxygen concentration and move up the concentration gradient [18]. Taking advantage of this
e�ect, he developed the “bacterial method”, a sophisticated and sensitive detection method for
oxygen production in photosynthetic cells [19]. Some years later, in 1884 (and again in 1888),
W. Pfe�er also reported on chemotaxis of bacteria [20, 21]. He coined the term chemotaxis
(originally “chymitaxis”), and gave a decisive impulse to the experimental research in this
�eld. Since these pioneering works, the observation and understanding of tactic e�ects have
steadily evolved, especially in the 1930s, when the actual importance of taxis in a plethora of
biological processes and in clinical pathology became apparent, and in the 1970s, when the
advent of modern microbiology led to the discovery of the microbial tactic signal-transduction
pathways and to a deeper understanding of the underlying physio-chemical processes.

A biomimetic counterpart of microbial motility is the self-propulsion of arti�cial micro-
swimmers, also known as active or self-propelled particles, which are synthetically designed
micro- or sometimes even nano-sized objects that propel themselves by converting the energy
of an external activating “fuel” into kinetic energy [22–26]. Under certain operating conditions,
such particles are able to generate local non-equilibrium conditions in their surrounding
suspension �uid, which in turn exerts on them a thermo- [27–31], electro- [32–34], or di�u-
siophoretic [35–40] push. In most cases, such conditions are maintained by a functionally
asymmetric particle surface consisting of at least two regions with di�erent physio-chemical
properties. With reference to the two-faced Latin deity Janus, this class of synthetic swimmers
are also termed Janus particles. The term was coined by C. Casagrande and M. Veyssié in
1988 [41, 42], who used it as a catchword for spherical glass particles with a hydrophilic
and a hydrophobic hemisphere1. Eventually, the term became popular after P.-G. de Gennes
used it in his 1991 Nobel lecture [44]. Although the early Janus particles were mainly de-
signed as surfactants—i.e., to assemble at liquid-liquid interfaces—and did not possess any
propulsive capabilities, about one decade after their discovery, the �rst self-propelling Janus
particles were announced [36, 45, 46]. Since then, the �eld has steadily evolved and as of
today, a considerable number of di�erent arti�cial self-propulsion mechanisms have been
investigated.

While the fabrication of asymmetrically structured microparticles with speci�c chem-
ical and physical surface properties is still a challenging task, in recent years substantial
advances have been made in this direction. To ensure a wide-spread application of arti�cial

1Although not referred to as Janus particles back then, spheres with di�erently coated hemispheres were
realized by I. Cho and K.-W. Lee already in 1985 [43].
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microswimmers, three major production criteria have to be satis�ed, namely (i) reliability
of the particles, associated with high fabrication precision, (ii) scalability, such that a large
number of microswimmers can be produced, and (iii) cost-e�ectiveness [24, 26]. The majority
of the current fabrication techniques fall within three distinct categories, namely masking,
phase separation, and self-assembly [47]. In the masking strategy, one side of an initially
homogeneous “blank” particle is concealed before coating the other side with a functionalized
material, which can be applied, for instance, by vapor deposition or sputtering techniques
[48]. The second method, phase separation, is based on the blending of two immiscible liquid
substances, such as polymer solutions, which forms a single but biphasic particle after hard-
ening [49]. Finally, in the self-assembly approach, micellar block copolymers, designed to
speci�cally cross-link, are brought into solution. Upon aggregation, they then form Janus-like
colloidal structures [24, 50]. Needless to say that by means of the above fabrication techniques,
only microswimmers of rather simple geometries (such as spheres and rods) can be produced,
at least on an industrial scale. However, by employing more sophisticated and expensive
cutting edge manufacturing procedures, nowadays the swimmers’ geometries can be tailored
and functionalized almost at will [51, 52].

Depending on their activation mechanism, synthetic microswimmers exhibit a rich collec-
tive dynamics, from chaotic turbulence and microscopic clustering to collective oscillations
and macroscopic phase separation [53–67]. More relevant to the present work is the question
of how to control the transport of arti�cial microswimmers for nanorobotic applications
[68], such as environmental monitoring [69], cleaning of polluted water [70], targeted drug
delivery [71, 72], or even more challenging biomedical tasks [73–76]. Indeed, recti�cation
of self-propelled particles is currently the focus of an intense cross-disciplinary research
e�ort with regard to both the collective and the single particle dynamics. Various methods to
control the a priori unbiased random movement of arti�cial microswimmers have already
been reported in the recent literature, like adaptively switching on and o� of the swimmer’s
propulsion [77], magnetic steering [75, 78–80], or guiding swimmers along topological or
optical structures [38, 81–86]. Most remarkable in this context is the recent experimental
observation that tactic e�ects can occur also in the di�usion of arti�cial microswimmers,
namely when exposing them to certain static stimuli [52, 87–93] (see Appendix A for a brief
review). This is an interesting result, because unlike biological microorganisms, the almost
structureless arti�cial microswimmers lack any signal-processing capability and thus seem
unable to respond to an activation gradient.

Bearing in mind biomedical applications, it should however be noted that in biological
systems, tactic stimuli are seldom static, but rather modulated in the form of spatio-temporal

3



CHAPTER 1. INTRODUCTION

signals, like traveling wave pulses. Some microorganisms are capable of locating the pulse
source and heading toward it [94, 95]. This is an apparently paradoxical e�ect, because one
expects recti�cation to naturally occur in the opposite direction, irrespective of the microor-
ganisms’ tactic response to a monotonic gradient. Indeed, on assuming a symmetric pulse
waveform, a microorganism orients itself parallel to the direction of the pulse propagation on
one pulse side, and opposite to it on the other side. As the swimmer then spends a longer
time within the pulse when moving parallel to it, one would expect it to “surf” the pulse and
e�ectively move away from the pulse’s source (Stokes’ drift [96, 97]). Experimental evidence
to the contrary has been explained by invoking a �nite adaption time of the mircoorganisms’
response to temporally varying stimuli [98, 99].

By analogy with the taxis of “smart” biological swimmers induced by spatio-temporally
varying stimuli, in this work we pursue the question whether similar e�ects can be observed
also for “dumb” arti�cial swimmers, that is, we consider an active, self-propelled particle
subjected to traveling activation wave pulses. To this purpose, in Ch. 2 we introduce the basic
concepts of self-propelled motion at the microscale. We discuss the problem of swimming
at low Reynolds number and brie�y present the most common self-propulsion mechanisms.
Based on these principles, we then set up a simpli�ed stochastic model of an active Brownian
particle that combines self-propulsion and noise-induced �uctuations within a Langevin
dynamics framework. This model will be taken as a basis for the simulations and the analytical
work presented in the subsequent chapters.

In Chs. 3 and 4, we investigate the tactic response of an arti�cial microswimmer to single
and periodic sequences of traveling activation pulses, respectively. We do so by presenting
and expanding the results we recently published in Refs. [100] and [101]. Two distinct regimes
of the particle’s dynamics are identi�ed in which we are able to obtain explicit analytic results.
Using both numerical and analytical approaches, we then investigate the impact of the pulse
parameters and of the translational and rotational noise intensity on the swimmer’s tactic
response, and interpret the underlying physical e�ects. Furthermore, in Ch. 4.4 we add a
chiral component to the particle’s angular dynamics and study how it in�uences the tactic
drift of a swimmer in a periodic activation pulse sequence.

In Ch. 5, we extend the �ndings of Chs. 3 and 4 by considering an additional hydrodynamic
contribution to the swimmer’s dynamics, namely its self-polarization in an activation gradient.
We study the interplay between the latter e�ect and the purely stochastic e�ects reported in
the preceding chapters, both in the noiseless and the noisy regime. Our main conclusion is that,
as anticipated in our Ref. [102], the swimmer’s tactic drift can be tuned, both in magnitude
and direction, by varying the pulse parameters and/or the particle’s surface properties.

4



In Ch. 6, we conclude with a summary of our results, brie�y discuss possible extensions
of our analytical methods, and elaborate on future applications.
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Artificial Microswimmers: How Dwarfs Swim

A s mentioned in the Introduction, arti�cial microswimmers are micro- or sometimes
even nano-sized synthetic particles, capable of propelling themselves through a
surrounding �uid. Such an ability may be surprising at �rst sight, since swimming

at the microscale generally faces a major problem: low Reynolds number hydrodynamics.
Disregarding any thermal �uctuations, the motion of an object immersed in an incompressible
�uid [∇ · u(r, t ) = 0] of dynamic viscosity η0, free from external forces, is well described by
the Navier-Stokes equations (NSE)

ρ0
∂u(r, t )
∂t

+ ρ0[u(r, t ) · ∇]u(r, t ) = η0∇
2u(r, t ) − ∇p (r, t ), (2.1)

where ρ0 and u are, respectively, the density and velocity �eld of the �uid, and p is its pressure.
Of course, the above statement only holds if the size of the object and the scale on which
its motion is observed are signi�cantly larger than the size of the �uid molecules, such that
the �uid can be modeled as a continuous medium. As an everyday observation, swimming
on the macroscale, e.g., the swimming of a human, is achieved by periodically deforming
the swimmer’s body, which (assuming the swimmer has already earned his/her swimming
badge) results in a self-propelled motion: a good swimmer skillfully makes use of inertial
and turbulent e�ects, which relate to the temporal derivative and the non-linear term on the
left-hand side (l.h.s.) of Eq. (2.1). Upon introducing the Reynolds number [11, 103]

Re :=
ρ0vl

η0
, (2.2)
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CHAPTER 2. ARTIFICIAL MICROSWIMMERS: HOW DWARFS SWIM

where v is a characteristic speed of the �uid with respect to the immersed object and l

a characteristic lengthscale of the latter, the dynamics of Eq. (2.1) admits of two limiting
regimes. Since Re equals the ratio of inertial to viscous forces within the �uid, for high
Reynolds numbers we observe the turbulent and inertia-dominated �uid dynamics mentioned
above, whereas for low Reynolds numbers, �ows are solely laminar. In fact, by an appropriate
rescaling it can be shown that for Re � 1 the non-linear term on the l.h.s. of Eq. (2.1) becomes
negligible and, moreover, the �uid relaxes almost instantaneously toward a stationary state.
Accordingly, on timescales governing the swimmer’s motion, the temporal derivative in the
latter equation can also be neglected. In that case, however, a reciprocal motion, that is, a
deformation of the swimmer’s body from one state to another and a subsequent reversal of this
process to return to the initial state, cannot lead to any propulsion through the �uid. As time
does not matter anymore, the swimmer ends up exactly at the starting position after one full
reciprocal cycle, no matter how fast (assuming still a low Reynolds number) the “swimming”
strokes and how slow the “recovery” strokes are. This idea was formulated �rst by E. M. Purcell
in the renowned scallop theorem. In his seminal talk “Life at low Reynolds number” [104],
he drew inspiration from the motion of a scallop that propels itself by repeatedly opening
and closing its valves [105], similar to a clapping motion sequence (Fig. 2.1). If that motion
happened at low Reynolds number, the poor scallop would be stuck forever!

Figure 2.1. Schematic swimming mechanism of a scallop. By opening and quickly
closing its shell, it can exhaust water jets, which propel the scallop through the
�uid. Adapted from Ref. [106] under a CC BY 4.0 license.

Characteristic swimmer parameters. Looking at typical Reynolds numbers for a hu-
man swimming in water, to a rough estimate we obtain Re ≈ 106—the typical lengthscale is
about 1 m, typical velocities are about 1 m/s, ρ0 = 103 kg/m3, and η0 = 10−3 Pa s. For the afore-
mentioned scallop the typical lengthscale decreases by a factor of 10, whereas the swimming
speed is of the order of 0.1 m/s, leading to Re ≈ 104. Therefore, swimming on macroscopic
scales is clearly dominated by high Reynolds number hydrodynamics. If we however turn
to microbial propulsion, the characteristic lengthscale has to be lowered to 1 µm and typical
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2.1. SWIMMING AT LOW REYNOLDS NUMBER

velocities become of the order of 10 µm/s , implying that Re ≈ 10−5. With that said, life at
the microscale de�nitely happens at low Reynolds number and thus is a hard knock one for
organisms relying on autonomous motion. Luckily, Nature has contrived ways to circumvent
these di�culties.

2.1 Swimming at Low Reynolds Number

Since simple reciprocal motion cycles are not an option for microorganisms to propel them-
selves, more sophisticated swimming techniques are required1, most of which fall into the two
broad classes of �agellar and ciliary propulsion. As a thorough in-depth review of microbial
swimming—even from just a hydrodynamic point of view—would exceed the scope of the
present thesis, in the following we brie�y outline the underlying mechanisms and refer to the
current literature for further details [25, 104, 107–121].

Flagella are thin, whip-like appendages protruding from the body of many microorganisms,
see Fig. 2.2a. Whereas bacterial �agella consist of helically-shaped hollow nanotubes, formed
by one single protein [125], and cannot be actively deformed, �agella of eukaryotes have a
complex internal structure that allows for directed bending, thus extending the propulsion
activity to the whole length of the �agellum. Bacteria swim by rotating one ore more �agella
that are attached to an internal motor and thus act like a propeller, performing a non-reciprocal,
corkscrew-like chiral motion. In contrast, eukaryotic cells move their �agella in a whip-like
beat, which produces traveling waves in the �agellum, similar to the motion of a snake [25]
(see Fig. 2.2c). In either way, the problem of reciprocal motion at low Reynolds number can
be bypassed, allowing for directed swimming. We note that in the case of a corkscrew-like
�agellar rotation, the resulting propulsion speed is proportional to the actuation frequency,
whereas for a periodic whip-like beating pattern it is proportional to the square thereof [126].

Although very similar in their structure to eukaryotic �agella, cilia implement propulsion
by a di�erent mechanism: during a swimming stroke they become rather sti� and elongated,
whereas during a recovery stroke they strongly bend to minimize �ow resistance [115],
see Fig. 2.2d. This swimming technique slightly resembles human breaststrokes; however,
microswimmers moving by ciliary propulsion usually combine an array of some ten to
some hundred individual cilia to perform a coordinated beating [127] (cf. Fig. 2.2e). Such a
collective behavior is mostly explained with hydrodynamic synchronization [128–131], but

1Actually, also swimming at high Reynolds number usually takes advantage of non-reciprocal motion
patterns, as these are in general more e�ective. For example, when rowing a boat, lifting the oar out of the water
during the recovery phase certainly makes the boat faster than slowly recovering the oar through the water.
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Figure 2.2. Principles of microbial swimming. (a) Transmission electron micrograph
of the bacteria Bartonella clarridgeiae. Reprinted from Ref. [122] with permission.
(b) Typical run-and-tumble motion of �agellated bacteria. By rotating their
�agella counterclockwise (CCW), the bacteria “run” in almost straight lines,
whereas by rotating the �agella clockwise (CW), they switch into a “tumbling”
state. (c) Flagellar beating of eukaryotes (here sperm cells). The top line depicts
a simple reciprocal beating pattern that would not allow for any self-propulsion:
during the “upstroke” the �agella segments (red bars) are in exactly the same
state as during the “downstroke” (green bars), solely the direction of motion
is inverted. In contrast, the beating pattern depicted on the bottom line leads
to self-propulsion. Due to the traveling wave generated in the �agella, the
segments are in di�erent states during the up- and downstroke, respectively.
Reprinted from Ref. [123] with permission. (d) Typical ciliary beating pattern.
The numbers indicate the order of the snapshots. Adapted from Ref. [121] under
a CC BY 4.0 license. (e) Eukaryotic �agella versus cilia. Adapted from Ref. [124]
by permission of Pearson Education, Inc., New York, New York.
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2.2. SELF-PHORESIS OF ARTIFICIAL MICROSWIMMERS

other mechanisms have also been proposed, as for instance mechanical intracellular motor
coupling [132–134].

While most microorganisms do not possess any direct steering mechanism to control
the direction of their motion, they are nevertheless able to e�ectively head toward certain
targets. In most cases, the ensuing tactic migration, that has already been mentioned in the
Introduction, directly relates to the �agellar or ciliary propulsion mechanism. For instance,
some bacteria, such as the ubiquitous E. Coli, can rotate their �agella clock- or counterclock-
wise. Due to their helicity, the �agella bundle and cause a straight propulsion when rotated
counterclockwise. On the contrary, when rotated clockwise, the �agella unbundle and point
in di�erent directions, leading to a rotating, tumble-like motion [10]. By randomly switching
the rotation direction of their �agella, these bacteria then perform an unbiased active di�usion
via a so-called run-and-tumble mechanism [135] (Fig. 2.2b). However, in the presence of a
tactic stimulus, they are able to lower (increase) the tumbling rate when moving up (down) a
stimulus gradient. Such an adaptive response induces an e�ective, controllable drift of the
bacteria toward the stimulus’ source [136].

In conclusion, we see that Nature has overcome the problem of low Reynolds number
hydrodynamics by designing sophisticated swimming mechanisms, allowing even rather
primitive microorganisms to propel themselves through viscous media. This observation
raises the question whether arti�cial microswimmers can be designed to swim in a similar
way, as a biomimetic counterpart of biological microswimmers. Synthetically fabricated
swimmers have necessarily a much simpler structure than living microorganisms and thus
cannot operate by a complex propulsion mechanism. Nevertheless, over the past decade many
arti�cial microswimmers have been reported to successfully mimic microbial swimming
techniques [79, 137–150]. These are mostly based on a whip- or corkscrew-like motion of
magnetic tails induced by external electromagnetic �elds.

2.2 Self-Phoresis of Arti�cial Microswimmers

Whereas arti�cial microswimmers have indeed been designed to successfully mimic biological
swimming techniques in recent years, their fabrication relies on a very sophisticated, cutting-
edge nanotechnology, which is still far away from industrial applications. In addition, the
movement of such swimmers is in general not totally autonomous, insofar as the beating or
rotation of their arti�cial �agella is externally induced. A comparatively simpler and hence
way more common method to create autonomous self-propulsion of arti�cial microswimmers
is self-phoresis. As mentioned in the Introduction, swimmers of this category have much
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simpler geometries and are driven by a phoretic push that originates from a local gradient they
themselves create in the surrounding suspension �uid. The principle of their motion is very
similar to that of classic phoresis, with the only di�erence that the gradients responsible for the
phoretic e�ects are localized around each swimmer and move along with it. In the following,
we explain the basic mechanisms responsible for self-phoretic swimming at the microscale
and in particular focus on the three main phoretic e�ects presently utilized to propel synthetic
microswimmers, namely self-di�usiophoresis, self-thermophoresis, and self-electrophoresis.
Such phoretic e�ects eventually generate a directed movement of the swimmer, as if it were
dragged by e�ective forces and torques [151], see Appendix A. However, we stress that these
forces and torques are used there for modeling purposes only, since, as will be shown in the
following section, the motion of a self-phoretic swimmer is actually force- and torque-free.

2.2.1 Self-Di�usiophoresis

The most elementary phoretic e�ect is di�usiophoresis. The term refers to a hydrodynamic
e�ect caused by an external concentration gradient of a solute surrounding a colloidal particle,
which leads to a slip-like motion of the �uid relative to the particle surface. By momentum
conservation, this motion causes the particle to conversely move in the opposite direction,
thus resulting in a particle drift without any applied external force.

For a more quantitative presentation of this mechanism, we follow the outline given by
M. N. Popescu et al. [152] and consider a colloidal particle that is able to convert the solute
species A to another species B at a rate k . Under most circumstances, this is accomplished
by a chemical reaction, A

cat
−−→ B, where the particle acts as a catalyst. Furthermore, for any

self-di�usiophoretic motion to occur, the particle must not be catalytically active all across its
surface, but break the symmetry by catalyzing the reaction only at a speci�c region thereof,
which we denote by Rc in the following. Assuming the concentration of the species A to be
so high that the reaction is solely controlled by the rate k (and not by the di�usion of the A
molecules toward the reaction site), we can consider the concentration of the A molecules, cA,
to be approximately constant in the vicinity of the particle. On the contrary, the concentration
cB of the B molecules, which are created at Rc only, is modulated by a gradient that spans the
swimmer’s surface, see Fig. 2.3a. Next, we assume the species B to interact with the particle’s
surface by a di�erent interaction potential than the species A and the solvent2, which is the
general case for di�erent chemical species. As cA and the �uid density are (approximately)
constant across the particle’s surface, we can simplify the interaction between the swimmer

2We note that also the A molecules and the solvent do not necessarily interact with the swimmer via the
same potential. However, for simplicity, these two potentials are assumed to coincide in the following.
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and its surrounding by introducing an e�ective “potential of mean force” Φ [153, 154] (see
Fig. 2.3b) that describes the interaction of the B molecules with the swimmer’s surface relative
to that of the solvent and the A molecules. The interactions of the latter two species with the
swimmer are encoded in the �uid pressure p [152, 155] and all other interactions between the
solutes and the solvent only contribute to the �uid viscosity η0. A more general approach
that explicitly considers also the interaction of the A species with the colloidal particle is
feasible along similar lines as in the present chapter; however, the relevant mathematical
formulation would become considerably more complicated [156, 157], without adding much
to our understanding of the basic phoretic mechanism.

Furthermore, the colloidal particle is supposed to be much larger than the solvent and
the solute molecules, so that the timescale on which the di�usion of the B molecules reaches
a stationary state is much smaller than the timescales governing the swimmer’s dynamics.
In fact, even for a rather small spherical microparticle of radius R = 0.1 µm immersed in
water at room temperature, the di�usion constant is D0 = kBT /(6πη0R) ≈ 2.2 µm2/s, where
kB is the Boltzmann constant and T the temperature of the �uid. In contrast, the di�usion
constant of a small molecular solute, such as oxygen (O2), in water at the same temperature
is about three orders of magnitude larger [158]. The timescale on which O2 molecules di�use
across a length R is thus given by tdi� = R2/(103D0) ≈ 4.5 µs. Considering a swimmer with
a characteristic self-propulsion speed of the order of 10 µm/s , the time it takes to travel a
length R is typically 104 µs, which is about 103tdi� . As the same argument applies to the ratio
between the timescale of the particle’s rotational dynamics and tdi� , the assumption of a fast
relaxation of cB is thus validated.

Under these conditions, cB adapts almost instantaneously to every state of the swimmer,
which reduces the coupling between the di�usive dynamics of the B molecules and the
swimmer’s dynamics. The solute concentration cB can then be calculated from the stationary
di�usion equation

∇ ·

(
∇cB (r) + cB (r)∇

Φ(r)
kBT

)
= 0, (2.3)

with a natural boundary condition far away from the swimmer’s surface,

lim
|r|→∞

cB (r) = 0, (2.4)

and an in�ux boundary condition,

− DBns ·

(
∇cB (r) + cB (r)∇

Φ(r)
kBT

) �����r→rs

= κ (rs), (2.5)

on the swimmer’s surface Rs [152]. Here, rs ∈ Rs de�nes the particle surface, ns is the normal
vector to Rs, DB denotes the di�usion constant of the species B, and κ is a source term
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accounting for the catalytic creation of B molecules at Rc:

κ (rs) =



k
(∫
Rc

d2r
)−1 : rs ∈ Rc

0 : rs < Rc.
(2.6)

We note that in principle also a convection term∇ ·cB (r)u(r) should enter Eq. (2.3), to account
for the transport of the B molecules by the moving �uid—remind that u denotes the velocity
�eld of the latter. However, as discussed above, the dynamics of the colloidal particle and
thus also the relevant �uid dynamics take place at a much larger timescale than the di�usive
dynamics of the solute, so that the �uid’s convective contribution to Eq. (2.3) can be safely
neglected.

Having dealt with the di�usion of the solvent, the next step is to consider the resulting
motion of the �uid. On that account, we assume that due to the solute-solvent interactions,
the force acting upon the B molecules is transferred to the solvent, which corresponds to a
body force density −cB (r)∇Φ(r) in the �uid [159]. Being of comparable size and propelling
themselves at similar velocities as microbial swimmers, arti�cial microswimmers typically
move at low Reynolds numbers of about 10−5. Thus, the motion of the �uid is determined by
the Stokes equations (SE)

η0∇
2u(r) − ∇p (r) − cB (r)∇Φ(r) = ∇ · Σ(r) − cB (r)∇Φ(r) = 0, (2.7)

which follow from the NSE (2.1) upon neglecting the two inertial terms on the l.h.s. and
incorporating the above body force. In the latter equation, Σ is the hydrodynamic stress tensor
[155],

Σ(r) := η0 (∇u(r) + [∇u(r)]ᵀ) − p (r)1, (2.8)

with 1 denoting the identity tensor. We next impose the usual no-slip boundary condition at
the particle-�uid interface [152],

u(rs) = v0 + Ω × (rs − rCM), (2.9)

and assume the �uid to be at rest far away from the particle,

lim
|r|→∞

u(r) = 0. (2.10)

In Eq. (2.9), rCM denotes the particle’s center of mass and v0 and Ω are, respectively, the
translational and rotational angular velocity of the particle. In order to solve the coupled
equations (2.3) and (2.7)—together with the respective boundary conditions (2.4), (2.5), (2.9),
and (2.10)—these particle velocities have to be speci�ed. However, v0 and Ω are a priori not
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known; in fact, they are the key result we want to obtain from the above equations. We
thus have to introduce additional constraints on the swimmer’s motion. To this purpose,
we assume the system particle-�uid to be in a stationary state, governed by a force- and
torque-free dynamics. The force and torque exerted by the �uid on the particle due to the
particle-solute interaction must therefore be compensated by the force and torque originating
from the viscous damping of the �uid, which leads to the auxiliary equations [83, 152]∫

Rs

Σ(r) · ns d2r +

∫
Vo

cB (r)∇Φ(r) d3r = 0, (2.11)

∫
Rs

(rs − rCM) × Σ(r) · ns d2r +

∫
Vo

(rs − rCM) × cB (r)∇Φ(r) d3r = 0. (2.12)

Here, Vo is the volume �lled by the �uid, i.e., the complement of the particle’s volume.
However, computing v0 and Ω still remains a very cumbersome task, even from a numerically
point of view: the particle’s translational and rotational angular velocity have to be gradually
adjusted, until the associated �ow pro�le u and pressure �eld p ful�ll the conditions (2.11)
and (2.12).

Phoretic slip. Fortunately, the above system of equations can be considerably simpli�ed
by taking into account that the particle-solute interactions have a very short range, which
is typically of the order of 1 nm [155, 157, 160]. As discussed by J. L. Anderson in his classic
review [154], the full di�usiophoretic problem, Eqs. (2.3)–(2.12), can then be divided into the
particle-solute interaction problem within a thin interfacial layer of thickness h (where the
in�uence of the potential Φ is relevant) and a force-free �uid motion and B molecule di�usion
in the “outer” domain. As the swimmer is assumed to be micron-sized, R � h, the particle
surface can be considered as locally �at on lengthscales of the order of h. Furthermore, the
concentration cB relaxes almost instantaneous to the particle-solute interaction potential
Φ (compared to all other timescales governing the swimmer’s dynamics), so that, upon
introducing a local Cartesian coordinate system r̃, within the interfacial layer it obeys the
Boltzmann distribution

cB (r) = cB (rs + r̃) = c
(0)
B (rs + x̃ex̃ ) exp

(
−Φ(rs + ỹeỹ )

kBT

)
. (2.13)

Here, c (0)B is the concentration at ỹ = h, i.e., at the outer boundary of the interfacial layer,
which is given by the free di�usion of the B molecules in the outer domain [Eqs. (2.3)–(2.6) for
Φ(r) = 0] and ex̃ and eỹ denote, respectively, the unit vectors in the x̃ and ỹ direction. Note
that the local coordinate system was chosen in such a way that eỹ is normal to the particle
surface and ex̃ parallel to the projection of ∇c (0)B (r) onto a plane locally tangent to the surface
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Figure 2.3. Self-di�usiophoretic propulsion mechanism. (a) Sketch of a self-di�u-
siophoretic swimmer. The particle is able to “release” solute molecules of the
species B (green dots) at a speci�c region Rc, which leads to a concentration
gradient ∇cB in its vicinity. (b) Local particle-solute interaction. The solute
molecules B interact with the particle within a thin interaction layer of width
h, mainly via van der Waals (VdW) forces. To the right, two examples of the
resulting e�ective potential Φ are sketched (dashed and solid curve); the dashed
potential pro�le implies that the solvent and the solute molecules A are always
preferred over the molecules B, whereas the solid one implies that, within a cer-
tain distance from the surface, an accumulation of B molecules is favored. Note
that in both examples the solvent is strongly preferred over the B molecules at
very small distances. (c) Fluid velocity pro�le along the swimmer’s surface. At
ỹ = h, the potential Φ has practically vanished and the �uid velocity approaches
a locally constant value vs [see Eqs. (2.16) and (2.17)], whereas on the particle
surface, ỹ = 0, the usual no-slip boundary condition is maintained.
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(cf. Fig. 2.3b). Furthermore, the variation of Φ along the latter can usually be neglected on the
lengthscales considered here, which allows us to carry out the ensuing calculations in two
dimensions.

Regarding the �uid motion induced by the particle-solute interaction, we revert again to
the SE (2.7). However, a priori, the validity of these equations cannot be taken for granted
in the interfacial region, as its thickness is so small that only a couple of solvent molecules
can be layered therein and a continuum description of the solvent becomes questionable.
We assume, nevertheless, the SE to be still valid; a comparison of the results thus obtained
with experimental �ndings justi�es this conjecture a posteriori [36]. Since c (0)B varies on
lengthscales of the order of R, the �uid velocity u should also vary only on these scales in the
x̃ direction. On scales of the order of h we thus have ∂x̃ux̃ ≈ 0 and ∂x̃uỹ ≈ 0, with the former
relation also implying that ∂ỹuỹ ≈ 0, due to the incompressibility of the �uid. The resulting
SE read [154]

η0
∂2ux̃

∂ỹ2 −
∂p

∂x̃
= 0,

∂p

∂ỹ
+ cB
∂Φ

∂ỹ
= 0, (2.14)

which, together with the boundary conditions

p (ỹ = h) = const, ux̃ (ỹ = 0) = 0,
∂ux̃
∂ỹ

�����ỹ=h
= 0,

can be solved to yield the solution

vs := ux̃ (ỹ = h) = −
kBT

η0

h∫
0

ỹ

[
exp

(
−

Φ

kBT

)
− 1

]
dỹ
∂c (0)B

∂x̃
(2.15)

for the �uid velocity at ỹ = h. The latter is also called phoretic slip velocity. As the potential
Φ is assumed to vanish outside the interfacial layer, the upper bound of integration in the
above expression can also be extended to in�nity. The above result was �rst derived by
B. V. Derjaguin et al. [161]. In a more convenient notation, Eq. (2.15) can be written as

vs(rs) = −µd(rs)∇‖c
(0)
B (rs), (2.16)

where ∇‖ := (1 − nsns) · ∇ is the projection of the gradient operator onto a plane locally
tangent to the particle surface and

µd(rs) :=
kBT

η0

∞∫
0

y

[
exp

(
−
Φ(rs + yns)

kBT

)
− 1

]
dy (2.17)

is called local di�usiophoretic mobility [162]. Note that strictly speaking, vs is not de�ned
at rs, i.e., on the particle surface, but rather on an outer “shell” encompassing the swimmer
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at a distance h from its surface. On the surface itself, the �uid is still assumed to obey the
no-slip boundary condition, see Fig. 2.3c. However, as h � R, on the particle lengthscale the
thickness of the interfacial layer can be neglected [163].

Looking at Eq. (2.17), we see that the phoretic mobility is proportional to the distance from
the particle surface, weighted by the “excess concentration” c (0)B (rs) exp[−Φ(rs+yns)/(kBT )]−
c (0)B (rs) in the interfacial layer. If the attractive character of the particle-solute interaction
prevails, µd(rs) is positive and the phoretic slip points opposite to the solute gradient∇‖c (0)B (rs).
Vice versa, if the repulsive character prevails, vs is parallel to ∇‖c (0)B (rs).

Having found the phoretic slip induced in the �uid by the interaction potential Φ, the total
self-di�usiophoretic problem can be approached like in Eqs. (2.3)–(2.12), with the di�erence
that now only the outer domain (where Φ has vanished) has to be considered—all dynamics
in the interfacial layer are encoded in vs. We thus have to solve the system of equations [152]

∆c (0)B (r) = 0, lim
|r|→∞

c (0)B (r) = 0, − DBns · ∇c
(0)
B (r)���r→rs

= κ (rs), (2.18)

∇ · Σ(r) = 0, lim
|r|→∞

u(r) = 0, u(rs) = vs(rs) + v0 + Ω × (rs − rCM), (2.19)

where ∆ is the Laplace operator. The auxiliary condition of a force-free particle motion is
maintained; in the phoretic slip approximation it reads∫

Rs

Σ(r) · ns d2r = 0,
∫
Rs

(rs − rCM) × Σ(r) · ns d2r = 0. (2.20)

Again, strictly speaking, Eq. (2.20) is not valid for the swimmer itself, but for the swimmer
plus its (in�nitesimally thin) interfacial layer. Within this layer, the particle is still subject to
a viscous force arising from the no-slip boundary condition at ỹ = 0 [see Eq. (2.14)].

Although Eqs. (2.18)–(2.20) can be solved more easily than Eqs. (2.3)–(2.12), the problem
of the a priori unknown particle velocities v0 and Ω remains. However, if one is not explicitly
interested in the �uid dynamics and the distribution of the B molecules, but solely in the
resulting particle dynamics, a large amount of the above calculations can be bypassed by
applying the Lorentz reciprocal theorem [152]. This theorem establishes a connection between
two solutions of the SE [Eqs. (2.19), left equation] over the same domain R, but for di�erent
boundary conditions. We thereby arrive at the equation∫

∂R

u(r) · Σ′(r) · n0 d2r =

∫
∂R

u′(r) · Σ(r) · n0 d2r , (2.21)

where u′ and Σ′ denote, respectively, the �uid velocity and stress tensor corresponding to a
suitable auxiliary boundary value problem [83, 164, 165], ∂R is the surface enclosing R and
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n0 the unit vector normal to ∂R. For a spherical particle with a cylindrically symmetrically
applied catalytic cap, see Fig. 2.3a, this way v0 and Ω can be explicitly calculated in the bulk
(i.e., away from any con�ning walls), yielding Ω = 0 (due to the swimmer’s spatial symmetry)
and

v0 = −
1

4πR2

∫
Rs

vs(r) d2r , (2.22)

where R is the particle radius [152]. That is, the swimmer’s self-propulsion velocity equals
the spatial average of the phoretic slip velocity over the particle surface.

Looking again at Eqs. (2.16) and (2.17), we note that a predominance of the attractive
(repulsive) character of the particle-solute interaction tends to orient v0 toward higher (lower)
concentrations of the B molecules, as expected by a simple argument: if the particle-solute
interaction is prevalently attractive (repulsive), the system tries to lower its free energy by
moving the swimmer up (down) the gradient of c (0)B . As the particle is in fact “stuck” within
this gradient (the distribution of the B molecules always follows its position), this mechanism
results in a permanent self-propulsion3. Note that for undisturbed motion in the bulk, i.e., far
away from any con�ning walls, and in the absence of particle �uctuations, the self-propulsion
velocity is constant due to the spatial isotropy of the �uid.

Furthermore, if the swimmer or the catalytic cap had an asymmetric shape with respect
to the propulsion axis, the general consequence would be a non-zero angular velocity Ω , 0,
which tries to reorient the particle in the concentration �eld c (0)B . Since the �eld rotates with the
particle, however, this reorientation can never be accomplished, resulting in spiraling swimmer
trajectories [51, 89, 166–169]. We will address the motion of such chiral microswimmers in
Ch. 4.4.

Experimental realizations. The idea of self-phoretic propulsion was sketched by An-
derson already in 1989 [154]. Since the �rst full proof of concept of a self-di�usiophoretic
swimmer by R. Golestanian et al. [35], explicit results for vs (and hence for v0) have been
found for various swimmer setups [160, 162, 170–172] and several groups have reported
experimental demonstrations of self-di�usiophoretic propulsion [29, 36–38, 173–175]. In most
cases, the swimmers are driven by the catalytic decomposition of hydrogen peroxide (H2O2) at
a speci�c surface region, 2H2O2 → O2 + 2H2O (Fig. 2.4), but enzymatically powered chemical
reactions too have been found to induce di�usiophoretic self-propulsion [174]. The latter is an

3Although a purely thermodynamic approach on self-di�usiophoretic propulsion seems appealing, we
remark that it is not suitable for calculating v0 [154]: by the thermodynamic arguments mentioned above,
one might indeed calculate an e�ective force and torque acting upon the swimmer. However, the resulting
self-propulsion velocity can only be obtained by knowing the particle’s frictional coe�cient, which is determined
by the dynamics of the surrounding �uid and does not obey the classic Stokes’ law. Thus, knowledge of the �ow
pro�le around the swimmer is still required.

19



CHAPTER 2. ARTIFICIAL MICROSWIMMERS: HOW DWARFS SWIM

important step toward successfully applying arti�cial microswimmers to tasks in biological
settings, since enzymatic swimmers can be fueled by benign, biocompatible chemicals, in
contrast to the toxic, very corrosive H2O2.

Figure 2.4. Scanning electron micrographs of self-di�usiophoretic swimmers. (a)
Dimer swimmers, composed of silica spheres and small platinum ones, which
catalytically decompose H2O2. Adapted from Ref. [37] with permission. (b)
Janus particle with a catalytically active platinum cap (also fueled by H2O2),
which swims along a thin glass wall. Adapted from Ref. [176] under a CC BY
3.0 license.

We remark that the catalytic decomposition of H2O2 can be used to drive arti�cial micro-
swimmers also by a bubble propulsion mechanism [45, 177–179], where the produced O2 is
�rst accumulated in cavities of the swimmer’s body and subsequently released in rather large
gaseous bubbles. The ensuing recoil then results in a propulsion of the particle, similarly to a
jet engine’s principle of operation. However, although fueled by H2O2, as well, this propulsion
mechanism is fundamentally di�erent from self-di�usiophoresis, where no phase separation
occurs.

Another self-di�usiophoretic propulsion mechanism that does not rely on chemical reac-
tions was reported by I. Buttinoni et al. [29]. It operates on the principle of local demixing, that
is, the spinodal decomposition [180, 181] of a critical mixture of two liquids at one side of the
swimmer. To that purpose, one hemisphere of a spherical silica (SiO2) particle is covered by a
thin gold layer. The swimmer is then placed into a binary mixture of water and 2,6-lutidine,
which is kept slightly below the critical demixing temperature [182]. Upon illuminating the
particle with green light, the gold-capped hemisphere heats up, causing the surrounding
�uid to exceed the critical temperature in its vicinity. As the non-capped hemisphere and the
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�uid itself are not in�uenced directly by the irradiation (SiO2 and H2O hardly absorb green
light), the �uid demixes only in the vicinity of the gold-capped hemisphere. Accordingly, a
gradient of the lutidine-rich phase and the water-rich phase spans the swimmer, eventually
causing its self-di�usiophoretic propulsion. Needless to say, this mechanism is certainly more
complicated than catalytically induced di�usiophoresis, especially since here an additional
temperature gradient ∇T comes into play. For their experimental setup, Buttinoni et al. [29]
could rule out a prominent e�ect of∇T on the swimmer’s self-propulsion; in general, however,
a temperature gradient can give rise to strong thermophoretic e�ects, which will be discussed
in the forthcoming section.

2.2.2 Self-Thermophoresis

When a colloidal particle is heated non-uniformly, most commonly by coating a part of its
surface with a strongly heat-absorbing material, such as gold, and irradiating it with a laser
(see the end of the previous section), an asymmetric temperature gradient is established in
the surrounding �uid [183]. In order to calculate this gradient due to the heat in�ux onto the
particle’s surface, we have to solve the stationary heat equations

∆Tf (r) = 0, ∆Tp(r) = 0, (2.23)

for the temperature distributions Tf and Tp in the �uid and in the particle, respectively.
Note that the timescales of the heat di�usion are usually much shorter than the timescales
governing the swimmer’s dynamics, so that the temperature distribution can be assumed
to instantaneously relax to a swimmer’s state. In fact, the thermal di�usivities of water
and SiO2 are α (H2O)

T ≈ 1.4 · 10−7 m2/s [184] and α (SiO2)
T ≈ 7.8 · 10−7 m2/s [185]. Assuming a

swimmer radius of R = 0.1 µm (as in Ch. 2.2.1), the characteristic heat di�usion timescales are
R2/α (H2O)

T ≈ 0.07 µs and R2/α (SiO2)
T ≈ 0.01 µs, which corroborates the above assumption. Of

course, heat di�uses even faster through the metallic caps of the swimmers. We also remark
that, similarly to Eq. (2.3), in Eqs. (2.23) we ignored any convectional heat transport due to
�uid �ows, which, in the current setup, takes place on much larger timescales and thus is
quite negligible with respect to heat di�usion [28, 186].

The boundary conditions for the above heat equations are

lim
|r|→∞

Tf (r) = T0, lim
|r|→∞

∇Tf (r) = 0, (2.24)

implying that far away from the swimmer the temperature �eld is undisturbed (T0 is the
ambient temperature). Moreover, on the swimmer’s surface the continuity conditions

Tf (rs) = Tp(rs), −λfns · ∇Tf (rs) + λpns · ∇Tp(rs) = j (rs) (2.25)
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are imposed [28]. In the above equation, λf and λp are the thermal conductivities of the �uid
and the swimmer, respectively. In a strict sense, the heated part of the swimmer’s surface
(usually a thin god cap) must be considered explicitly by adding a third domain to Eqs. (2.23)
and (2.25), with the corresponding thermal di�usivity and conductivity. However, as the
laser-absorbing cap is typically very thin, the heat di�usion therein is extremely fast and we
can model the heated region as an in�nitesimally thin layer that injects a uniform heat �ux j

into the system. By analogy with Eq. (2.6), j has the form

j (rs) =



W0
(∫
Ra

d2r
)−1 : rs ∈ Ra

0 : rs < Ra,
(2.26)

whereW0 is the total laser power absorbed by the capped region Ra.

Figure 2.5. Thermophoretic microswimmers. (a) Sketch of a spherical thermophore-
tic swimmer that propels itself by absorbing laser light at a gold-coated region
Ra. (b) Temperature distribution on the swimmer’s surface and in the surround-
ing �uid, obtained by numerically solving Eqs. (2.23)–(2.26), assuming water as
�uid and a SiO2 swimmer of radius R = 0.1 µm. The laser-absorbing cap was
modeled to cover the whole upper hemisphere of the particle, absorbing a total
power ofW0 = 1 µW. Here, ∆T denotes the di�erence between the measured
temperature T (r) and the constant ambient temperature, T0 = 293.15 K, at a
large distance from the swimmer.

Considering an axisymmetrically coated spherical particle as in Fig. 2.5a, where the
metallic cap is symmetric with respect to the z axis, j is a function of the polar angle θ only.
Due to the particle’s cylindrical symmetry, Eqs. (2.23)–(2.25) then formulate a two-dimensional
problem in θ and the distance from the swimmer’s geometric center. Upon expanding j into
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the Legendre polynomials {Ln} [187], j (θ ) =
∑∞

n=0 jnLn (cosθ ), these equations can be formally
solved to yield the temperature distribution on the swimmer’s surface [28],

T (rs) = T0 +

∞∑
n=0

jn |rs |

(n + 1)λf + nλp
Ln (cosθ ). (2.27)

Having found the non-uniform temperature distribution on the swimmer’s surface, see
also Fig. 2.5b, the next step is to �nd the ensuing phoretic slip. In this context, Derjaguin et al.
in 1987 [188] calculated the heat �ux j across a thin porous membrane, separating two �uid
reservoirs, in the presence of a pressure gradient ∆p. Using the relation j = l12∆p, the authors
subsequently determined the Onsager cross-correlation coe�cient l12, which relates heat
transport to a prescribed pressure gradient [189]. By applying Onsager’s reciprocal theorem,
the momentum �uxm across the membrane can then be calculated asm = l21∆T /T = l12∆T /T ,
where l21 is the Onsager cross-correlation coe�cient linking mass transport to a temperature
gradient. This way, Derjaguin et al. arrived at the expression

vs = −
2
η0

d ln[T (x )]
dx

ht∫
0

yδH (y) dy (2.28)

for the thermophoretic slip velocity along the walls of the membrane pores. In the above
equation, y and x are, respectively, the coordinates perpendicular and parallel to the channel
walls (assuming a circular cross section, the channels can be treated as e�ectively two-
dimensional), δH is the excess or defect of the �uid’s speci�c enthalpy near them, and ht is
the thickness of the interfacial layer, where δH is signi�cantly di�erent from zero. Making
use of Eq. (2.28) to calculate the thermophoretic slip along the surface of a non-uniformly
heated particle, we obtain, in the notation of Eqs. (2.16) and (2.17),

vs(rs) = −µt(rs)∇‖T (rs), (2.29)

with the thermophoretic mobility µt given by

µt(rs) :=
2

η0T (rs)

∞∫
0

yδH (rs + yns) dy. (2.30)

Upon inserting the thermophoretic slip velocity thus obtained into Eq. (2.19), the swim-
mer’s self-propulsion velocity v0 can now be calculated in the same way as in Ch. 2.2.1, with
the only di�erence that here the emergence of vs is not due to a chemical gradient, but rather
to a temperature gradient induced by non-uniform particle heating.
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We remark that an attractive interaction between the surface and the �uid leads to δH < 0,
whereas a repulsive interaction implies that δH > 0. Thus, if the attractive part of the total
interaction (weighted by the distance from the particle’s surface) prevails, µt is negative and
v0 is directed toward lower temperatures. Vice versa, for predominant �uid-surface repulsion,
v0 points toward higher temperatures, This suggests a simple hand-waving interpretation
of self-thermophoresis: if the swimmer is lyophilic, that is, if its surface attracts the �uid, it
tries to move to regions where the �uid molecules are on average closer to its surface (colder
regions), while, by the same argument, lyophobic (i.e., �uid-repelling) swimmers try to move
to hotter regions.

However, despite all e�orts in the �eld, a general microscopic model that allows for an
explicit calculation of δH is still lacking; only in some special cases, the properties of δH can
be derived from theory [190, 191]. As experimentally measuring the excess speci�c enthalpy is
an extremely di�cult task, as well, the self-propulsion velocity of a thermophoretic swimmer
is in most cases obtained by considering the purely phenomenological convection-di�usion
equation,

∂c (r, t )
∂t

= ∇ · [D0∇c (r, t ) + DTc (r, t )∇T ] , (2.31)

for the concentration c of non-activated swimmers in an external temperate gradient4. Here,
D0 is the swimmer’s translational di�usion constant and DT describes the phenomenological
thermophoretic drift, which, for historical reasons, is called “thermodi�usion coe�cient”
[186, 192]. Of course, DT has not to be confused with a real di�usion constant; it is rather
another thermophoretic mobility coe�cient. Upon preparing the system in a stationary state,
e.g., by imposing con�ning boundaries and letting c relax in the presence of the temperature
gradient, Eq. (2.31) becomes

∇c (r, t ) = −c (r, t )
DT

D0
∇T . (2.32)

The ratio DT /D0 =: ST , which is usually referred to as Soret coe�cient [193], can thus
be determined by simply measuring the concentration pro�le. Since the thermophoretic
mobility of a particle remains the same, whether ∇T is generated by the particle itself or
externally imposed, the swimmers’ self-phoretic velocity obeys the approximate equation
v0 = −D0ST

〈
∇‖T (rs)

〉
s. Note that, because a self-generated temperature gradient can vary

signi�cantly on the lengthscale of R, here ∇‖T has to be averaged over the particle’s surface,
that is, 〈

∇‖T (rs)
〉

s :=
1

4πR2

∫
Rs

∇‖T (rs) d2r . (2.33)

4Obviously, in Eq. (2.31) all particle-particle interactions are ignored, that is, strictly speaking, Eq. (2.31) is
only valid for rather dilute particle mixtures.
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Experimental realizations. In 2010, H.-R. Jiang et al. presented a self-thermophoretic
swimmer driven by a defocused laser beam [28]. Since then, the concept of self-thermophoretic
swimming has also been successfully implemented by F. Cichos’ and H. Yang’s groups [31,
77, 194], who considered a thermophoretic swimmer activated by laser irradiation, as well.
Self-thermophoretic swimmers o�er some advantages in view of possible applications in
biological settings, since no (possibly poisonous) chemical fuel is required to propel them and
the heating around them is extremely localized (see Fig. 2.5b), so that no noteworthy warming
of the environment occurs [191]. Furthermore, the swimmers’ motion can be controlled quite
precisely, as switching o� the laser almost immediately stops their propulsion. This excellent
control, on the other hand, comes at the price of a permanent “optical access” to the particle,
which hampers the usage of laser-driven swimmers for in vivo applications or autonomous
tasks.

2.2.3 Self-Electrophoresis

A further common self-phoretic propulsion mechanism of arti�cial microswimmers is self-
electrophoresis. Here, the particles are driven by a self-generated electric �eld resulting
from a non-uniform charge density in their vicinity. This �eld, in turn, exerts a force on the
ions in the �uid, which—due to viscous coupling—translates onto the �uid itself, resulting
in a self-electrophoretic slip velocity. For a more quantitative description of this e�ect, we
primarily discuss regular, that is, “non-self” electrophoresis, where the electric �eld inducing
the phoretic slip is externally imposed. The generalization to the case of a self-generated
electric �eld then follows naturally.

Let us consider, for simplicity, a spherical particle of radius R and charge Q , which is
immersed in an electrolyte solution. The particle’s electric �eld then attracts a di�usive
cloud of counterions, which e�ectively shields the outside from its charge (see Fig. 2.6). In
the Debye-Hückel approximation [195], the associated electric potential Φe is calculated by
solving the Poisson equation outside the charged particle, where the charge density ρ of the
ion cloud is assumed to obey the Boltzmann distribution,

ρ (r) =
∑
i

eZici (r) =
∑
i

eZic
(0)
i exp

(
−
eZiΦe(r)
kBT

)
. (2.34)

Here, e is the elementary charge, Zi and ci are, respectively, the charge number and number
density of the electrolyte species i , and the c (0)i are the corresponding bulk number densities.
For weak electric potentials, namely for eZiΦe(rs) � kBT (we remind that for a spherical
particle, |rs | = R), the Taylor expansion of the exponential function in Eq. (2.34) can be

25



CHAPTER 2. ARTIFICIAL MICROSWIMMERS: HOW DWARFS SWIM

truncated after the �rst order and, therefore, the Poisson-Boltzmann equation becomes

1
r 2

d
dr
r 2 dΦe(r )

dr
=

e2

εkBT

∑
i

Z 2
i c

(0)
i Φe(r ), (2.35)

with ε denoting the permittivity of the �uid. In the above equation, the particle is located at
the origin, i.e., at r = 0, and its charge density is assumed to be spherically symmetric, so
that Φe depends solely on r = |r|. Furthermore, the electrolyte solution is considered to be
electrically neutral, hence

∑
i
eZic

(0)
i = 0. Upon introducing the Debye length rD,

rD :=
√√√ εkBT

e2 ∑
i
Z 2
i c

(0)
i

, (2.36)

the solution of Eq. (2.35) reads [196]

Φe(r ) =
Q

4πεr
exp

(
−
r

rD

)
, (2.37)

which clearly shows the screening of the particle’s charge Q on a characteristic lengthscale
rD. Typical values of the Debye length depend mostly on the electrolyte concentrations.
For instance, considering a (rather dilute) 0.001 molar solution of sodium chloride in water(
⇒ c (0)Na = c

(0)
Cl = NA · 1 mol/m3, where NA is the Avogadro constant

)
, we obtain rD ≈ 9.6 nm.

Thus, in general, the electric double layer around a colloidal micron-sized particle can be
assumed to be very thin with respect to the particle radius, rD � R.

A �rst theoretical approach to the electrophoretic motion of a charged colloidal particle
was presented by M. von Smoluchowski in 1903 [197], who, in the absence of more elaborate
double layer descriptions5, made use of the Helmholtz model of �xed counterion layers.
Nevertheless, the results he obtained this way are very general and hold approximately even
when assuming more complicated double layer models.

In the Smoluchowski approach, a charged colloidal particle (plus its double layer) is
considered to be subject to an external electric �eld Eex. As the double layer shields the
outside from the particle’s charge, rendering the overall structure electrically neutral, no
direct electric force acts upon the particle. The �eld Eex however acts upon the electrolyte ions,
producing a body force ρEex on them, which, like in Ch. 2.2.1, is assumed to be transferred to
the �uid via the viscous electrolyte-�uid interactions [154]. On introducing once again the
locally Cartesian coordinate system r̃, where the x̃ direction is de�ned by the projection of

5A model considering the di�usive character of the double layer was introduced only in 1910 by L. G. Gouy
and in 1913 by D. L. Chapman.
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Figure 2.6. Electrophoresis of colloidal particles. (a) Electric double layer around a
charged colloidal particle screening its electric �eld. For large surface potentials
Φs := Φe(R), that is, for eZiΦs & kBT , the oppositely charged counterions cluster
densely around the particle, generating an almost solid layer of tightly packed
ions. This layer at radius r∗ is called Stern layer. Moving slightly further away
from the particle surface, the ionic shell exhibits a more di�usive character.
However, the ions are still bound rather tightly to the particle and thus cannot
be moved by (moderate) external electric �elds. Only at a distance rsp from
the particle’s center, the binding of the ions to the surface becomes so weak
that they become mobile to an external forcing. This outer shell separating the
mobile and the immobile part of the counterion cloud is called slipping plane
and the corresponding electric potential is the zeta potential ζ . We remark that
the choice of a negatively charged particle and a corresponding positive ion
cloud is purely arbitrary and can also be reversed. (b) Electric double layer of a
self-electrophoretic swimmer. A Janus particle made of two di�erent metals is
able to create positive ions at one side (gray hemisphere), normally by catalyti-
cally decomposing a certain chemical. The electrons thereby released migrate
through the swimmer and recombine with the positively charged ions in another
chemical reaction on the other side of the particle (yellow hemisphere). The
resulting concentration gradient of ions in the surrounding �uid generates an
electric �eld Es outside the ion cloud, r > rsp, which in turn propels the particle.
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Eex onto a plane locally tangent to the particle surface Rs and ỹ is the coordinate normal to
this plane, the corresponding SE turn out to be similar to those in Eq. (2.14), namely,

η0
∂2ux̃

∂ỹ2 −
∂p

∂x̃
+ ρEex,x̃ = 0, −

∂p

∂ỹ
+ ρEex,ỹ = 0. (2.38)

Note that the problem at hand is again e�ectively two-dimensional, with the spherical symme-
try of the particle being broken only in the direction of the electric �eld Eex. We also remind
that in Eq. (2.38), the other three components of ∇2u were dropped, as we assumed once
more a very thin interfacial layer. Furthermore, the pressure also varies at best on scales of
the order of R in the x̃ direction [196], so that here the term ∂p/(∂x̃ ) can be neglected, too.
Since the charge density obeys the Poisson equation ρ = ε∆Φe, the electrophoretic slip can
be calculated from the expression

∂2ux̃

∂ỹ2 =
ε

η0

∂2Φe

∂ỹ2 Eex,x̃ , (2.39)

where ∂2Φe/(∂x̃
2) = 0, due to the symmetry of the ion cloud. Together with the boundary

conditions ∂ux̃/(∂ỹ) |ỹ→∞ = 0 and ux̃ (ỹ = rsp) = 0 (for the de�nition of rsp, see Fig. 2.6a), the
above equation can be readily integrated to yield the solution

vs = lim
ỹ→∞
ux̃ = −

ε

η0
ζEex,x̃ , (2.40)

which describes the electrophoretic slip at the outer edge of the interfacial layer where
Φe has vanished. Formally, this requires taking the limit ỹ → ∞, whereas actually, Φe is
already negligible at �nite distances signi�cantly larger than the Debye length rD. In a more
convenient vectorial notation, Eq. (2.40) can be rewritten as

vs(rs) = −µe(rs)E
‖
ex(rs), µe(rs) =

ε

η0
ζ (rs), (2.41)

with µe being the electrophoretic mobility and E‖ex the component of the electric �eld locally
tangent to the particle’s surface. We remark that, contrary to the other phoretic mechanisms
outlined in Chs. 2.2.1 and 2.2.2, here the no-slip boundary condition applied to solve Eq. (2.39)
is not imposed at the particle’s surface, but at the slipping plane at radius rsp > R (see the
schematics of Fig. 2.6a). For R < r < rsp, the electrolyte ions are tightly bound to the particle,
so that in this case no ionic and, therefore, no �uid motion can be induced by (moderate)
external electric �elds. Accordingly, the electric potential entering µe is not the particle’s
surface potential Φs, but the zeta potential ζ := Φe(rsp).

As elucidated above, an external electric �eld is able to induce a phoretic slip around a
charged colloidal particle—and thus to move it, see Eq. (2.22). This electrophoretic motion
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results from the drift of the surrounding free electrolyte ions, which is eventually transferred
to the particle due to its viscous coupling with the suspension �uid. Turning to the propulsion
of a self-electrophoretic swimmer, the underlying mechanisms remain the same, except for
the fact that the electric �eld at the outer edge of the double layer is not imposed externally,
but created by the swimmer itself. That is, for self-electrophoresis, Eq. (2.41) still applies in
the �rst approximation, solely Eex is replaced by a self-generated �eld Es. The latter normally
originates from an asymmetric, non-equilibrium electrolyte distribution around the swimmer,
which is caused, in turn, by the generation and annihilation of ions at two distinct regions of
its surface (see Fig. 2.6b). Es can thus be obtained by solving the coupled convection-di�usion
and Poisson equation for the ion cloud densities and the electric potential, respectively, with
the creation and annihilation of ions on the swimmer’s surface being modeled by appropriate
boundary conditions [33]. Obviously, this renders the task of calculating Es rather cumbersome
and, therefore, theoretical results for the self-electrophoretic propulsion velocity v0 prove
elusive. Nevertheless, over the past few years, explicit results for v0 have been found both by
numerical and analytical approaches [33, 34, 198–201].

Experimental realizations.The �rst-ever implementation of an arti�cial microswimmer,
reported by W. F. Paxton et al. in 2004 [46], was propelled by a self-electrophoretic mechanism.
It was designed as a Janus-like bimetallic microrod with one gold (Au) and one platinum
(Pt) end. Initially, Paxton et al. explained the movement of the swimmer with a reduction of
the rod’s surface tension by the O2 produced at the Pt end in the catalytic decomposition of
H2O2, 2H2O2 → O2 + 2H2O. This, in turn, was supposed to drag the hydrophobic Au end
toward higher O2 concentrations due to a resulting Marangoni e�ect. However, that e�ect
eventually turned out to play at best a minor role in the particle’s propulsion mechanism,
which is now commonly attributed to self-electrophoresis [32, 202–204]: In contrast to the
self-di�usiophoretic swimmers mentioned in Ch. 2.2.1—which also propel themselves by the
catalytic decomposition of H2O2—here the protons (H+) and electrons (e−) released in the
oxidation process H2O2 → 2H+ + 2e− + O2 at the swimmer’s Pt end (see Fig. 2.7) do not
instantly recombine with another H2O2 or O2 molecule at the same site. Instead, they move
toward the Au end where they fuel the separate reductions 4H+ + O2 + 4e− → 2H2O and
2H+ + 2e− + H2O2 → 2H2O. As the electrons migrate through the rod, whereas the protons
move through the �uid, the swimmer e�ectively acts like a short-circuited galvanic cell [33],
creating a gradient of H+ ions in its vicinity (see Fig. 2.7). As explained above, the resulting
electrical �eld then propels the particle electrophoretically.

Of course, the O2 gradient thus induced must also give rise to an additional di�usiophoretic
e�ect. However, for the above propulsion mechanism, the di�usiophoretic contribution is
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Figure 2.7. Sketch of the self-electrophoretic Pt-Au swimmer as reported in Ref. [46].
A reaction-induced charge density gradient gives rise to an electric �eld around
the swimmer, which generates an electrophoretic slip along its surface. For
more details, see the text. We remark that for the microrod considered here, the
self-electrophoretic propulsion leads to a swimmer movement to the right, with
the Pt end pointing forward [32]. Adapted from Ref. [33] with permission.

several orders of magnitude weaker than the electrophoretic contribution [32, 33], so that the
in�uence of the non-uniform O2 concentration around the swimmer can be safely neglected.
In addition, the decomposition of H2O2 is an exothermic reaction, implying that strictly
speaking, a temperature gradient around the swimmer should be considered, too6. As a matter
of fact, in general self-di�usio-, -thermo-, or -electrophoretic e�ects do not occur separately,
but in combination with each other, thus complicating the theoretical description of the
swimmer’s dynamics. Fortunately, the strength of the di�erent phoretic e�ects is seldom of
the same order of magnitude; in most experimental realizations, one phoretic mechanism
prevails upon the others.

Very shortly after the publication of Ref. [46], a second paper by S. Fournier-Bidoz et al.
[205] appeared, reporting on a very similar bimetallic microswimmer that was powered by
catalytic H2O2 decomposition, as well. Since then, the model of a short-circuited galvanic cell
was also applied in the fabrication of a variety of other electrophoretic microswimmers (cf.
Fig. 2.8), which can be propelled by di�erent chemical redox reactions—some involving even
biocompatible organic fuels [203, 206–208].

In summary, the majority of the arti�cial microswimmers realized thus far are propelled
by self-phoretic mechanisms, the most prominent of which are di�usio-, thermo-, and elec-
trophoresis. Self-phoretic swimmers generate a microscopic gradient in their vicinity, which
results from maintaining a �eld (here the number density of solutes, temperature, or electric
potential) in a non-equilibrium state. The latter is established by a functional asymmetry of

6Of course, the same argument applies to the di�usiophoretic swimmers in Ch. 2.2.1, which catalytically
decompose H2O2.

30



2.3. STOCHASTIC MODELING

Figure 2.8. Micrographs of various self-electrophoretic swimmers. (a) Field emission
scanning electron micrographs of bimetallic microrods, built from a (from left to
right) Ni-Au, Pd-Au, Ru-Au, and Pt-Rh combination, all of which are propelled
by a catalytic decomposition of H2O2. Adapted from Ref. [203] with permission.
Copyright 2006, American Chemical Society. (b) Scanning electron micrograph
of a Cu-Pt microrod, which can be fueled by a bromine or iodine solution.
Adapted from Ref. [207] with permission. Copyright 2011, American Chemical
Society.

the swimmer’s surface and can be sustained by heat/laser irradiation or chemical reagents.
Moreover, we remark that all phoretic mechanisms described in the present chapter can be
formulated in the framework of a linear theory. Accordingly, the expressions for the phoretic
slip velocities (and thus also for the swimmers’ self-propulsion velocities), Eqs. (2.16), (2.29),
and (2.41), share the same pattern. Solely the relevant phoretic mobilities exhibit di�erent
structures, re�ecting the distinct physical mechanisms underlying the interaction between
the swimmer and its surrounding medium.

Thus far, we have discussed the most common propulsion mechanisms that give rise to the
directed movement of an arti�cial microswimmer and neglected the role of �uctuations, which
are intrinsic to any self-phoretic swimming mechanism. Therefore, we present now a simple
stochastic model that accounts for the role of noise in the dynamics of active swimmers.

2.3 Stochastic Modeling

As stated in the previous sections, an arti�cial microswimmer is a microscopic particle
immersed in a �uid, which is capable of propelling itself along a given direction in its reference
system. Assuming a homogeneous “fuel” concentration, such as H2O2 concentration, laser
intensity, etc., which we will refer to in the following as activation density, and considering
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the swimmer’s motion in the bulk, i.e., away from any con�ning walls, the modulus of its self-
propulsion velocity v0 is approximately constant. However, due to the noise that originates
from the interplay of thermal �uctuations in the surrounding �uid and �uctuations caused
by the self-propulsion mechanism itself7, the particle actually performs a free translational,
“passive” Brownian motion subject to an additional “active” propulsion velocity v0. It is
important to stress here that in the presence of noise, the modulus of v0 is still approximately
constant, but not its direction. The latter is a�ected by rotational �uctuations, a concept
which is also known as active Brownian motion [23] and can be conveniently implemented
within the Langevin formalism. In this formalism, the dynamics of a microscopic particle
subject to �uctuations is modeled by incorporating one or more stochastic force terms into
its deterministic, Newtonian-type equations of motion [215–217].

Furthermore, we stress that in reality, the di�usion of an arti�cial microswimmer always
occurs in a con�ned geometry. For instance, in the case of negative particle buoyancy, the
swimmer �nally sediments at the bottom of its container, so that—no matter how large
the container is—one cannot ignore at least the interaction between the particle and the
bottom wall. A viable general, coarse-grained theoretical framework taking into account these
interactions is almost impossible to be established, because the in�uence of a con�ning wall on
the swimmer’s dynamics strongly depends on the swimmer’s geometry, its surface properties
and the speci�c self-propulsion mechanism at work—and thus can be fundamentally di�erent
for distinct swimmers [38, 81–83, 85, 86, 120, 218]. For a large class of microswimmers, however,
the interactions with a con�ning wall lead to a “pinning” of the particles’ orientation parallel
to it [81, 82, 85], such that their translational and rotational motion become approximately two-
dimensional after approaching a planar wall (see Fig. 2.9). We will assume such a simpli�ed two-
dimensional geometry in the following, in order to avoid unnecessary algebraic complications.
The extension to the three-dimensional problem can then be accomplished along similar lines
[219]. Moreover, to a �rst approximation, the rotational and translational motion parallel to
the wall are not a�ected by the boundary, except for an overall increase or decrease in v0

[218].
An arti�cial microswimmer di�using on a planar substrate and subjected to a homogeneous
7Note that any of the self-phoretic mechanisms described in Ch. 2.2 is intrinsically noisy, be it due to the

di�usion of solute molecules around the swimmer or a local particle heating. Regarding the latter, we remark
that maintaining a colloidal particle above its ambient temperature does not only increase thermal �uctuations
in the surrounding �uid, but also reduce its viscous friction. These e�ects, known as hot Brownian motion
[209–211], can be systematically derived from a non-isothermal �uctuating hydrodynamic theory [191, 212],
yielding distinct e�ective temperatures for both the particle’s translational and rotational �uctuations [213, 214].
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Figure 2.9. Schematic motion of a Janus microswimmer near a planar boundary.
As reported in Refs. [81, 82, 85], many swimmers become trapped by a planar
wall, with their dynamics being con�ned to a plane parallel to it. Hence, for
the geometry supposed in the �gure, we approximately have θ = π/2 and the
swimmer undergoes a two-dimensional dynamics with one orientational and
two translational degrees of freedom, ϕ, x , and y.

activation density can thus be modeled by the simple Langevin equations (LE)8 [26]

ẋ = v0 cosϕ +
√

2D0 ξx (t ),

ẏ = v0 sinϕ +
√

2D0 ξy (t ), (2.42)

ϕ̇ = Ω +
√

2Dϕ ξϕ (t ),

where the swimmer’s self-propulsion velocity—which acts along a speci�c direction in its
reference system—was parametrized in terms of a variable polar angle ϕ in the xy plane (see
Fig. 2.9) and a constant modulus v0: v0 = v0(cosϕ, sinϕ)ᵀ. Note that, since the particle is
supposed to swim at low Reynolds numbers, the above Langevin dynamics is formulated in
the overdamped regime, i.e., inertial e�ects were neglected altogether.

The additive �uctuational sources—two translational of intensity D0 and one rotational
of intensity Dϕ—are represented, for simplicity, by independent white Gaussian noises with
zero mean and autocorrelation functions 〈ξi (t )ξj (0)〉 = δijδ (t ) for i, j = x ,y,ϕ (where 〈 . . .〉
denotes the stochastic ensemble average, obtained by taking the mean value with respect to
the di�erent realizations of a stochastic process), as usually assumed in the current literature

8For simplicity, here and throughout the following we assume a spherical particle geometry and model the
swimmer itself as point-like.
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[26]. As the noises ξi model the combination of independent �uctuations, namely the thermal
�uctuations in the swimmer’s suspension �uid and the �uctuations intrinsic to its self-
propulsion mechanism, we will treat D0 and Dϕ as independent parameters. Note, however,
that in the presence of the sole thermal �uctuations, the translational and rotational di�usion
constants are related. Considering a spherical particle of radius R, for instance, one has
D0/Dϕ = 4R2/3 [220].

Finally, we remind that any asymmetric slip velocity pro�le around the swimmer, which
can, e.g., be induced by an asymmetric active cap, see Ch. 2.2.1, gives rise to an angular velocity
Ω := ez · Ω (with ez being the unit vector orthogonal to the xy plane) that makes the particle
rotate counterclockwise (Ω > 0) or clockwise (Ω < 0). Such chiral e�ects are known to
signi�cantly impact the transport properties of both biological and synthetic microswimmers
[51, 89, 166–169, 221–226].

When Ω = 0, i.e., when the swimmer’s rotational dynamics is purely noise-induced,
the particle performs an active Brownian motion with persistence time τϕ = Dϕ

−1 and
corresponding persistence length lϕ = v0τϕ . Indeed, a straightforward calculation [227, 228]
shows that the autocorrelation functions of the angular projections cosϕ (t ) and sinϕ (t ) decay
exponentially,

〈cosϕ (t1) cosϕ (t2)〉 =
1
2

exp(−Dϕ |t1 − t2 |)
[
1 + cos(2ϕ0) exp

(
− 4Dϕ min{t1, t2}

)]
,

〈sinϕ (t1) sinϕ (t2)〉 =
1
2

exp(−Dϕ |t1 − t2 |)
[
1 − cos(2ϕ0) exp

(
− 4Dϕ min{t1, t2}

)]
,

(2.43)

where ϕ0 := ϕ (0). The �rst moments of the particle’s displacement from its initial position
r0 := r(0) can also be calculated analytically [36, 219], yielding

〈r(t ) − r0〉 = *
,

cosϕ0

sinϕ0

+
-

v0

Dϕ

[
1 − exp

(
−Dϕt

)]
, (2.44)

〈
[r(t ) − r0]2

〉
= 4D0t +

2v2
0

Dϕ
2

[
Dϕt − 1 + exp

(
−Dϕt

)]
. (2.45)

On short timescales, the swimmer’s dynamics is thus characterized by a directed ballistic
motion and on long timescales by an enhanced di�usion with zero net shift (assuming a
uniformly distributed starting angle ϕ0) and di�usion constant

lim
t→∞

〈
[x (t ) − x0]2

〉
2t

= lim
t→∞

〈
[y (t ) − y0]2

〉
2t

= D0 + Ds, (2.46)

with Ds := v2
0/(2Dϕ ) [219]. We remark that in a coarse-grained description, the particle’s

motion can alternatively be modeled in terms of a non-Markovian driving, where the angular
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dynamics is not considered explicitly and the terms cosϕ and sinϕ enter the LE (2.42) as
colored noise sources instead [229–232].

In the case of a chiral swimmer dynamics with Ω , 0, the LE (2.42) remain linear and,
therefore, can still be solved analytically, resulting in

〈r(t ) − r0〉 =
v0

Dϕ
2 + Ω2

{
Dϕn(ϕ0) + Ωt(ϕ0)

− exp
(
−Dϕt

) [
Dϕn(ϕ0 + Ωt ) + Ωt(ϕ0 + Ωt )

] }
, (2.47)〈

[r(t ) − r0]2
〉
= 4D0t +

2v2
0(

Dϕ
2 + Ω2

)2

{
Ω2 − Dϕ

2 + Dϕ

(
Dϕ

2 + Ω2
)
t

+ exp
(
−Dϕt

) [(
Dϕ

2 − Ω2
)

cos Ωt − 2DϕΩ sin Ωt
] }
, (2.48)

where n(x ) := (cosx , sinx )ᵀ and t(x ) := (− sinx , cosx )ᵀ [166]. Hence, under the repeated
assumption of a uniformly distributed initial orientation ϕ0, a chiral swimmer does not drift,
〈r(t ) − r0〉 = 0, as for Ω = 0, but its spatial di�usivity is reduced: taking the limit t → ∞ of
Eq. (2.48), one �nds that [233]

Ds(Ω) =
Ds

1 +
(
Ω2/Dϕ

2
) . (2.49)

Spatio-temporally modulated activation. When the swimmer’s activation density is
not homogeneous but varies in space and time, its self-propulsion speed, which is a local
function of the activating “fuel” concentration, becomes likewise spatio-temporally modulated.
That is, we have to replace the constant speed v0 in Eq. (2.42) by a function of r and t . As the
intensity of the swimmer’s activation also impacts the strength of its �uctuations, in principle,
a modulation of v0 implies a modulation of D0 and Dϕ , as well. However, in most cases, the
dependence of the swimmer’s di�usion constants on its activation density has been reported
to be signi�cantly weaker than that of the propulsion speed [28, 36, 55]. We thus neglect any
modulation of D0 and Dϕ for the time being; indeed, we will show in Ch. 4.3 that extending
our analysis to an activation-dependent Dϕ would not alter the general conclusions of the
present work. Assuming the activation density to vary along the x direction only, we then
obtain the LE

ẋ = v0w (x , t ) cosϕ +
√

2D0 ξx (t ),

ẏ = v0w (x , t ) sinϕ +
√

2D0 ξy (t ), (2.50)

ϕ̇ = Ω +
√

2Dϕ ξϕ (t ),
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where w (x , t ) represents the modulation pro�le of the swimmer’s propulsion strength. The
model equations (2.50) underlie the numerical results presented in the forthcoming chapters.
Regarding this, we note that the in�uence of particle chirality, Ω , 0, on the above dynamics
will be studied in Ch. 4.4. Until then—that is, in Ch. 3 and at the beginning of Ch. 4—we set
Ω = 0, i.e., always consider achiral swimmers.

Figure 2.10. Arti�cial microswimmer subjected to traveling activation pulses. The
sketch outlines an ideal setup to experimentally realize activating wave pulses.
For details, see the text.

As mentioned in the Introduction and discussed in Appendix A, arti�cial microswimmers
have been recently reported to tactically respond to several static (i.e., time-independent)
external stimuli, such as a constant activation gradient. Motivated by the pulsating stimulus
signals released in many biological systems [94], in the following we pursue the question of
how these synthetic swimmers respond to a spatio-temporal modulation of the activation
density in the form of traveling wave pulses. An ideal setup allowing for the creation of such
activation pulses is illustrated in Fig. 2.10. In this sketch, a self-thermophoretic swimmer
activated by laser light [28, 38] is placed on a planar substrate. Traveling wave pulses of laser
intensity I can be generated by sliding a slit screen placed between the laser source and the
particle at constant speed u. Since the swimmer’s self-propulsion speed is approximately
proportional to the laser intensity in a wide range of I [29], this way one can tailor any desired
pro�le for w (x , t ). Although this method is probably the simplest way to experimentally
realize traveling activation pulses, we remark that chemically activated swimmers represent a
viable option, too. Indeed, such swimmers can be operated under the condition that their self-
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propulsion speed is proportional to the concentration of the activating chemical(s), whereas,
as mentioned above, their rotational di�usivity remains almost constant [36, 55]. On the other
hand, traveling chemical waves can be conveniently excited in chemical reactors [234–243].

Moreover, we remind that in Eqs. (2.50) we neglected all hydrodynamic e�ects other than
the swimmer’s phoretic slip and the pinning parallel to the bottom wall. In the absence of
activation gradients, these e�ects are strongly suppressed by (i) restricting the swimmers’
motion to the bulk, that is, away from additional con�ning walls, (ii) lowering the swimmer
density, so as to avoid hydrodynamically mediated particle collisions and clustering [244],
and (iii) choosing spherical active particles of small size, i.e., almost point-like as in our model
LE (2.50), in order to reduce hydrodynamic back�ow e�ects [245]. However, the modulated
activation gradients considered here may give rise to additional hydrodynamic contributions
capable of in�uencing the dynamics of a uncon�ned single swimmer, as well. The most
prominent one is a self-polarization of the swimmer, which tends to align the particle parallel
or anti-parallel to the activation gradient, depending on its surface properties [91, 246]. We
will address the consequences of such a self-polarization e�ect on the swimmer’s di�usion in
Ch. 5. Until then, we limit ourselves to remark that for weak to moderate self-polarization
e�ects, the tactic response of a swimmer behaves as reported in Chs. 3 and 4. Solely its
magnitude slightly increases or decreases, subject to whether the swimmer tends to align
itself parallel or anti-parallel to the gradient.

Finally, it should be kept in mind that here and in the following we neglect any internal
particle structure, i.e., as mentioned above, we consider an e�ectively point-like swimmer, the
size of which solely enters the model parameters v0, Ω, D0, and Dϕ . Despite its simplicity, the
model of Eq. (2.50) has been reported in the literature to capture and explain the prominent
features of the dynamics of arti�cial microswimmers [26, 28, 36, 247]. However, recently also
more sophisticated Langevin models have been proposed, which explicitly account for the
geometry or the internal composite structure of the swimmers [51, 76, 248, 249].
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Artificial Microswimmers Activated by Single

Pulses

W e now consider, both numerically and analytically, the dynamics of an arti�cial
microswimmer subjected to a single traveling activation pulse, cf. Fig. 2.10, and
discuss the fundamental mechanisms underlying its resulting tactic response. In

preparation for this, in Ch. 3.1 we primarily study the swimmer’s taxis in a static activation
gradient (see also Appendix A.1). We then proceed to consider temporally varying activation
gradients in the form of a traveling Gaussian activation pulse. In Ch. 3.2, we focus on the
role of the pulse speed and width, whereas the in�uence of the pulse waveform itself is
investigated in Ch. 3.3. Finally, in Ch. 3.4, we set up a general analytical framework that
allows us to obtain approximate results for the swimmer’s tactic response, which compare
favorably with the exact numerical outcomes.

3.1 Static Activation Gradient

Neglecting the propagation of the pulses, i.e., considering the simpler case of a static activation
pro�le,w (x , t ) = w (x ), arti�cial microswimmers have been reported to di�use up the resulting
activation gradients in the absence of con�ning walls [87, 88]. Indeed, for a constant activation
gradient of the form w (x ) = (ν/v0)x , where the parameter ν characterizes the strength of
the gradient, the x dynamics in Eqs. (2.50) can be solved analytically, yielding for νt � 1 the
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Figure 3.1. Taxis of an arti�cial microswimmer in a constant activation gradient
w (x ) = (ν/v0)x , for ν = 1 s−1, x0 = 10 µm, and Dϕ = 165 s−1 (which equals the
rotational di�usion constant of a passive, i.e., non-propelled, spherical particle of
radius R = 0.1 µm in water at T = 300 K). The solid (green) curve was obtained
by numerically integrating the LE (2.50), see Appendix D for details. Clearly, the
swimmer drifts up the gradient, toward regions of higher self-propulsion speeds.
We remark that the activation gradient considered here is obviously rather
unrealistic, as the swimmer’s self-propulsion in fact saturates at high activation
densities [36, 90, 208, 250]. However, this simpli�ed model well illustrates the
tactic response of an arti�cial microswimmer to a static activation gradient.

result (see Appendix B)

∆(t ) := 〈x (t ) − x0〉 ≈
x0

2

(
ν

Dϕ

)2 [
Dϕt + exp(−Dϕt ) − 1

]
. (3.1)

We remind that x0 denotes the particle’s initial position, x0 = x (0). Realistically assuming a
positive activation density only1, x0 > 0, the swimmer drifts to the right, i.e., toward a higher
activation density, as depicted in Fig. 3.1. A simple explanation for this e�ect is that, due to
the increase of the swimming speed to the right, during an in�nitesimal time interval dt a
swimmer with orientation −π/2 < ϕ < π/2 takes a larger “step” to the right than a mirrored
swimmer with ϕ → π − ϕ does to the left. Since this imbalance exists at any given position,
the particle moves on average toward regions of higher self-propulsion velocities. Note that
since the swimmer’s activation is modulated in the x direction only, for an achiral particle
(Ω = 0), we expect no net drift/position shift in the y direction. Thus, unless Ω , 0, here
and in the following we solely consider the swimmer’s longitudinal dynamics, that is, its

1The hypothetical, but for the present model inevitable case of a negative activation density, x0 < 0, is
discussed in Appendix B.
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motion parallel to the gradient(s) of the activation density—the transversal dynamics may be
disregarded, since in Eqs. (2.50) y depends on x , but not vice versa.

3.2 Gaussian Activation Pulse

Turning to temporally varying activation gradients, we now address the question of what tactic
e�ects are induced by propagating activation pulses. To this purpose, we initially neglect
translational noise, D0 = 0, and assume the pulse to have a generic Gaussian waveform,
w (x , t ) = exp[−(x − ut )2/(2L2)] (where L and u are the pulse width and propagation speed,
respectively), hitting the swimmer from the left. We moreover stress that here and throughout
this work, we restrict our analysis to spatially symmetric waveforms, w (x , 0) = w (−x , 0), in
order to avoid additional ratchet e�ects [93, 251, 252].

Figure 3.2. Taxis of an arti�cial microswimmer subjected to a single activation pulse.
(a) Tactic shift ∆(t ) = 〈x (t ) − x0〉 of the swimmer’s mean position generated
by a Gaussian activation pro�le, w (x , t ) = exp[−(x − ut )2/(2L2)] [see inset of
panel (b)], versus the time t in units of the pulse crossing timescale tL := L/u,
for a slow and fast pulse speed u. The initial particle position was chosen to be
located at a distance of 5L to the right of the pulse center, x0 = 5L. In panel (b),
the �nal shift ∆(∞) is plotted as a function of the pulse speed u. The swimmer’s
self-propulsion parameters were set to v0 = 53 µm/s and Dϕ = 165 s−1, and
the pulse width, L = 1 µm, was chosen to be about three times the swimmer’s
persistence length lϕ = v0/Dϕ . Here, the translational noise intensity D0 was
set to zero in order to focus on the orientational mechanism responsible for
the swimmer’s tactic shift. In panels (a) and (b), the stochastic integration of
the model LE (2.50) [crosses] is compared with the numerical solution of the
corresponding Fokker-Planck equation (FPE) (3.5) [solid curves], see Appendix
D for numerical details.
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In�uence of the pulse speed. The e�ect of a Gaussian activation pulse on the swimmer’s
dynamics is depicted in Fig. 3.2a. We observe immediately that a pulse speed u � v0 causes
the particle to shift to the left, ∆(t ) = 〈x (t ) − x0〉 < 0, whereas a pulse speed of about the
same magnitude as the swimmer’s maximum propulsion speed, v0, causes it to shift slightly
to the right. Indeed, the �nal shift in the particle’s position, ∆(∞) = limt→∞ ∆(t ), attains a
positive maximum atu ' v0 and tends to large negative values foru → 0, see Fig. 3.2b. As will
be detailed in Ch. 3.4, ∆(∞) actually diverges in this limit if translational noise is neglected,
D0 = 0.

Figure 3.3. Probability distributionP of an arti�cial microswimmer’s position within
the Gaussian activation pulse of Fig. 3.2 for various times t , assuming a rather (a)
slow and (b) fast pulse propagation. The results were obtained by numerically
solving the FPE (3.5) and subsequently integrating out the angular coordinate
ϕ, see Ch. 3.4. Here, the model parameters were chosen as in Fig. 3.2: x0 = 5L,
v0 = 53 µm/s, Dϕ = 165 s−1, L = 1 µm, and D0 = 0. Note that for reasons
of clarity and comprehensibility, in this �gure we switched from the resting
laboratory frame to the co-moving frame of the wave pulse, x − ut , where the
swimmer is driven with velocity −u across a static activation pro�le.

The existence of two opposing tactic regimes can be explained by considering the modula-
tion of the swimmer’s dynamics under the pulse crest. Assuming no translational �uctuations,
D0 = 0, the swimmer can only di�use within the pulse and comes to rest outside of it. For slow
pulses, u � v0, the particle propels very fast (compared to the pulse speed) in the pulse center
and thus quickly hits either of the pulse’s edges, de�ned as the points where its self-propulsion
eventually becomes slower than the pulse propagation, i.e., where v0w[x (t ), t] equals u [see
Eq. (2.50)]. This is in accordance with the probability distributions of Fig. 3.3a, where the
swimmer is rather unlikely to be found in the center of the pulse, corresponding to a typical
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depletion of the “hot” regions. Due to the pulse’s movement to the right, however, the pulse
symmetry is dynamically broken and the two edges are not equivalent: If the swimmer crosses
the right edge, it becomes slower than u and is recaptured by the traveling pulse. By the same
argument, once it crosses the left edge of the pulse, it is left behind for good. The right (left)
edge thus behaves like a re�ecting (absorbing) boundary, which allows the particle to exit
the pulse on the left only, hence inducing a negative tactic shift. This mechanism can also be
observed in Fig. 3.3a, where the probability distribution of the swimmer’s position piles up at
the left pulse edge. For pulse speeds approaching v0, on the other hand, a contrasting e�ect
comes into play, namely that within the pulse, the particle can travel a longer distance to the
right than to the left. This “sur�ng” behavior is apparent in Fig. 3.3b, where under the pulse
(t/tL = 5), the probability distribution of the swimmer’s position is clearly skewed to the right.
The positive shift is obviously most pronounced around u ' v0, where the distance a highly
activated swimmer can travel to the right without hitting a pulse edge is solely limited by its
rotational di�usivity, Dϕ . Accordingly, ∆(∞) turns positive if u becomes comparable tov0 and
vanishes monotonically in the limit u → ∞, where the pulse sweeps through the swimmer so
fast that it has no time to surf it. In principle, the above arguments hold also for D0 , 0: as
will be discussed in Ch. 3.4, translational noise—which helps exit and enter the pulse from
both sides—tends indeed to suppress the swimmer’s tactic shift, especially for slow values of
u, though not completely.

In�uence of the pulse width. The e�ect of the pulse width L on the swimmer’s tactic
shift is illustrated in Fig. 3.4, where ∆(∞) is shown to vanish for very narrow pulses if u ≥ v0.
On the contrary, for u < v0, the tactic shift apparently tends to a (positive) residual value in
the limit L → 0, see Fig. 3.4a. Related to this, the separatrix dividing the regions of negative
and positive taxis appears to bend downward for small pulse widths, L < lϕ .

We explain these observations by recalling that in the regime of negative taxis, the shift
∆(∞) < 0 is caused by a fast di�usion of the swimmer across the pulse; hence, a smaller pulse
width implies a smaller negative tactic shift, as well. For small values of L/lϕ , the swimmer’s
negative taxis is therefore strongly suppressed, to the point that another positive tactic e�ect
starts to prevail, namely the trapping of swimmers inside traveling activation pulses with
u < v0. Still neglecting for the time being the �nite particle size and switching to the co-moving
pulse frame, x −ut → x , the particle is trapped therein whenv0w (x ) cosϕ = u. More precisely,
for every �xed but arbitrary particle orientation withϕ ∈ [− arccos(u/v0), arccos(u/v0)], there
exists a stable trapped (or, in the laboratory frame, sur�ng) position xp in the front of the pulse,
such that v0w (xp) cosϕ = u, see Fig. 3.5. The other position in the back of the pulse, that also
ful�lls the above equation, is not stable. If now the swimmer is in such a trapped state in the

43



CHAPTER 3. ARTIFICIAL MICROSWIMMERS ACTIVATED BY SINGLE PULSES

Figure 3.4. In�uence of the pulse width L on the swimmer’s taxis. (a) Tactic shift
∆(∞) as a function of L (both in units of the particle’s persistence length lϕ) for
various values ofu/v0. The curves were obtained from the stochastic integration
of the LE (2.50), where the waveform and all other model parameters are the
same as in Figs. 3.2 and 3.3. (b) ∆(∞) versus u and L, for the same parameters
as in panel (a). The solid white line denotes the contour with ∆(∞) = 0, i.e., the
separatrix between the regions of negative and positive taxis, and the dashed
white line depicts the analytical estimate for the position of the maximum
negative shift, L/lϕ = v0/(4u) (see the text). In the region with L/lϕ < 1, the
numerical data were obtained by integrating the LE (2.50), whereas for L/lϕ ≥ 1,
we numerically solved the FPE (3.5).

pulse front, its orientation angle ϕ may �uctuate in the allowed interval without it being able
to exit the pulse. That is, if ϕ changes to ϕ∗ (where also ϕ∗ ∈ [− arccos(u/v0), arccos(u/v0)]),
the swimmer immediately takes a new position x∗p, so thatv0w (x∗p) cosϕ∗ = u. Thus, foru < v0

and L � lϕ , the duration of the particle’s sojourn in the pulse and thereby the magnitude
of its (positive) tactic shift are solely governed by Dϕ , and in particular independent of the
pulse width2. For u > v0, however, the above argument does not apply, as the pulse is always
faster than the swimmer and therefore no trapped states exist. In this case, the swimmer
spends indeed a longer time within the pulse when oriented parallel to the pulse propagation
than when oriented opposite to it, but the magnitude of the resulting tactic shift constantly
decreases when L is reduced. Thus, in the limit L → 0, the shift ∆(∞) vanishes for fast pulses,
u ≥ v0, whereas it attains a positive residual value in the case of a slow pulse propagation,

2Of course, under realistic experimental conditions, the residual tactic shift would be o�set by the inevitable
translational �uctuations with D0 > 0, which strongly suppress the trapping mechanism for narrow pulses.
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u < v0.

Figure 3.5. Trapping of an arti�cial microswimmer inside a traveling activa-
tion pulse for u/v0 = 0.75. The arrows represent the vector �eld (ϕ̇, ẋ ) =
(0,v0 exp[−x2/(2L2)] cosϕ − u) describing the deterministic (D0 = Dϕ = 0)
longitudinal swimmer dynamics of Eq. (2.50). Note that here we have switched
to the co-moving frame of the pulse, x − ut → x . The green line denotes the
x nullcline. It is obtained as the locus of all �xed points of the system, which
are stable (instable) for x > 0 (x < 0). Consequently, a swimmer entering the
pulse from the right gets trapped if its orientation angle ϕ—here considered to
be �xed—lies within the interval [− arccos(u/v0), arccos(u/v0)], as illustrated
by the orange region.

Finally, the apparent suppression of ∆(∞) for large values of L is due to the fact that for
wide pulses, the swimmer’s dynamics becomes more and more dominated by a pure bulk
di�usion (where no average position shift occurs). That is, the in�uence of the traveling
pulse edges—which are ultimately responsible for any tactic e�ect—gradually decreases as
L → ∞, because the swimmer spends relatively less and less time in their vicinity. Since in
the regime of negative taxis, the magnitude of ∆(∞) initially rises with increasing L (as long
as the “bulk suppression” does not set in, a larger pulse width causes a larger tactic shift), for
every chosen u an optimal pulse width exists, where the negative particle displacement is
maximal. Consistently with this interpretation, we expect the “bulk suppression” to emerge
when the timescale on which the swimmer di�uses across the pulse, 2L2/Ds (the ad hoc factor
2 accounts for the spatial modulation of the swimmer’s self-propulsion speed under the pulse),
becomes larger than the pulse crossing time L/u, namely when L/lϕ > v0/(4u). The optimal
pulse width estimated by this simple argument compares well with the numerical results in

45



CHAPTER 3. ARTIFICIAL MICROSWIMMERS ACTIVATED BY SINGLE PULSES

Fig. 3.4b for small values of u/v0.

3.3 Variable Pulse Shape

Having studied the tactic response of an arti�cial microswimmer to a traveling activation
pulse of Gaussian shape, we next address the question whether and, if so, how the swimmer’s
tactic shift depends on the actual pulse shape. To this purpose, we consider the waveform

w (x ) =
arctan[K sech(x/d )]

arctan(K )
, (3.2)

which is inspired by the double soliton solutions of the sine-Gordon equation [253] and the
pro�le of which can be conveniently tuned by varying the parameter K . As can be seen from
Fig. 3.6a, K a�ects the steepness of the pulse edges, with w (x ) approaching sech(x/d ) for
K → 0 and a square waveform in the limit K → ∞. Note that tuning K also changes the
pulse’s half-width; therefore, to maintain the pulse half-width constant, the parameter d has
to be adjusted accordingly. In order to compare the tactic shift induced by the pulse speci�ed
in Eq. (3.2) with the results of Ch. 3.2, we must impose that the new soliton-like waveform
has the same half-width as the original Gaussian pulse w (x ) = exp[−x2/(2L2)], 2L

√
2 ln(2),

which implies that

d =
L
√

2 ln(2)
arcosh(K cot[arctan(K )/2])

. (3.3)

In the regime of positive taxis, i.e., for u ' v0, no noticeable impact of K on the swimmer’s
tactic shift was detected; according to our expectations, the sur�ng e�ect is thus rather
insensitive to the speci�c waveform of the activating pulse. In the regime of negative taxis,
on the contrary, a moderate in�uence of K was observed: as depicted in Figs. 3.6b and 3.7, a
smoother pulse edge implies a larger tactic shift. We explain this e�ect by noticing that the
di�usion of the swimmer in the middle of the pulse is very fast relative to the pulse crossing
timescale tL, which causes the overall tactic shift to emerge almost instantaneously when the
swimmer is hit by a rectangular activation pulse. In this case, ∆(∞) equals approximately the
total pulse width. When the edges of the activating pulse smooth out upon lowering K , the
e�ective pulse width de�ned by the relation v0w (x ) > u increases, and so does the particle’s
tactic shift. Note that, as under the pulse tails the swimmer slows down, the time required to
approach the asymptotic tactic shift ∆(∞) increases, too.

Nevertheless, even for the very di�erent waveforms associated with the cases K = 1
and K → ∞ in Eq. (3.2), the resulting tactic shifts are of the same order of magnitude. We
thus conclude that the e�ect of the actual pulse shape on ∆(∞) is not very signi�cant for
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Figure 3.6. Tactic shift induced by a slow pulse of variable shape. (a) Waveform
w (x ), as speci�ed in Eqs. (3.2) and (3.3), for various values of the steepness
parameter K . (b) Time evolution of the swimmer’s tactic shift for the same
values of K as in panel (a). Again, x0 was chosen to be located at a distance of
5L to the right of the pulse center. The curves for K = 1 and K = 5000 were
obtained by numerically solving the FPE (3.5), whereas the tactic shift induced
by a square waveform was calculated from the stochastic integration of the LE
(2.50). The remaining model parameters were set to u = 0.1 µm/s, v0 = 53 µm/s,
Dϕ = 165 s−1, L = 1 µm, and D0 = 0.

moderately small values of u/v0. It is only for u/v0 → 0 that the pro�les of the decaying pulse
tails start playing a role, as will be shown in Ch. 3.4.

3.4 Analytical Approach

In the following, we study analytically the tactic shift of an arti�cial microswimmer subjected
to traveling activation pulses. We assume that the spatio-temporal modulation of the swim-
mer’s self-propulsion speed has the form of a generic traveling wave,w (x , t ) = w[(x −ut )/L],
with static pro�le w (x/L). Upon changing coordinates from the laboratory frame to the co-
moving pulse frame, x − ut → x , the FPE for the swimmer’s probability density P associated
with the stochastic processes in the LE (2.50) reads

∂P (r,ϕ, t )
∂t

=

{
D0∆ − ∇

[
v0w

(x
L

)
n − u

]
+ Dϕ

∂2

∂ϕ2

}
P (r,ϕ, t ), (3.4)
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Figure 3.7. In�uence of the pulse edge steepness on the swimmer’s negative taxis.
The asymptotic tactic shift ∆(∞) is plotted as a function of K for u = 0.1 µm/s,
v0 = 53 µm/s, Dϕ = 165 s−1, L = 1 µm, and D0 = 0. Again, we compare the
stochastic integration of the model LE (2.50) [crosses] with the numerical solu-
tion of the corresponding FPE (3.5) [solid curve].

where r = (x ,y)ᵀ, u = (u, 0)ᵀ, n = (cosϕ, sinϕ)ᵀ, and ∆ and ∇ denote, respectively, the
Laplace and the nabla operator in the Cartesian coordinates (x ,y). As already mentioned
in Ch. 3.1, the swimmer’s dynamics perpendicular to the incoming wave exhibits no tactic
behavior, since the pulse does not break the spatial symmetry in the y direction. Therefore, by
integrating over they coordinate and conveniently rescaling x and t , x =: Lx′ and t =: (L/v0)t

′,
we obtain a reduced FPE for the 2D marginal probability density P (x′,ϕ, t ′),

∂P (x′,ϕ, t ′)

∂t ′
=

[
D0

Lv0

∂2

∂x′2
−
∂

∂x′

(
w (x′) cosϕ −

u

v0

)
+
DϕL

v0

∂2

∂ϕ2

]
P (x′,ϕ, t ′). (3.5)

Here, the e�ective rotational di�usion constant DϕL/v0 equals the ratio of the pulse width L to
the swimmer’s persistence length lϕ . The e�ective translational di�usion constant D0/(Lv0),
on the other hand, corresponds to the ratio of the time the swimmer takes to ballistically
travel a pulse width L in a uniform activating medium, L/v0, to the time it takes to di�use
the same length subject to the sole translational noise, L2/D0. This ratio characterizes the
relative strength of the translational �uctuations and coincides with the reciprocal of the
Péclet number for mass transport. We agree now to drop the prime signs, so that, unless stated
otherwise, in the remainder of this work x and t denote the above dimensionless coordinates
in the co-moving pulse frame.
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3.4.1 Di�usive Regime

The activation pulse can be made wide and slow enough to regard the swimmer’s motion
inside it as purely di�usive. More precisely, this happens when the swimmer’s rotational
di�usion time, τϕ = Dϕ

−1, is signi�cantly smaller than the shortest ballistic pulse crossing time,
L/(v0 + u), i.e., when DϕL/v0 � 1 + u/v0. Under this condition, we can further eliminate the
orientational coordinate ϕ, so that the e�ects of self-propulsion merely amount to an e�ective
one-dimensional di�usive dynamics. To this purpose, we apply to Eq. (3.5) the homogenization
mapping procedure detailed in Refs. [254–257] and obtain a partial di�erential equation for
the marginal probability density

P (x , t ) =

2π∫
0

P (x ,ϕ, t ) dϕ . (3.6)

Following Ref. [258], we assume that the latter operation can be inverted by means of a
“backward” operator ψ̂ (x ,ϕ),

P (x ,ϕ, t ) =
∞∑
n=0

ϵnψ̂n (x ,ϕ)
P (x , t )

2π
, (3.7)

where ψ̂0(x ,ϕ) = 1 and ϵ := v0/(DϕL). The expansion of ψ̂ (x ,ϕ) in Eq. (3.7) is justi�ed by the
fact that for ϵ → 0 the swimmer rotates in�nitely fast, in which case the self-propulsion can
no longer contribute to its translational dynamics: the active particle behaves like a passive
one, i.e., the rotational and translational dynamics decouple, and P (x ,ϕ, t ) simply becomes
P (x , t )/(2π ). Making use of Eqs. (3.6) and (3.7), respectively, in Eq. (3.5) and reordering all
terms thus obtained according to their powers of ϵ [257, 258] yields a recurrence relation for
the operators ψ̂n acting upon the probability density P (x , t ),

∂2
ϕψ̂n+1(x ,ϕ) =

[
ψ̂n (x ,ϕ),

(
D0

Lv0
∂2
x +

u

v0
∂x

)]
+ cosϕ ∂xw (x )ψ̂n (x ,ϕ)

−
1

2π

n∑
m=0

ψ̂n−m (x ,ϕ)∂xw (x )

2π∫
0

cosϕ ψ̂m (x ,ϕ) dϕ, (3.8)

where ∂x := ∂/∂x and [ . . . , . . .] denotes the commutator of two operators. By using the
aforementioned initial condition ψ̂0(x ,ϕ) = 1, the periodicity condition ψ̂n (x , 0) = ψ̂n (x , 2π ),
and the normalization condition

∫ 2π
0 ψ̂n (x ,ϕ) dϕ = 2πδn,0, Eq. (3.8) can be solved iteratively,

at least in principle, up to arbitrarily high orders. Yet, with increasing n this task becomes
more and more laborious and the results for the ψ̂n read increasingly complicated. In the
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di�usive limit, however, the swimmer’s rotational dynamics is signi�cantly faster than its
translational dynamics and P (x ,ϕ, t ) relaxes very fast in the ϕ direction, that is, it di�ers from
P (x , t )/(2π ) pertubatively, only. It thus su�ces to collect the terms of Eq. (3.7) up to O (ϵ ),
yielding

P (x ,ϕ, t ) =
1

2π

[
1 − ϵ cosϕ

∂

∂x
w (x )

]
P (x , t ). (3.9)

Finally, upon inserting Eq. (3.9) into Eq. (3.5) and successively integrating with respect to ϕ,
we obtain the reduced one-dimensional FPE

∂P (x , t )

∂t
= F̂(x )P (x , t )

=

[
∂2

∂x2

(
v0

2DϕL
w2(x ) +

D0

Lv0

)
−
∂

∂x

(
v0

4DϕL

dw2(x )

dx
−

u

v0

)]
P (x , t ), (3.10)

which describes the probability density of the swimmer’s longitudinal position in the di�usive
regime. Here, F̂(x ) denotes the (reduced) Fokker-Planck operator, detailed in the second line.

Following Chs. 3.2 and 3.3, we consider the case of a single activating pulse hitting the
swimmer and neglect translational �uctuations, D0 = 0. The particle’s tactic shift is then
obtained by measuring its mean displacement from an initial position x0, placed outside
the pulse, on the right. Accordingly, in the laboratory frame the tactic shift is computed
as ∆(t ) =: L〈x (t ) − x0 + ut/v0〉, where 〈 . . .〉 denotes the ensemble average. Now, we can
characterize the tactic shift in two ways: we either set a time t and calculate the corresponding
average swimmer displacement in the pulse frame, 〈x (t )〉, hence

∆(t ) = L

(
〈x (t )〉 − x0 +

u

v0
t

)
, (3.11)

or, vice versa, we set a longitudinal shift, x1 − x0, in the moving frame and calculate the
corresponding mean �rst-passage time (MFPT) 〈t (x1 |x0)〉, hence

∆̃(x1) = L

(
x1 − x0 +

u

v0
〈t (x1 |x0)〉

)
. (3.12)

We remind that 〈t (x1 |x0)〉 denotes the average time the particle takes to reach x1 for the �rst
time from x0 [259].

As long as x1 < x0, both methods are valid and equivalent, since in the co-moving frame
the swimmer travels to the left and its mean position eventually takes on all values with
x < x0. For �nite t and x1, though, we a priori do not know how to choose the values x1 and t

that verify the identity ∆(t ) = ∆̃(x1). However, if we consider the full shift of the swimmer
after it has completely crossed the pulse (i.e., for large enough t or for x1 placed far enough
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to the left of the pulse), both expressions yield the same result, that is, ∆(∞) = ∆̃(−∞). This
identity proves very helpful, since for the problem at hand, the MFPT can be calculated in a
much simpler way than the average particle position. We remind that if the Fokker-Planck
operator is time-independent, the MFPT is the solution of the ordinary di�erential equation
F̂†(x )〈t (x1 |x )〉 = −1 [216, 260]. Here, F̂†(x ) is the adjoint Fokker-Planck operator acting upon
the swimmer’s starting position x , now taken as a variable, so that the di�erential equation
for the MFPT reads explicitly:

− 1 =
[
v0

2DϕL
w2(x )

∂2

∂x2 +

(
v0

4DϕL

dw2(x )

dx
−

u

v0

)
∂

∂x

]
〈t (x1 |x )〉. (3.13)

Independent of the actual problem at hand, the MFPT obeys the obvious absorbing boundary
condition 〈t (x1 |x1)〉 = 0. In our case, a second boundary condition follows naturally from
the observation that outside of the pulse the swimmer’s motion is deterministic. Namely, we
know that ẋ = −u/v0 at x = x0, hence

∂〈t (x1 |x )〉

∂x

�����x=x0

=
v0

u
. (3.14)

Note the absence of the minus sign in the above equation. This is due to fact that, since the
swimmer starts at a position with x > x1, to the right of the pulse, and crosses it to the left,
increasing x causes likewise an increase in 〈t (x1 |x )〉. With the above boundary conditions,
Eq. (3.13) returns a unique solution,

〈t (x1 |x )〉 =

x∫
x1



v0

u
exp

*..
,

x0∫
y

f (q) dq
+//
-
+

x0∫
y

2
ϵw2(z)

exp
*..
,

z∫
y

f (q) dq
+//
-

dz


dy, (3.15)

where ϵ = v0/(DϕL) and

f (q) :=
(
ϵ

4
dw2(q)

dq
−

u

v0

) (ϵ
2
w2(q)

)−1
=

d ln[w (q)]
dq

−
2u

ϵv0w2(q)
. (3.16)

For a smoothly decaying pulse pro�lew (x ), the condition for the particle to sweep through
the entire pulse requires taking the limits x0 → ∞ and x1 → −∞. The tactic shift of a swimmer
in the di�usive regime is thus given by the expression

∆(∞) = L lim
x1→−∞
x0→∞



x1 − x0 +

u

v0

x0∫
x1



v0

u
exp

*..
,

x0∫
y

f (q) dq
+//
-

+

x0∫
y

2
ϵw2(z)

exp
*..
,

z∫
y

f (q) dq
+//
-

dz


dy



, (3.17)
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which contains two singularities that are supposed to cancel out. Some simple algebraic
manipulations and a partial integration show that this is indeed the case and lead to the more
compact result

∆(∞) = L

∞∫
−∞

1
w (y)

∞∫
y

dw (z)

dz
exp

*..
,
−2

DϕL

v0

u

v0

z∫
y

1
w2(q)

dq
+//
-

dz dy. (3.18)

Note that this expression is independent of the boundary condition (3.14). Indeed, outside the
pulse, i.e., when w (x ) = 0, Eq. (3.13) reduces to a �rst-order di�erential equation and thus the
boundary condition at x = x0 becomes super�uous.

A comparison between the analytical prediction of Eq. (3.18) and results obtained by
numerically integrating the FPE (3.5) is displayed in Fig. 3.8a. For the activating pulse, we
chose the Gaussian pro�le of Ch. 3.2, which in rescaled units reads w (x ) = exp(−x2/2), and
set a width of L ∼ 12lϕ .3 The analytical and numerical curves for ∆(∞) versus u overlap
in the regime of slow pulse speeds, u � v0, thus con�rming the validity of the di�usive
approximation.

Figure 3.8. Tactic shift of an arti�cial microswimmer across a single traveling pulse
of the form (a)w (x ) = exp(−x2/2) and (b)w (x ) = sech(x ): ∆(∞), in units of the
pulse width L, versus u in units of the self-propulsion speed v0. The swimmer
parameters are the same as in the previous �gures, that is, v0 = 53 µm/s , Dϕ =

165 s−1, and D0 = 0. In panel (a), L = 4 µm, i.e., about 12 times lϕ ; in panel (b), L
was set to 3.58 µm, so that the two pulse pro�les have the same half-width. The
numerical results were obtained by integrating the FPE (3.5).

3We remark that due to the dimensionless scaling of x introduced at the beginning of this section, the pulse
width L does not explicitly enter the waveform anymore, but instead is incorporated into the e�ective di�usion
constants, see Eq. (3.5).
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Moreover, for the soliton-like pulse pro�le w (x ) = sech(x ), we succeeded to obtain an
explicit analytical expression for ∆(∞), namely (see Appendix C)

∆(∞) = L

[
π

2
+ γ − ln

(
v0

DϕL

v0

u

)]
, (3.19)

where γ denotes the Euler-Mascheroni constant. As is apparent from Fig. 3.8b, here the
agreement between the analytic approximation and numerical results is quite close, too. The
range of validity of Eq. (3.19) however shrinks to lower values ofu/v0 compared to the general
result of Eq. (3.18), which is due to the fact that in the derivation of Eq. (3.19) we repeatedly
assumed a very slow pulse propagation, see Eq. (C.2).

The analytical estimate of ∆(∞) in Eq. (3.19) lends itself to a simple heuristic interpretation.
As mentioned in Ch. 3.2, in the di�usive regime, the e�ective pulse width xu is de�ned by
the identity w (xu ) = u/v0. Since for u � v0, the swimmer propels itself inside an almost
static pulse until it exits for good to the left, its tactic shift must be of the order of xu . For the
soliton-like pro�le w (x ) = sech(x ), this implies that

∆(∞) ≈ −L ln
(2v0

u

)
. (3.20)

Of course, this argument cannot fully reproduce the more re�ned estimate of Eq. (3.19).
Nevertheless, it explains why the swimmer’s tactic shift diverges in the limit u → 0: as the
pulse nearly comes to rest, its e�ective width grows exceedingly large; in the di�usive regime,
the e�ect of the pulse’s fore-rear symmetry breaking is therefore steadily enhanced.

Analogously, for the slow Gaussian pulse of Figs. 3.2, 3.4b and 3.8a, the dependence
of ∆(∞) on u is expected to be of the form

√
2 ln(v0/u), which is also in good agreement

with our numerical and analytical curves. Here, the pulse tails decay faster than for the
soliton-like pulse, thus leading to a smaller tactic shift in the limit u → 0. Hence, contrary to
the observation in Ch. 3.3 that the explicit pulse waveform plays a rather minor role for a
moderately slow pulse propagation, in the case of extremely small ratios u/v0, the pulse shape
is of key importance. This results from the fact that the swimmer’s di�usion then mostly
takes place in the outermost regions of the pulse’s tails.

The in�uence of translational noise. We next consider the more realistic case of non-
zero translational �uctuations, D0 > 0. A very low translational noise level may be negligible
in an appropriate range of pulse speeds. However, foru → 0, the timescale on which the tactic
shift approaches its asymptotic value, ∆(∞), grows exceedingly long, which implies that at
least in this regime, translational �uctuations cannot be ignored. To a good approximation,
the translational noise intensity is independent of the spatio-temporal modulation of the
swimmer’s activation, see Eqs. (2.50). As a main di�erence with the case D0 = 0, in the

53



CHAPTER 3. ARTIFICIAL MICROSWIMMERS ACTIVATED BY SINGLE PULSES

presence of translational noise the pulse edges are “open”, as the swimmer can now cross
them repeatedly back and forth. However, for su�ciently long observation times, the swimmer
surely moves past the pulse, no matter how small u and large D0. Therefore, for D0 > 0, we
can calculate ∆(∞) following the procedure already adopted for D0 = 0. Even the (now not
super�uous) boundary condition (3.14) remains unchanged, since at x = x0, that is, outside
the pulse, the particle’s longitudinal coordinate in the co-moving pulse frame obeys the simple
relation 〈ẋ〉 = −u/v0 (instead of ẋ = −u/v0, as was the case for D0 = 0). We thus obtain

∆(∞) = L

∞∫
−∞

∞∫
y

w (z)w′(z)√
[w2(y) + α] [w2(z) + α]

exp
*..
,
−2

DϕL

v0

u

v0

z∫
y

1
w2(q) + α

dq
+//
-

dz dy, (3.21)

where α := 2D0Dϕ/v
2
0 and the prime sign denotes the derivative with respect to the function’s

argument. Obviously, in the limit D0 → 0, we recover Eq. (3.18).
In Fig. 3.9, the dependence of∆(∞) on the pulse speedu was determined both by computing

the integrals in Eq. (3.21) and numerically solving Eq. (3.5). Again, the agreement between
analytical and numerical results is quite close. We notice that in the presence of translational
noise, the limit of ∆(∞) for u → 0 is �nite. We attribute this property to the fact that
translational di�usion, which tends to suppress the swimmer’s tactic recti�cation, prevails
over self-propulsion, but only under the pulse’s tails. More precisely, the swimmer’s dynamics
is dominated by translational di�usion when D0/(Lv0) � v0w

2(x )/(2DϕL) [see Eq. (3.10)]
or, respectively, w2(x ) � α [see Eq. (3.21)]. Under this condition, a natural de�nition of
the e�ective pulse width is min{xu ,xt }, with xt being the positive solution of the equation
w (xt ) ≈

√
2D0Dϕ/v

2
0 . On decreasing u, the ratio xu/xt diverges, the e�ective pulse width

coincides with xt , and ∆(∞) becomes a function of the sole parameter α = 2D0Dϕ/v
2
0 .

3.4.2 Ballistic Regime

We focus now on the opposite dynamical regime, termed ballistic. Here, the traveling pulses
are assumed to be so narrow and sweep through the swimmer so fast that the swimmer’s
orientation hardly changes during the pulse crossing, i.e., the time a single activating pulse
takes to pass the swimmer (which is of the order of tL = L/u) is negligible with respect to the
angular di�usion time τϕ . In such a limit we take ϕ constant and rewrite the FPE (3.5) as

∂Pϕ (x , t )

∂t
=

[
D0

Lv0

∂2

∂x2 −
∂

∂x

(
w (x ) cosϕ −

u

v0

)]
Pϕ (x , t ), (3.22)

where Pϕ (x , t ) is the corresponding conditional probability density at �xed angle ϕ. In the
following, we make use of Eq. (3.22) to calculate the conditional tactic shift, ∆ϕ (∞). Since the
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Figure 3.9. Tactic shift ∆(∞) as in Fig. 3.8a, but in the presence of translational noise
with intensity D0 = 2.2 µm2/s. The numerical results were obtained by solving
the FPE (3.5).

angular coordinate is actually not �xed, but rather freely di�using on an exceedingly long
timescale (with respect to the timescale of a swimmer’s pulse crossing), the overall tactic
shift ∆(∞) is eventually obtained by averaging ∆ϕ (∞) with respect to ϕ, which is taken as
uniformly distributed in the interval [0, 2π ].

Under these assumptions, the tactic shift of an arti�cial microswimmer hit by a single
activating pulse can be calculated along similar lines as in Ch. 3.4.1. We obtain

∆(∞) =
1

2π

2π∫
0

∆ϕ (∞) dϕ

=
L2v0

D0

∞∫
−∞

∞∫
x

w (y) exp
[
−
Lu

D0
(y − x )

]
I1

*.
,

Lv0

D0

y∫
x

w (z) dz+/
-

dy dx , (3.23)

where I1(x ) := (1/π )
∫ π

0 exp(x cosϕ) cosϕ dϕ is a modi�ed Bessel function of the �rst kind
[187]. Although in the absence of translational �uctuations,D0 = 0, the swimmer’s �xed-angle
dynamics is purely deterministic, we can still employ the MFPT technique to calculate ∆(∞)

for D0 = 0, yielding

∆(∞) = L

∞∫
−∞

*..
,

1√
1 −

(
v2

0/u
2
)
w2(x )

− 1
+//
-

dx , (3.24)

which surely is well-de�ned in the ballistic regime with u > v0. Here, the positive tactic shift
must be exclusively attributed to the fact that swimmers oriented to the right, i.e., parallel
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to the direction of the pulse propagation, “surf” the pulse for a longer time than swimmers
oriented in the opposite direction.

Figure 3.10. Tactic shift of an arti�cial microswimmer hit by a single Gaussian
activation pulse, like in Figs. 3.8 and 3.9, but for larger values of the pulse speed
u. The particle parameters are the same as in the previous �gures; furthermore
L = 1 µm (∼ 3lϕ) in panel (a) and 0.1 µm in panel (b). The numerical curves
were obtained by solving the FPE (3.5) or integrating the LE (2.50), and the
analytical ones were calculated in the ballistic approximation of Eqs. (3.23) or
(3.24), as appropriate. For the sake of comparison, we plotted the curves for
D0 = 2.2 µm2/s (solid lines) together with the corresponding curves for D0 = 0
(dashed lines).

On inspecting Fig. 3.10, we notice that the ballistic approximation holds good for fast
activating pulses. One might expect it to work well only if the swimmer’s rotational di�usion
time, τϕ , is larger than the timescale on which a swimmer oriented to the right (ϕ = 0)
ballistically crosses the pulse, L/(u −v0). By analogy with Ch. 3.4.1, one would then end up
with the condition u/v0 � 1 + L/lϕ . This argument however totally disregards the in�uence
of translational �uctuations and thus only applies when D0/(Lv0) can be safely neglected
(see Fig. 3.10a). More in general, we must require that τϕ is larger than the pulse crossing
timescale in the ballistic regime, L/(u − v0), or the timescale of a pulse crossing due to the
sole translational �uctuations, L2/D0, whichever is smaller. This leads to the weaker condition
for the validity of the ballistic approximation, lϕ/L � min

{
(u/v0 − 1)−1,Lv0/D0

}
.

By comparing the data forD0 = 0 andD0 > 0 in Fig. 3.10, we also observe that translational
�uctuations only marginally a�ect the tactic response of a ballistic swimmer. Contrary to
the di�usive regime, here the swimmer crosses the pulse quite fast, so that the translational
noise has almost no time to act on it—provided the pulse is not too narrow, as in the limit
L → 0 the e�ective translational noise intensity D0/(Lv0) diverges, see Eq. (3.5). The simple
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expression of Eq. (3.24) can thus be safely employed to predict the tactic shift of a swimmer
in the ballistic regime also in the presence of translational noise.

In summary, the tactic shift of an arti�cial microswimmer induced by a traveling activation
pulse is a purely stochastic e�ect, resulting from the spatio-temporal modulation of its self-
propulsion speed inside the pulse. Contrary to the case of a monotonic activation gradient,
here the swimmer’s taxis does not arise from a steady drift toward higher activation densities,
as discussed in Ch. 3.1, but rather from the broken spatial symmetry associated with the pulse
propagation.
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Artificial Microswimmers Activated by a Periodic

Pulse Seqence

H aving understood the basic mechanisms underlying an arti�cial microswimmer’s
tactic shift induced by a single traveling activation pulse, in the following we consider
the e�ect of a periodic sequence of such pulses. In Ch. 4.1, we �rst investigate the

swimmer’s tactic response to a sinusoidal activation sequence and characterize the space
of the system parameters. In Ch. 4.2, we then introduce an o�set in the activation pulses
and determine its impact on the swimmer’s taxis. Finally, in Chs. 4.3 and 4.4 we study,
respectively, the in�uence of an activation-dependent rotational di�usion coe�cient and of
particle chirality.

4.1 Sinusoidal Activation Pro�le

Let us initially consider a periodic pulse sequence of a simple sinusoidal form, w (x ) =

sin2(πx ), hitting the swimmer from the left1. The resulting tactic response is then no longer
characterized by a �nite shift in the mean particle position, but rather by a steady-state tactic
drift velocity, vx = limt→∞v0〈ẋ〉 + u, which is most conveniently obtained by calculating the
swimmer’s average velocity in the co-moving pulse frame and subsequently transforming it

1We remind that here x and t are expressed in the dimensionless units introduced in Ch. 3.4 and w (x ) is
de�ned in the co-moving frame of the wave pulses. Correspondingly, in the laboratory frame and unscaled units,
the pulse sequence has the explicit representation w (x , t ) = sin2[π (x − ut )/L].
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back to the laboratory frame. Again, we keep the particle parameters v0 and Dϕ �xed, and
vary the pulse parameters L and u.

Figure 4.1. Tactic drift vx of an arti�cial microswimmer induced by a sinusoidal
activation sequence, w (x ) = sin2(πx ). In panel (a), vx is plotted as a function of
the pulse width L and speed u, with the swimmer parameters being chosen as
in the previous �gures, v0 = 53 µm/s, Dϕ = 165 s−1, and D0 = 0. The position
of the maximum positive drift and the maximum negative drift, respectively, is
marked by white crosses and the white contour depicts the separatrix dividing
the regions of positive and negative taxis. In panel (b), a cut of the contour plot
of panel (a) in the u direction is shown for a very small pulse width, L = 0.01lϕ .
As discussed in the text, for small values of L/lϕ , the swimmer’s tactic drift can
be described within the purely deterministic framework with D0 = Dϕ = 0
(green line). All results were obtained by numerically integrating the LE (2.50).

In the absence of translational noise, Fig. 4.1, we observe a behavior reminiscent of the
case of a single activation pulse: vx is negative for u � v0 and turns positive as u approaches
v0, exhibiting a pronounced maximum at u ' v0. However, the ratio of the maximum positive
to the maximum negative tactic speed appears to be inverted—for a single pulse, the negative
shift at low values of u is markedly larger than the positive shift at u ' v0. To this regard,
we remind that in Fig. 4.1 we plotted the net tactic drift, i.e., the velocity de�ned as the
average tactic shift divided by the relevant observation time. Since the large negative shift
observed in Ch. 3—see e.g. Figs. 3.4b and 3.8—occurs over a long time (the time needed by
the swimmer to fully cross the Gaussian pulse is proportional to L/u), we thus expect the
tactic drift velocity in Fig. 4.1 to be less pronounced in the negative regime. Moreover, the
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characteristic down-bending of the tactic separatrix for narrow single activation pulses, cf.
Fig. 3.4, does not occur in the case of a periodic swimmer stimulation.

These general features can be qualitatively explained as follows. While the positive
particle drift observed for u ' v0 is induced by the same e�ect as already discussed in Ch. 3.2
(swimmers oriented to the right spend on average a longer time within the pulses than those
oriented to the left), the fact that the separatrix does not bend downward is a unique feature of a
periodic swimmer activation: For u < v0, swimmers with − arccos(u/v0) < ϕ < arccos(u/v0)

still get trapped within the pulses and thus drift to the right with speed u. However, now
swimmers oriented to the left can cross not just one single pulse [which for L � lϕ leads to
an extremely small negative tactic shift, causing ∆(∞) in Fig. 3.4 to become positive for every
choice of u] but an entire sequence of them, so that the vanishingly small single-pulse shifts
may add up to a �nite negative drift. As a consequence, if u is suitably smaller than v0, the
trapped swimmers may happen to move considerably slower to the right than the swimmers
with |ϕ | > π/2 travel to the left, eventually causing the overall tactic drift to become negative.

Finally, looking at the left side of Fig. 4.1a and at Fig. 4.1b, we identify the swimmer’s
tactic drift to be a primarily deterministic e�ect, resulting from the distinct dynamics of
swimmers oriented parallel and opposite to the pulse propagation direction (see Ch. 3.2). To
this regard we remind that, as is apparent from Eq. (3.5), the natural units of D0 and Dϕ are,
respectively, v0L and v0/L. This implies that upon decreasing the pulse width L, the e�ect
of the translational noise increases, whereas the e�ect of the rotational noise is suppressed.
Therefore, if D0 = 0, the particle’s dynamics in the limit L → 0 equals the deterministic
dynamics with Dϕ = 0.

4.1.1 Ballistic Regime

In order to quantitatively support the above arguments, in the following we analytically
study the swimmer’s tactic drift in the ballistic regime. To this purpose, we initially neglect
both translational and angular �uctuations, D0 = Dϕ = 0. The longitudinal LE (2.50) then
simpli�es to a purely deterministic �xed-angle equation of motion, ẋ = w (x ) cosϕ − u/v0.
For a sinusoidal pulse sequence, w (x ) = sin2(πx ), this equation can be solved analytically,
yielding

x (t ) =




− 1
π arctan



tan
(
πtu/v0

√
1−(v0/u) cosϕ

)
√

1−(v0/u) cosϕ


: t ≤ v0

2u
√

1−(v0/u) cosϕ

− 1
π arctan



tan
(
πtu/v0

√
1−(v0/u) cosϕ

)
√

1−(v0/u) cosϕ


− 1 : t > v0

2u
√

1−(v0/u) cosϕ
,

(4.1)
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with x being restricted to the interval [−1, 0], u > v0, and the initial condition x0 = 0. The
ballistic pulse crossing time tϕc for a �xed orientation angle, de�ned by the relation x

(
t
ϕ
c
)
= −1,

thus reads t
ϕ
c = v0/

(
u
√

1 − (v0/u) cosϕ
)
. Now, the swimmer’s conditional tactic drift vϕx

can be calculated by transforming the dimensionless particle drift in the co-moving frame,
−1/tϕc , back to the dimensional coordinates in the laboratory frame, i.e., vϕx = −v0/t

ϕ
c + u.

The net particle drift is then obtained by averaging vϕx with respect to ϕ, which is again
assumed to be uniformly distributed in the interval [0, 2π ]. However, if u grows smaller
than v0, one has to take into account the already mentioned trapping of swimmers with
− arccos(u/v0) < ϕ < arccos(u/v0). Since in the co-moving pulse frame, the velocity of
trapped swimmers is zero, the ϕ-averaged drift velocity eventually turns out to be

vx =




−u *
,

1
2π

2π∫
0

√
1 − v0

u cosϕ dϕ − 1+
-

: u
v0
≥ 1

−u *
,

1
2π

2π−arccos(u/v0)∫
arccos(u/v0)

√
1 − v0

u cosϕ dϕ − 1+
-

: u
v0
< 1.

(4.2)

It is interesting to remark that we can now re�ne the validity criterion for the ballistic
approximation discussed in Ch. 3.4.2, owing to the more precise estimate of the ballistic pulse
crossing time derived above. Following the relevant argument of Ch. 3.4.2, we thus expect the
ballistic approximation to hold for lϕ/L > min

{
t
ϕ=0
c ,Lv0/D0

}
. Furthermore, since for u < v0,

a swimmer with ϕ = 0 is in a “locked” state inside a pulse, i.e., tϕ=0
c = ∞, the ballistic approach

should also approximately hold in the regime of u/v0 < 1 and lϕ/L > min
{
t
ϕ=π
c ,Lv0/D0

}
.

A comparison between exact numerics and the ballistic approximation is illustrated in
Fig. 4.2. As expected, its range of validity in the parameter u shrinks on increasing L/lϕ , and
the re�ned validity condition just introduced provides an estimate of that range. The above
approach is thus con�rmed to accurately predict the swimmer’s tactic response to a periodic
sequence of rather narrow activating pulses. The ballistic approximation even appears to
yield correct results at the very left of Fig. 4.2a, where the validity criterion does not apply.
Furthermore, like in Fig. 4.2b, the sign inversion of vx from positive to negative values upon
decreasing the pulse speed u can clearly be detected. As a rough estimate and in line with
the previous considerations, in the ballistic regime we expect the swimmer’s tactic drift vx to
become negative once the drift velocity of a particle with ϕ = π , −u

(√
1 +v0/u − 1

)
, attains a

larger absolute value than the drift velocity of a trapped particle, u. This argument predicts
the sign inversion of vx to occur when u/v0 ' 1/3, which is in good agreement with the
analytical and numerical curves of Figs. 4.1 and 4.2.

Moreover, we can extract the asymptotic behavior of vx for a very slow and a very fast
pulse propagation from Eq. (4.2). In the limit u → 0 we obtain vx/v0 ∝ −

√
u/v0, whereas for
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Figure 4.2. Tactic drift of an arti�cial microswimmer induced by the sinusoidal pulse
sequence of Fig. 4.1: vx versus u in units of v0. In panel (a), we chose a rather
small pulse periodicity, L = 0.2lϕ , whereas in panel (b), L was set to 5lϕ . The
swimmer parameters v0 and Dϕ have the same values as in the previous �gures
and we set D0 = 0. The numerical curves were again obtained by numerically
integrating the LE (2.50) or solving the FPE (3.5).

u → ∞ we �nd vx/v0 ∝ v0/u. We anticipate that the power law �ts reported in Fig. 4.8a seem
to con�rm our predictions.

We extend now our approach to incorporate the translational �uctuations with D0 > 0. To
this purpose, we revert to the �xed-angle FPE (3.22) and consider a general periodic sequence
of activating pulses, w (x + n) = w (x ) ∀n ∈ Z, with unit period2. In order to calculate the
resulting longitudinal drift velocity, vx = v0/(2π )

∫ 2π
0 limt→∞〈ẋ (ϕ)〉 dϕ + u from Eq. (3.22),

we introduce the reduced conditional one-zone probability

P̃ϕ (x , t ) =
∞∑

n=−∞

Pϕ (x + n, t ), (4.3)

which maps the overall conditional probability density Pϕ (x , t ) onto one period of the pulse
sequence [261, 262]. That is, instead of considering the time-evolution of the swimmer proba-
bility density along an in�nite periodic pulse sequence, we focus on a single wave period and
impose periodic boundary conditions to ensure the existence of a stationary state. Accordingly,
we de�ne the corresponding reduced conditional probability current, J̃ϕ (x , t ), and write down
the continuity equation

∂P̃ϕ (x , t )

∂t
= −
∂ J̃ϕ (x , t )

∂x
. (4.4)

2We remind that a spatial period of one in the dimensionless units introduced in Ch. 3.4 corresponds to a
period of L in the unscaled notation.

63



CHAPTER 4. ARTIFICIAL MICROSWIMMERS ACTIVATED BY A PERIODIC PULSE SEQUENCE

Upon introducing the auxiliary function h(x ) := (Lv0/D0)[w (x ) cosϕ − u/v0], the implicit
solution for J̃ϕ (x , t ) reads

J̃ϕ (x , t ) = −
D0

Lv0
exp *.

,

x∫
0

h(y) dy+/
-

∂

∂x
exp *.

,
−

x∫
0

h(y) dy+/
-
P̃ϕ (x , t ), (4.5)

which in the stationary limit, t → ∞, tends to a constant that can be explicitly calculated
[262],

J̃
ϕ
st := lim

t→∞
J̃ϕ (x , t ) =

D0

Lv0


1 − exp

*..
,
−

1∫
0

h(x ) dx
+//
-





1∫
0

x+1∫
x

exp
*..
,
−

y∫
x

h(z) dz
+//
-

dy dx



−1

. (4.6)

Finally, on transforming back to the laboratory frame and averaging with respect to ϕ, we
obtain the swimmer’s tactic drift velocity,

vx =
v0

2π

2π∫
0

1∫
0

J̃
ϕ
st dx dϕ + u =

v0

2π

2π∫
0

J̃
ϕ
st dϕ + u

=
D0

2πL

2π∫
0




1 − exp



Lv0

D0

*..
,

u

v0
− cosϕ

1∫
0

w (x ) dx
+//
-






×




1∫
0

1∫
0

exp



Lv0

D0

*..
,

u

v0
y − cosϕ

x+y∫
x

w (z) dz
+//
-


dy dx




−1

dϕ + u . (4.7)

In Fig. 4.3, the tactic drift obtained by means of Eq. (4.7) is compared with exact numerical
results. A good agreement is observed again for small values of L/lϕ ; in fact, the ballistic
approximation holds for about the same parameter range as in the caseD0 = 0. Furthermore, on
comparing Figs. 4.3 and 4.2, translational �uctuations are revealed to suppress the swimmer’s
tactic drift overall, though their impact is more pronounced for small pulse widths. This is to
be expected, since we know that the natural unit of D0 is v0L. Moreover, we also notice that
translational noise has a stronger impact at slow pulse speeds, so that the negative tactic drift
occurring for u � v0 is totally quenched for small pulse widths. We explain this e�ect by
reminding that a slow pulse propagation implies a long pulse crossing time, which enhances
the in�uence of the translational noise. In particular, the trapping of swimmers inside slow
pulses is suppressed, as translational �uctuations quickly “free” them from a trapped state.
Since this way the mechanism accounting for the negative tactic drift in the ballistic regime—
swimmers oriented to the right get trapped and move slower to the right than swimmers
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Figure 4.3. In�uence of the translational noise intensity D0 on the swimmer’s tactic
drift in the ballistic regime. The plots are the same as in Fig. 4.2, with the only
di�erence that here we set D0 = 2.2 µm2/s. The numerical curves were obtained
by solving the FPE (3.5).

with opposite orientation move to the left—becomes ine�ective, solely the positive sur�ng
e�ect3 (though weak for u � v0) remains at work and vx turns overall positive.

As a further di�erence with the case D0 = 0, the asymptotic behavior of vx for a very
slow pulse propagation becomes linear in u under the in�uence of translational �uctuations.
Indeed, by expanding the result in Eq. (4.7) in powers of u/v0, the tactic drift velocity is shown
to behave like vx/v0 ∝ u/v0, with the sign of the proportionality factor turning from negative
to positive upon raising D0/(Lv0) above a certain threshold. This change of sign, which is
displayed also in Fig. 4.8a, marks the onset of the regime where negative taxis is suppressed
by translational noise and will be discussed in more detail in Ch. 4.1.3.

4.1.2 Di�usive Regime

On moving from the left to the right side of Fig. 4.1a, that is, for wider pulses, the in�uence
of rotational noise becomes signi�cant. As a consequence, upon increasing L, the swimmer
eventually enters the di�usive regime inside the sweeping pulses. Figure 4.1a shows that the
dependence of the swimmer’s tactic drift on L and u in the di�usive regime is qualitatively the
same as in the ballistic regime, i.e., vx is negative (positive) for a slow (fast) pulse propagation.
Like in the case of a single activation pulse, here the negative drift results from the fact
that due to the pulses’ movement to the right, the swimmers—which actively di�use under

3As already discussed, swimmers spend a longer time inside a single pulse when moving in the direction of
the pulse propagation than when moving in the opposite direction.
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the pulse crests—are more likely to exit the pulses to the left. The positive drift, on the
other hand, is again a consequence of the already discussed sur�ng e�ect. However, for
exceedingly large values of L we again approach the bulk dynamics discussed in Ch. 3.2
and vx is suppressed overall. Moreover, the separatrix dividing the regions of positive and
negative taxis remains approximately a function of the pulse speed only, although shifted
to slightly higher values of u. As a matter of fact, in the di�usive regime we can estimate
the separatrix position by assuming that the dynamical e�ect of the angular �uctuations
(which is eventually responsible for the negative tactic drift) gets suppressed with respect
to the dragging action of the activation pulses after u growing larger than the average of
the swimmer’s self-propulsion speed, v0〈w (x ) | cosϕ |〉 [cf. Eq. (3.5)]. Thus, the sign of vx is
predicted to turn from negative to positive at u/v0 & 1/(2

√
2), which, consistently with our

numerics, is slightly larger than the corresponding value in the ballistic regime, u/v0 & 1/3.
In order to analytically substantiate the above arguments, we again consider the generic

periodic waveform of Ch. 4.1.1, w (x + n) = w (x ) ∀n ∈ Z. The swimmer’s tactic drift can
then be calculated in the same way as in the ballistic approximation, this time starting from
Eq. (3.10). We obtain

vx =
v2

0
2DϕL


1 − exp

*..
,
2
DϕL

v0

u

v0

1∫
0

1
w2 (x ) + α

dx
+//
-



×



1∫
0

1∫
0

1√
[w2 (x ) + α] [w2 (x + y) + α]
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*..
,
2
DϕL

v0

u

v0

x+y∫
x

1
w2 (z) + α

dz
+//
-

dy dx



−1

+ u, (4.8)

with α = 2D0Dϕ/v
2
0 , as was de�ned in Ch. 3.4.1.

Taking the limitD0 → 0 and assumingw (0) = w (1) = 0, as is the case forw (x ) = sin2(πx ),
Eq. (4.8) can be given the more convenient form

vx = u



1∫
0

1∫
0

w′(x + y)

w (x )
exp

*..
,
−2

DϕL

v0

u

v0

x+1∫
x+y

1
w2(z)

dz
+//
-

dy dx − 1



−1

+ u, (4.9)

where the prime sign denotes the derivative of a function with respect to its argument.
In Fig. 4.4 we compare the analytical approximations of Eqs. (4.8) and (4.9) with the

exact values for vx , computed by numerically integrating the FPE (3.5) or the LE (2.50). Once
again, we notice the tactic drift to be directed opposite to the propagation direction of the
activating pulse sequence if the pulses are slow and wide. Moreover, as expected, a close
agreement between the numerical and analytical curves is achieved if the conditions of wide
(DϕL/v0 � 1) and slow (u/v0 � 1) pulses are simultaneously ful�lled. Yet, in contrast to our
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initial conjecture about the range of validity of the di�usive approximation at the beginning
of Ch. 3.4.1, under the weaker condition DϕL/v0 � 1 + u/v0, the motion of an arti�cial
microswimmer inside a traveling activation pulse may well be regarded as purely di�usive,
but the corresponding di�usive approximation fails to correctly predict its tactic drift when
u & v0 (see Figs. 4.4b and d). Thus, although the ballistic nature of the swimmer’s dynamics is
less prominent for wide pulses, L � lϕ , it still cannot be neglected if u & v0, which suggests
that the positive branches of the vx curves are purely determined by these ballistic properties.
This conclusion is supported by Figs. 4.4a and c, where for L/lϕ . 10, the in�uence of D0 is
observed to gradually take over. However, in the di�usive approximation (dashed curves), the
e�ect of the translational �uctuations is predicted to just prevent the drift from growing more
negative, whereas in the full dynamics treatment (solid curves) the in�uence of D0 causes vx
to change sign.

Considering the asymptotic behavior of vx for u → 0, as we already did in the ballistic
regime, the swimmer’s drift velocity can now be shown to decay proportional to u if D0 , 0.
However, in the di�usive regime, the corresponding proportionality factor is negative for
every choice of L, as discussed above. Since an expansion of the expression in Eq. (4.9) around
u/v0 = 0 would take lengthy algebraic manipulations, we restrict ourselves to consider the
asymptotic behavior of vx for D0 = 0 from a more intuitive point of view. To this purpose, we
remind that in the absence of translational noise, the swimmer’s tactic drift can be calculated
from the relation

vx
v0
=

−1
〈t (0|1)〉

+
u

v0
, (4.10)

i.e., by dividing the dimensionless shift caused by a single activation pulse in the co-moving
frame, −1, by the corresponding observation time (which in this case is the MFPT 〈t (0|1)〉
from a starting point at x = 1 to an absorbing point at x = 0) and �nally transforming back
to the laboratory frame. This approach is legitimate, since for D0 = 0, the swimmer surely
enters every pulse from the right and exits it to the left. Making use of Eq. (3.12), we rewrite
the above equation as

vx
v0
=

u

v0

(
1 −

1
∆(∞)/L + 1

)
, (4.11)

where ∆(∞) is the tactic shift induced by a single sinusoidal activation pulse, cf. Ch. 3.
Following the derivation of Eq. (3.20), we now approximate ∆(∞) for u/v0 � 1, yielding
∆(∞) ≈ −L + (2L/π ) arcsin

(√
u/v0

)
. Thus, in the limit u/v0 → 0, we obtain vx/v0 ∝

√
u/v0

also in the di�usive regime, which is again in agreement with Fig. 4.8a.
Summarizing the results of Chs. 4.1.1 and 4.1.2, we conclude that the positive tactic drift is

a purely ballistic e�ect, entirely due to the �nite persistence of the swimmer’s active Brownian
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Figure 4.4. Tactic drift velocity of an arti�cial microswimmer in the di�usive regime,
assuming the sinusoidal activation sequence of Fig. 4.1: vx versus the pulse
width L (a,c) and speed u (b,d). The swimmer parameters are the same as in
the previous �gures, v0 = 53 µm/s and Dϕ = 165 s−1; D0 = 2.2 µm2/s in panels
(a,b) and D0 = 0 in panels (c,d). Furthermore, u = 0.01v0 in panels (a,c) and
L = 100lϕ in panels (b,d). The numerical data plotted here have been obtained
by numerically integrating the LE (2.50) or, equivalently, the FPE (3.5).

motion, whereas the negative tactic drift results from the combination of the di�usive and
ballistic properties of the swimmer’s dynamics. In line with this argument, the position of the
maximum negative value of vx in Fig. 4.1a is located at lower values of u and higher values of
L than the position of the maximum positive value. Moreover, contrary to Stokes’ drift [97],
vx was shown to grow with a power of u clearly smaller than 2 for u/v0 � 1, which can also
be attributed to the ballistic nature of the swimmer’s dynamics.

4.1.3 In�uence of Translational Noise

As already discussed in the previous sections, translational �uctuations strongly suppress
the swimmer’s negative tactic drift in the bottom-left quadrant of Fig. 4.1a, to the point that
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vx eventually turns positive. Accordingly, in Fig. 4.5a (which is essentially the same plot as
in Fig. 4.1a, but for a �nite translational noise level), the separatrix dividing the regions of
positive and negative taxis bends downward at a critical value of L. Moreover, as expected, the
swimmer’s tactic drift diminishes overall under the in�uence of translational �uctuations. In
particular, negative taxis is suppressed more e�ectively than positive taxis, since for D0 , 0,
only the di�usive recti�cation e�ect at L & lϕ can contribute to the swimmer’s negative drift.

Figure 4.5. In�uence of translational noise on the swimmer’s tactic drift. (a) Same
plot as in Fig. 4.1a, but for the �nite translational noise intensity D0 = 2.2 µm2/s.
(b) Contour plot of the spatial di�usion constant Dx = limt→∞[〈x2〉 − 〈x〉2]/(2t )
for the model parameters of panel (a). The scaling factor D̄x is the swimmer’s
spatial di�usion constant in the average velocity �eld v0〈w (x )〉x , see the text.
All data were obtained by numerically solving the FPE (3.5) (a) and integrating
the LE (2.50) (b).

As anticipated before, the in�uence of translational �uctuations increases as L is lowered
(we remind that the natural unit of D0 is v0/L) and therefore the threshold value of L, below
which negative taxis is suppressed, ought to be proportional to D0/v0. Indeed, we observe that
the vertical branch of the separatrix in Fig. 4.7a shifts linearly to the right upon increasing
D0. Consistently with the sign change of the asymptotic behavior of vx in the limit u/v0 → 0
for D0/(Lv0) exceeding a certain threshold (see the end of Ch. 4.1.1), we thus postulate the
existence of a critical value of D0/(Lv0), (D0/Lv0)cr, above which negative taxis is suppressed.
In Chs. 4.1.1 and 4.1.2, the positive particle drift occurring in the bottom-left quadrant of
Fig. 4.5a was related with the ballistic properties of the swimmer’s active Brownian motion.
Accordingly, (D0/Lv0)cr is expected to be a “ballistic quantity”, as well, i.e., to be independent
of Dϕ . Numerical simulations (not shown here) con�rm that the magnitude of (D0/Lv0)cr can
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indeed be estimated by a very simple ballistic argument: we assume that the in�uence of
translational noise prevails (and accordingly vx turns positive) once the time required by a
swimmer to travel a half pulse width due to the sole translational �uctuations, (L/2)2/(2D0),
becomes shorter than the time 2L/v0, which is required to cross a pulse ballistically with an
average speed of v0/2. This argument results in the rough estimate (D0/Lv0)cr ≈ 0.06, which
is in good agreement with the numerical data of Fig. 4.5a.

The role of the tactic separatrix is further illustrated by the contour plot of Fig. 4.5b, where
we plotted the swimmer’s spatial di�usion constant Dx := limt→∞

[〈
x2

〉
− 〈x〉2

]
/(2t ) for the

model parameters of Fig. 4.5a. Note that the computed values of Dx are compared with the
swimmer’s spatial di�usion constant in the average velocity �eld v0〈w (x )〉x = v0/2,4 which is
given by D̄x = D0+v

2
0/(8Dϕ ). One can see immediately that Dx/D̄x ' 1 almost everywhere in

the (L,u) plane, except along the (hot) horizontal and (cold) vertical branches of the separatrix,
where Dx/D̄x > 1 and Dx/D̄x < 1, respectively. Indeed, the sign change of the tactic drift
observed upon increasing the pulse speed u corresponds to a locked-running transition in the
ballistic particle dynamics [see Ch. 4.1.1 and in particular Eq. (4.2)], a mechanism known to
produce excess di�usion [263–265]. The tactic sign inversion at the vertical separatrix branch,
on the other hand, is governed by translational noise, which suppresses the trapped/locked
swimmer states and strongly favors the pulse-crossing, i.e., running states. It thus acts there
as a sort of lubricant, resulting in a slight suppression of the swimmer’s spatial di�usivity.
However, we remark that in any case, Dx is of the same order of magnitude as D̄x , implying
that the tactic e�ects studied here are not much more dispersive than regular swimmer
transport in the bulk.

4.2 Pulse O�set

Thus far, the swimmer’s self-propulsion velocity has been assumed to vanish outside the
activating pulses, i.e., w (x ) has been supposed to decay to zero at an appropriate distance
from the pulse center. However, in realistic experimental setups, a perfect control of v0 is
hard, if not impossible, to realize. Indeed, real swimmers are expected to exhibit a sort of
“ground activation” due to, e.g., stray light from the activating laser pulses or a residual fuel
concentration in the presence of chemical stimulation. Therefore, in a more realistic approach
one should not expect the swimmer to come to a complete halt outside the pulses, but rather
to propel itself at a slow residual speed. In our model, such a rest propulsion can be accounted

4Here, 〈w (x )〉x :=
∫ 1

0 w (x ) dx denotes the spatial average of a single activation pulse.
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for by introducing an o�set w0 ∈ [0, 1] in the activation pro�le of Ch. 4.1,

w (x ) = w0 + (1 −w0) sin2(πx ), (4.12)

where the amplitude of the pulses, 1 −w0, was scaled so that w (x ) ≤ 1 ∀x and, therefore, v0

remains the swimmer’s maximum self-propulsion speed.

Figure 4.6. In�uence of a pulse o�set w0 [see Eq. (4.12)] on the swimmer’s tactic
response to a sinusoidal activation sequence. The tactic drift vx is plotted as a
function of the width L and propagation speed u of the activating pulses, for
a pulse o�set of w0 = 0.1 (a,b) and w0 = 0.5 (c,d). The swimmer parameters
Dϕ and v0 are the same as in the previous �gures, and the translational noise
intensity was set to D0 = 0 in panels (a,c) and D0 = 2.2 µm2/s in panels (b,d).
All results were obtained by numerically integrating the FPE (3.5).

Looking at Fig. 4.6, we observe that the swimmer’s tactic drift persists even for a very large
pulse o�set (in panels c and d,w0 was set to 0.5, so as to equal the pulse amplitude), though its
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magnitude generally diminishes. This is a natural consequence of the fact that upon raising
w0, the swimmer’s dynamics is increasingly governed by pure bulk di�usion—which is the
only remaining dynamics in the limit w0 → 1. On a closer inspection we further notice that
vx is suppressed more strongly in the positive regime than in the negative regime, an e�ect
that will be discussed in more detail below. Consistently with this observation, the region of
negative tactic drift in the (L,u) plane is enlarged upon increasingw0: the horizontal (vertical)
branches of the separatrix shift upward (to the left), as is also apparent in Fig. 4.7a.

Figure 4.7. (a) Separatrix us(L) dividing the regions of positive and negative tactic
drift in the (L,u) plane, see Figs. 4.1a, 4.5a, and 4.6, for di�erent values of the
pulse o�set w0 and translational noise intensity D0. Here, δ := D0/(2.2 µm2/s)
describes the strength of the actual noise intensity, relative to its standard value
used in the previous �gures. We observe the vertical separatrix branch to shift
toward lower values of L upon increasingw0 and decreasingD0. The separatrices
were obtained by locating the zeros of the swimmer’s tactic drift vx in the (L,u)
plane, calculated from the FPE (3.5). (b) Critical value (D0/Lv0)cr determining
the position of the vertical separatrix branch as a function of w0. The curves
were again obtained by �nding the zeros of vx , either from the integration of
the exact FPE (3.5) [green crosses] or from the ballistic approximation, Eq. (4.7)
[orange crosses]. In the inset, the result of Eq. (4.13) is plotted versus u for
w0 = 0.9. The model parameters Dϕ and v0 are the same as in the previous
�gures and the pulse waveform is given by Eq. (4.12).

In the ballistic regime5, the dependence of the tactic separatrixus(L) onw0 can be explained
by noting that in the presence of a �nite pulse o�set, the swimmer is actually “free”, i.e.,

5Like in Ch. 4.1.1, we expect the ballistic properties of the swimmer’s dynamics to prevail when lϕ/L >

min{tcϕ=0,Lv0/D0}. Again, for pulse speeds allowing the existence of trapped swimmer states with tc
ϕ=0 = ∞,

the latter condition weakens to lϕ/L > min{tcϕ=π ,Lv0/D0}. For the calculation of the �xed-angle pulse crossing
time tcϕ in the presence of a pulse o�set w0, see the text.
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able to exit a pulse to the left and right, when the pulses propagate slower than its residual
self-propulsion speed, u/v0 < w0. For u slightly below this threshold value, w0 − u/v0 � 1, a
swimmer with a �xed orientation parallel to the pulse propagation direction thus crosses the
activation troughs to the right, though with a low relative velocity of v0w0 − u. A swimmer
oriented into the opposite direction, on the other hand, crosses the troughs with a much higher
relative velocity of v0w0 + u. Hence, in a given timespan, a particle with ϕ = π hits many
more “accelerating” pulse crests than a particle with ϕ = 0. True is that these accelerating
stages are shorter in time and, therefore, less e�ective for swimmers oriented to the left, see
the discussion in Chs. 3.2 and 4.1; this e�ect, however, is outweighed by the much higher
rate of activation pulse crossings. As a consequence, for moderate to large pulse o�sets, the
overall drift velocity vx turns from positive to negative with a very steep slope upon lowering
u, just before attaining its minimum at u/v0 ' w0 (see Fig. 4.6c and the inset of Fig. 4.7b).

In order to further investigate the impact of w0 on the swimmer’s dynamics, we ana-
lytically calculate vx once again in the ballistic regime, but now for a �nite pulse o�set,
w0 > 0. Analogously to Ch. 4.1.1, the swimmer’s longitudinal equation of motion can be
solved exactly for a �xed orientation angle ϕ and D0 = 0, yielding the ballistic pulse crossing
time t

ϕ
c = v0/

√
(u −v0 cosϕ) (u −v0w0 cosϕ) in the running states. Now, the main di�er-

ence with the case w0 = 0 is that, as already mentioned above, swimmers with orientation
− arccos[u/(v0w0)] < ϕ < arccos[u/(v0w0)] travel to the right in the co-moving pulse frame
(provided u < v0w0) and hence only swimmers with ϕ ∈ [− arccos(u/v0), arccos(u/v0)] \
[− arccos(u/(v0w0)), arccos(u/(v0w0))] are in a locked state. The overall particle drift thus
reads

vx =




− 1
2π

2π∫
0

√
(u −v0 cosϕ) (u −v0w0 cosϕ) dϕ + u : u

v0
≥ 1

− 1
2π

2π−arccos(u/v0)∫
arccos(u/v0)

√
(u −v0 cosϕ) (u −v0w0 cosϕ) dϕ + u : w0 ≤

u
v0
< 1


− 1

2π

2π−arccos(u/v0)∫
arccos(u/v0)

√
(u −v0 cosϕ) (u −v0w0 cosϕ) dϕ

+ 1
2π

arccos[u/(v0w0)]∫
− arccos[u/(v0w0)]

√
(u −v0 cosϕ) (u −v0w0 cosϕ) dϕ + u


: u
v0
< w0.

(4.13)

Based on Eq. (4.13) we now remark the following: (i) For large pulse o�sets, the negative
tactic drift is most pronounced at u/v0 = w0, as the positive contribution of the second
integral (see the last line of the above equation) steadily increases upon further lowering u.
(ii) Moreover, by the same argument as in Ch. 4.1.1—vx is supposed to turn negative once
v
ϕ=π
x outweighs u in magnitude—we predict the horizontal separatrix branch for D0 = 0 to be

located at u/v0 =
(
1+w0+

√
w2

0 + 14w0 + 1
)
/6, an expression that approachesw0 from above
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for w0 → 1 (cf. Fig. 4.7b, inset) and, furthermore, allows us to recover the value u/v0 = 1/3 in
the limit w0 → 0. (iii) In the presence of a �nite pulse o�set, w0 > 0, the asymptotic behavior
of vx for u → 0 and D0 = 0 changes from vx/v0 ∝ −

√
u/v0 to vx/v0 ∝ −u/v0. This e�ect,

clearly illustrated Fig. 4.8a, is caused by the suppression of the locked swimmer states in the
limit of a very slow pulse propagation.

Figure 4.8. (a) Tactic drift of an arti�cial microswimmer as a function of the acti-
vation pulse speed, both in the predominantly ballistic regime, L/lϕ = 1.6, and
di�usive regime, L/lϕ = 6.4. By way of comparison, we plotted vx versus u
(each in units of the swimmer’s self-propulsion speed v0) for D0 = 2.2 µm2/s
and w0 = 0 (dashed lines), D0 = 0 and w0 = 0.1 (dotted lines), and D0 = 0 and
w0 = 0 (solid lines). All curves decay asymptotically according to power laws, as
indicated. (b) Maximum and minimum tactic swimmer drift, vx ,max and vx ,min,
respectively, as a function of the activation pulse amplitude, 1 −w0. Both vx ,max
andvx ,min increase faster than linearly with 1−w0; note, however, that the mod-
ulus of vx ,min increases with the pulse o�set w0 for w0 � 1, as also discernible
in panel (a). The numerical data underlying the plots were obtained by solving
the FPE (3.5) or integrating the LE (2.50) for v0 = 53 µm/s, Dϕ = 165 s−1, and
w (x ) = w0 + (1 −w0) sin2(πx ).

We now consider the case of non-zero translational �uctuations, D0 > 0. As the suppres-
sion of the positive tactic drift caused by the pulse o�set does not only enlarge the regime
of negative vx toward higher values of u, but in the presence of translational noise also
toward lower values of L, the vertical branch of the tactic separatrix shifts to the left upon
increasingw0. The corresponding critical value of D0/(Lv0) can be estimated by the argument
we gave in Ch. 4.1.3, namely, vx is expected to turn positive when the translational di�usion
time (L/2)2/(2D0) becomes shorter than the ballistic pulse crossing time 2L/(v0 + v0w0).
This criterion yields the threshold value (D0/Lv0)cr ≈ 0.06(1 +w0), which is in rather good
agreement with the data of Fig. 4.7b. However, as mentioned earlier, (D0/Lv0)cr is a ballistic
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quantity and therefore we should be able to calculate it even more precisely within the ballistic
approximation. Indeed, the vertical branch of the separatrix is located quite accurately by
Eq. (4.7), see Fig. 4.7b, which con�rms the e�ectiveness of the analytical approaches discussed
in the previous sections.

For wide pulses, L � lϕ , the position of the horizontal separatrix branch can be estimated
by applying the argument of Ch. 4.1.2. In the presence of a �nite pulse o�set w0, we obtain
〈w (x ) | cosϕ |〉 ≈ (1 +w0)/2(

√
2) and, accordingly, the horizontal separatrix branch ought to

be located at u/v0 ≈ (1 +w0)/(2
√

2). The latter condition yields, for instance, u/v0 ≈ 0.64 for
w0 = 0.8, which is in excellent agreement with Fig. 4.7a.

Finally, in Fig. 4.8b we investigated the quantitative in�uence of w0 on the magnitude of
the swimmer’s tactic drift. As observed before, vx is suppressed by w0, with its maximum and
minimum value, vx ,max and vx ,min, scaling proportional to the square of the pulse amplitude
1 − w0. We notice, though, that a small o�set, w0 � 1, may even enhance the swimmer’s
negative drift, which is due to the expansion of the region of negative vx toward both lower
L and higher u values in the (L,u) plane. However, for larger values of w0, the suppressive
e�ect of the pulse o�set prevails and vx ,min decreases again.

4.3 Activation-Dependent Rotational Di�usivity

In Ch. 2.3 we remarked that in principle, a modulation of the swimmer’s activation and,
therefore, of v0 implies a modulation of D0 and Dϕ , as well. However, both the swimmer’s
translational and rotational di�usivity have been observed to depend rather weakly on the
activation density, with the former being even less sensitive to it than the latter [36]. For this
reason, the modulation of D0 and Dϕ was assumed to be negligible in the present work. In the
following we investigate whether such an approximation is justi�ed, i.e., whether the tactic
e�ects as reported in the previous sections still persist if Dϕ , too, depends on the swimmer’s
activation density.

The rotational di�usivity of highly activated microswimmers has been reported to be
either increased [36] or decreased [55] compared to the corresponding value of a passive
particle, depending on the speci�c self-propulsion mechanism at work. In any case, Dϕ is
typically altered by a factor of about 0.4. Therefore, on assuming that under the pulse crests,
w (x ) = 1, the swimmer’s rotational di�usivity is reduced/increased relative to the residual
value in the pulse troughs by such a factor, and on further assuming for simplicity a linear
dependence of Dϕ on w (x ), the swimmer dynamics considered thus far ought to be modi�ed
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Figure 4.9. E�ect of an activation-dependent rotational di�usion coe�cient on the
tactic drift of an arti�cial microswimmer. The plots are the same as in Fig. 4.5a,
except that here the particle’s rotational di�usivity was modi�ed according to
Eq. (4.14): Dϕ → Dϕ[1 − 0.4w (x )] in panel (a) and Dϕ → Dϕ[1 + 0.4w (x )] in
panel (b).

by the substitution
Dϕ → Dϕ[1 ± 0.4w (x )]. (4.14)

Upon comparing Fig. 4.9 to Fig. 4.5a, we clearly see that the tactic e�ects discussed in the
previous sections persist in the case of an activation-dependent rotational di�usivity. Solely
the overall magnitude of vx gets slightly enhanced or diminished, according to whether the
rotational di�usion coe�cient decreases or increases with the strength of the swimmer’s
activation. This is a direct consequence of the fact that in general, a lower (higher) value of
Dϕ strengthens (suppresses) the swimmer’s taxis, as implied by Eq. (3.5) and Fig. 4.1a: for
D0 = 0, a change in Dϕ equals an analog change in L. Hence, for small values of Dϕ (left side
of Fig. 4.1a), vx is strongly enhanced, whereas it vanishes monotonically in the limit Dϕ → ∞

(except for the slight ampli�cation of the negative tactic drift at around L/lϕ = LDϕ/v0 ' 1).
The overall enhancement of vx caused by the substitution Dϕ → Dϕ[1 − 0.4w (x )], Fig. 4.9a,
can thus be explained with a simple reduction of the swimmer’s average rotational di�usivity.
For Dϕ → Dϕ[1 + 0.4w (x )], Fig. 4.9b, the situation is reversed. Besides that, an activation-
dependent rotational di�usivity does not signi�cantly impact the swimmer’s tactic response,
so that our initial assumption of a constant rotational di�usion coe�cient is reasonable and
will be maintained in the forthcoming sections.
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4.4 Chiral Swimmer Dynamics: Ω , 0

We now consider the more general case of chiral swimmers with rotational velocity Ω , 0.
As already mentioned in Ch. 2.3, such an angular dynamics results from an asymmetric slip
velocity pro�le around the swimmer and may be either the accidental result of fabrication
defects or a deliberate e�ect. It can, for instance, be provoked by applying an asymmetric
active cap on a spherical swimmer or bending a self-propelled microrod [266].

Figure 4.10. Taxis of a chiral microswimmer with Ω , 0 induced by a sinusoidal
activation pulse sequence, w (x ) = sin2(πx ). Unless stated di�erently, all model
parameters were chosen as in Fig. 4.5a. (a) Sketch of the upward spiraling
swimmer trajectory evolving at the left pulse edge (cf. Fig. 4.13b), where the
dotted black line indicates the pulse half-width. In panels (b) and (c), the lon-
gitudinal and transverse drift velocities, vx = v0 limt→∞〈x (t ) − x0〉/t + u and
vy = v0 limt→∞〈y (t )−y0〉/t , respectively, are plotted versus the chiral frequency
Ω in units of v0/L for (b) L/lϕ = 2, u/v0 = 1 and (c) L/lϕ = 7, u/v0 = 0.2. We
calculated the swimmer’s tactic drift by numerically integrating the LE (2.50) or
solving the FPE (4.16), both for D0 = 2.2 µm2/s (solid lines) and D0 = 0 (dashed
lines). The thin black lines represent the �tted power laws for ΩL/v0 � 1 and
ΩL/v0 � 1.

In the following, we study how a chiral angular velocity Ω in�uences the swimmer’s tactic
response to the sinusoidal activation sequence of Ch. 4.1. To this purpose, in Figs. 4.10b
and c, respectively, the longitudinal and transversal drift velocities vx = 〈ẋ〉 and vy =

〈ẏ〉 are plotted against Ω. The pulse parameters L and u were chosen so as to capture the
regime of the strongest positive (b) and negative (c) longitudinal tactic drift for Ω = 0 and
D0 = 2.2 µm2/s (marked by white crosses in the contour plot of Fig. 4.5a). We immediately
realize that a �nite rotational velocity, Ω , 0, induces a transverse tactic drift—which we
observe to be most pronounced in the regime of positive achiral taxis—and in return tends to
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suppress vx . That is, the swimmer’s longitudinal tactic drift, which is caused by the pulses’
broken spatial symmetry, is “transferred” to the transversal direction by means of a second
symmetry-breaking mechanism associated with particle chirality. This e�ect is best noticeable
in Fig. 4.10b, where for ΩL/v0 ' 2π ,vx drops to zero, whilevy attains a maximum of about the
same magnitude as vx (Ω = 0). On further increasing Ω, the longitudinal tactic drift changes
sign from positive to negative. Moreover, in the regime of negative achiral taxis, Fig. 4.10c,
the curve vy (Ω) has no zeros (besides the obvious one at Ω = 0) and the same sign as Ω for
D0 = 0. On raising D0, however, transversal taxis is suppressed and its sign starts to vary with
increasing Ω. More precisely, we observe that sgn(vy ) = sgn(Ω) for |ΩL/v0 | . 5π , while
sgn(vy ) = − sgn(Ω) for |ΩL/v0 | & 5π . It also becomes apparent from Fig. 4.10 that vx and
vy are, respectively, even and odd functions of Ω, in agreement with the symmetry of the
x and y dynamics in the LE (2.50) under the transformation ϕ → −ϕ. For this reason, we
can restrict the discussion of the following two sections to the case of levorotary swimmers
(Ω > 0); the dynamics of dextrorotary swimmers (Ω < 0) then ensues immediately from the
latter by symmetry considerations.

Finally, we remark that, analogously to the tactic response of achiral swimmers, a �-
nite pulse o�set w0 tends to suppress the longitudinal and transversal tactic drift of chiral
swimmers, too (not shown here).

4.4.1 Noiseless Regime

Since in the regime of positive taxis of achiral swimmers, the particle dynamics is governed by
ballistic e�ects (see the previous sections), the dependence of the longitudinal and transversal
drift on Ω in Fig. 4.10b should also be dominated by ballistic mechanisms and, therefore,
be interpreted within the framework of a deterministic analysis. To this regard, in Fig. 4.11
we report the results obtained by integrating the LE (2.50)6 in the noiseless case (i.e., for
D0 = Dϕ = 0),

ẋ = sin2(πx ) cosϕ −
u

v0
, ẏ = sin2(πx ) sinϕ, ϕ̇ =

LΩ

v0
, (4.15)

for the pulse parameters of Fig. 4.10b, L = 2lϕ and u = v0. From a qualitative point of view,
we observe a behavior similar to the swimmer’s tactic drift in the noisy regime (Fig. 4.10b),
namely vx > 0 for Ω = 0, while vy vanishes at this point. Vice versa, at Ω = 2πv0/L, vx is
equal to zero, whereas the swimmer’s transversal drift attains a maximum. However, in the

6We remind that in Eq. (4.15), x , y and t denote the dimensionless spatial and temporal particle coordinates
in the co-moving pulse frame, which were introduced in Ch. 3.4.
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noiseless limit, vx and vy are no longer smooth functions of Ω, but rather band-like structures
made of piecewise continuously di�erentiable branches. Most notably, vy is di�erent from
zero only in certain ranges of Ω (which are shaded in gray in Fig. 4.11).

Figure 4.11. Tactic drift of a chiral microswimmer as a function of Ω (in units of
v0/L) in the deterministic limit, Dϕ = D0 = 0. All other parameters were chosen
as in Fig. 4.10b. The swimmer’s drift is governed by the synchronization of rota-
tional and translational dynamics occurring in the gray-shaded regions, where
the periodicity number np denotes the number of pulse crossings required to
complete a full particle rotation (see the text). The numerical data were obtained
by integrating the system of equations (4.15) and subsequently averaging with
respect to the starting angle ϕ0, which was assumed to be uniformly distributed
in the interval [0, 2π ].

We explain these �ndings with the observation that in those Ω ranges, the swimmer’s
rotational and translational dynamics synchronize, i.e., during one full rotation, the particle
exactly crosses an integer number of activation pulses, thus tracing quasi-periodic trajectories.
Such a synchronization mechanism can be characterized by the periodicity number np that
indicates the number of pulse crossings required to complete one full particle rotation. More
precisely, for every integer np ≥ 1, there exists a certain range of Ω where vy , 0, which is
determined by the solutions of the equation t

(np)
c (Ω) = 2π/Ω. Here, t (np)

c denotes the time
required by a noise-free swimmer to cross np pulses, which has to equal the period of a full
swimmer rotation, 2π/Ω.

In such a synchronized state, a levorotary swimmer tends to spiral upward, orthogonal
to the propagation direction of the pulses (see, e.g., Fig. 4.10a). Samples of trajectories cor-
responding to the np = 1 mode for the pulse parameters of Figs. 4.10b and 4.11 are drawn
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in panels a–c of Fig. 4.13. It is apparent that di�erent choices of Ω result in trajectories with
the same periodicity number np, but distinct drift directions. At the very left of the synchro-
nization window with np = 1 for Ω > 0 in Fig. 4.11, Ω ' (3π/2)v0/L, the swimmer rotates so
slowly that it barely manages to complete a full rotation during a single pulse crossing. In
this case, the corresponding trajectory is directed fully to the right (Fig. 4.13a) and thus vx
attains a maximum, while vy = 0. Upon further increasing Ω, the e�ective direction of the
swimmer’s path rotates counterclockwise, until for Ω = 2πv0/L an ideal synchronization sets
in, totally suppressing vx and, in turn, maximizing vy (cf. Fig. 4.13b). Here we recover the
already mentioned transformation of longitudinal to transversal tactic drift caused by the
additional symmetry breaking induced by particle chirality. Vice versa, once Ω exceeds the
ideal synchronization condition, the swimmer’s rotational dynamics slightly “outruns” its
translational dynamics and the drift of the particle trajectory becomes directed to the left,
Fig. 4.13c. As a consequence, the longitudinal drift vx turns negative and vy is suppressed.

In the higher synchronization modes at lower values of Ω, np > 1, the mechanism
accounting for the swimmer’s tactic drift remains the same, except a higher number of pulse
crossings occurs during a full particle rotation. The dependence of vx and vy on Ω is thus
qualitatively the same as for np = 1; however, the tactic drift is less and less modulated with
respect to the residual value at Ω = 0. This is due to fact that with rising np, the timescale on
which the chiral symmetry breaking occurs becomes longer—and so does the observation
time required to detect any chirality-induced shift of the mean particle position. Accordingly,
vx is positive at the center of the synchronization windows with np > 1, that is, even when
the swimmer’s rotational dynamics is ideally in tune with the pulse periodicity (resulting in a
maximal transversal drift), the e�ective direction of the trajectories points slightly to the right,
as a consequence of the ballistic sur�ng e�ect discussed before. Related to this, we observe
that the modes with np > 1 are not centered around Ω ' (2π/np)v0/L, but increasingly shifted
toward lower values of Ω.

We also notice that all trajectories corresponding to a synchronized state are “attractive”,
in the sense that for each choice of Ω (that allows for the existence of such a state), only one
stable quasi-periodic trajectory exists, independent of the initial conditions ϕ0 and x0. These
starting values indeed in�uence the swimmer’s transient dynamics, but after a few pulse
crossings, all trajectories converge to the same quasi-periodic orbit.

On the contrary, when Ω is chosen such that the swimmer’s rotational dynamics is not
synchronized with the pulse periodicity, the particle trajectories exhibit a chaotic behavior.
Hence, in the long-time limit, the symmetry in the y direction is restored and vy = 0.

Last but not least, we remark that no synchronization modes exist when the swimmer

80



4.4. CHIRAL SWIMMER DYNAMICS: Ω , 0

is able to complete n full rotations during a single pulse crossing (where n > 1), which
would correspond to a fractional periodicity number, np = 1/n. Indeed, for each of these
periodicity numbers, there exists an angular frequency such that the particle trajectories are
quasi-periodic; this occurs, however, only for one speci�c value (i.e., not over a �nite interval)
of Ω. Moreover, the quasi-periodic particle paths for np = 1/n are directed fully to the left, so
that the transversal drift vanishes, vy = 0. In the limit of an extremely fast particle rotation,
Ω → ∞, the swimmer �nally spins so fast that the self-propulsion mechanism can no longer
contribute to its translational dynamics. Since this assimilates the active particle to a passive
one and suppresses any tactic response, vx vanishes monotonically for Ω → ∞.

Figure 4.12. Same plot as in Fig. 4.11, but for the pulse parameters of Fig. 4.10c:
L/lϕ = 7 and u/v0 = 0.2.

With decreasing u, Fig. 4.12, the swimmer’s taxis in the noiseless limit exhibits a similar
behavior as before, yet, we notice several di�erences in comparison with the case u = v0: (i)
As discussed in the previous sections, the longitudinal tactic drift of achiral particles becomes
negative for slow pulse propagation speeds and, therefore,vx is biased toward negative values
for Ω , 0, as well. (ii) Moreover, the transversal drift vy is now a slightly asymmetric function
of Ω in each synchronization window, that is, it reverses its sign for |Ω | being smaller than
the central value of the relevant window. Trajectory samples corresponding to the np = 1
mode are displayed in panels d–f of Fig. 4.13. (iii) Most notably, the swimmer’s tactic e�ects
take place at lower values of Ω if u is lowered. This is a direct consequence of the fact that
the particle’s pulse crossing time is increased upon decreasing the pulse propagation speed.
Thus, in order to allow for a synchronization between translational and rotational dynamics,
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its angular frequency has to be lowered, too. Accordingly, the synchronization windows
concentrate within a smaller range of Ω; indeed, in Fig. 4.12 they seamlessly adjoin one
another for np > 1.

4.4.2 Di�usive Regime

Comparing Fig. 4.10b and Fig. 4.11, we notice that the tactic drift of a chiral microswimmer in
the regime of positive achiral taxis can be well explained, at least qualitatively, by the noiseless
swimmer dynamics discussed in the previous section. Rotational �uctuations, Dϕ > 0, which
in this regime have a rather weak e�ect, then tend to smear the discrete synchronization
windows of Fig. 4.11, e�ectively applying a sort of moving average to thevx ,y (Ω) curves. Both
rotational and translational noise also contribute, as to be expected, to the overall suppression
of the tactic drift. However, comparing Fig. 4.10c and Fig. 4.12, we realize that the noiseless
dynamics fail to explain the tactic response of a chiral swimmer in the regime of negative
achiral taxis7. This is due to the fact that the pulses are now so wide and slow that, as in the
case Ω = 0, the swimmer’s tactic drift is mainly induced by di�usive e�ects.

More precisely, in the latter regime, L = 7lϕ and u = 0.2v0, the particle actively di�uses
within the pulses, whose right (left) edges are re�ective (absorbing) in the absence of trans-
lational �uctuations. The swimmer thus spends on average a longer time in the vicinity of
the right pulse edge, where, for Ω > 0, its spiraling trajectories are directed downward, i.e.,
in the negative y direction (cf. Fig. 4.10a). This implies a negative transversal tactic drift for
D0 = 0 and Ω > 0, as displayed in Fig. 4.10c. Since the swimmer’s spatial di�usivity Ds(Ω) is
a monotonically decreasing function of its chiral frequency, see Eq. (2.49), the longitudinal
drift vx attains a maximum at Ω = 0 and smoothly decays in the limits Ω → ±∞.

In the presence of translational �uctuations with D0 > 0, the re�ective (absorbing) char-
acter of the right (left) pulse edge is partly lost, such that the above di�usive recti�cation
mechanism and the ensuing negative transversal drift are heavily suppressed. As a con-
sequence, the tactic e�ects related to the ballistic nature of the swimmer’s dynamics (see
Fig. 4.12) may dominate again, causing vy to change sign. Since the tactic drift originating
from the di�usive character of the swimmer’s dynamics occurs at signi�cantly larger angular
frequencies than the tactic drift induced by the ballistic character, compare Fig. 4.10c for
D0 = 0 with Fig. 4.12, this change of sign occurs for small to moderate values of |Ω | only. On
the other hand, although strongly suppressed, the di�usive recti�cation e�ect still governs
the tactic response of very quickly rotating swimmers.

7For instance, the swimmer’s transversal drift is found to be negative for Ω > 0 and D0 = 0 in Fig. 4.10c,
while the purely deterministic model predicts the opposite.
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Figure 4.13. Samples of stationary trajectories of a chiral swimmer calculated from
Eq. (2.50) in the noiseless regime, for the model parameters of Fig. 4.11 (a–c) and
Fig. 4.12 (d–f). Here, x and y denote the swimmer’s dimensionless coordinates
in the laboratory frame. In panels (a–c), the chiral frequency Ω was selected
from Fig. 4.11, corresponding to (a) the left edge of the synchronization window
with np = 1 of a levorotary swimmer (Ω > 0), where vx is maximally positive;
(b) the position of the maximal transversal drift, ΩL/v0 = 2π ; and (c) the right
edge of the synchronization window with np = 1 for Ω > 0, where vx becomes
maximally negative. Similarly, in panels (d–f), Ω was chosen from Fig. 4.12,
to correspond to the position of the maximally negative (d) and positive (e)
transversal and the maximally negative longitudinal drift (f) for Ω > 0. For
graphic reasons, the starting point of each trajectory sample (marked by a
black dot) was set to the center of a pulse trough located at the origin, that
is, w (x0) = x0 = y0 = 0. The red dots label the endpoints of the sample paths,
which were cut after three quasi-periodic cycles. In the inset, we subtracted the
swimmer’s tactic drift, in order to better visualize the periodic nature of the
trajectories. The coloring of the curves encodes the actual swimmer activation
w along the sample paths (see bottom legend).
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In order to give a more quantitative account of the tactic e�ects occurring in the di�usive
regime, we apply again the mapping procedure of Ch. 3.4.1, this time to the FPE of a chiral
swimmer with Ω , 0,

∂P (x ,y,ϕ, t )

∂t
=

[
D0

Lv0

∂2

∂x2 +
D0

Lv0

∂2

∂y2 −
∂

∂x

(
w (x ) cosϕ −

u

v0

)
−w (x ) sinϕ

∂

∂y
+
DϕL

v0

∂2

∂ϕ2 −
ΩL

v0

∂

∂ϕ

]
P (x ,y,ϕ, t ), (4.16)

cf. Eq. (3.5). In doing so, the full swimmer dynamics of Eq. (4.16) can be approximated to a
FPE for the marginal one-zone probability density

P̃ (x ,y, t ) =
∞∑

n=−∞

∞∑
m=−∞

P (x + n,y +m, t ) (4.17)

[see also Eq. (4.3)], where P (x ,y, t ) =
∫ 2π

0 P (x ,y,ϕ, t ) dϕ. This way, we obtain the equation

∂P̃ (x ,y, t )

∂t
=



(
∂2

∂x2 +
∂2

∂y2

)
*.
,

v0Dϕ

2L
(
Dϕ

2 + Ω2
) w2 (x ) +

D0

Lv0
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-

−
∂

∂x
*.
,

v0Dϕ

4L
(
Dϕ

2 + Ω2
) dw2 (x )

dx
−

u

v0

+/
-
−

v0Ω

4L
(
Dϕ

2 + Ω2
) dw2 (x )

dx
∂

∂y


P̃ (x ,y, t ), (4.18)

which we know to be valid in the di�usive regime, i.e., for DϕL/v0 � 1 and u/v0 � 1.
Since for any arbitrary but �xed value of x , the swimmer performs a free di�usion with

constant drift and di�usion coe�cients in the y direction, a stationary solution of the FPE
(4.18) obeying periodic boundary conditions in y has the form P̃st(x ,y) = P̃st(x ), i.e., it is
constant in the transversal direction. Accordingly, upon comparing Eqs. (4.18) and (3.10), we
�nd the longitudinal tactic drift vx of chiral swimmers to be given by the same expressions
as in the case Ω = 0 [Eqs. (4.8) and (4.9)], except the rotational di�usivity is replayed by an
e�ective, Ω-dependent value, Dϕ → Dϕ

(
1 + Ω2/Dϕ

2
)
.

Interpreting now Eq. (4.18) as a continuity equation, the implicit expression for the
swimmer’s transversal drift reads

vy = v0

1∫
0

1∫
0

J̃st,y (x ) dy dx =
v2

0Ω

4L
(
Dϕ

2 + Ω2
) 1∫

0

dw2(x )

dx
P̃st(x ) dx , (4.19)

where J̃st,y is the stationary probability current in the y direction. Following step by step the
procedure of Ch. 4.1.1, we also derived an explicit expression for the stationary probability
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distribution P̃st(x ) [262] and thus obtained our �nal expression for vy ,

vy =
v2

0Ω

4L
(
Dϕ

2 + Ω2
) 1∫

0

1∫
0

dx dy
(
dw2 (x )/dx

)
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dz
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×
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−1

, (4.20)

with α := 2D0
(
Dϕ

2 + Ω2
)
/
(
Dϕv

2
0

)
. Similarly to Eq. (4.8), Eq. (4.20) can be further simpli�ed

in the absence of translational �uctuations, D0 = 0, yielding
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Figure 4.14. Longitudinal, vx , and transversal tactic drift, vy , of a chiral microswim-
mer as a function of Ω, calculated within the di�usive approximation. The
curves for vx were obtained from Eq. (4.8) for D0 = 2.2 µm2/s (solid lines)
and Eq. (4.9) for D0 = 0 (dashed lines), where in both equations the substi-
tution Dϕ → Dϕ (1 + Ω2/Dϕ

2) has to be made (see the text). Analogously, vy
was calculated from Eqs. (4.20) and (4.21) for D0 = 2.2 µm2/s (solid lines) and
D0 = 0 (dashed lines), respectively. The values of all other model parameters
are identical to the ones in Fig. 4.10c.

In Fig. 4.14, we plotted the swimmer’s tactic drift in the di�usive approximation for the
pulse parameters of Fig. 4.10c. The comparison of these two �gures supports our previous
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conjecture that in the absence of translational �uctuations,D0 = 0, the drift of chiral swimmers
in the regime of negative achiral taxis is primarily induced by rotational �uctuations8. For
D0 > 0, on the other hand, the di�usive approximation merely predicts a suppression of
vx and vy , whereas the full particle dynamics reveals a more drastic impact of translational
noise. Thus, as in Fig. 4.4, the sign inversion of the tactic drift is essentially a ballistic e�ect:
translational and rotational �uctuations in a way compensate for each other and thus “restore”
the deterministic e�ects associated with the particle’s �nite persistence length.

Moreover, from the above expressions we were also able to derive the asymptotic behavior
of vx and vy in the limits Ω → 0 and Ω → ∞. In the di�usive regime, vx decays proportional
to Ω−4 andvy proportional to Ω−3 for Ω → ∞, independent of the translational noise intensity
D0. Furthermore, in the case of a very weak chirality, ΩL/v0 � 1, the swimmer’s transversal
drift grows proportional to Ω, again irrespective of D0. Upon comparing the above results
with the �tted power laws in Fig. 4.10, we conclude that the asymptotic behavior ofvy remains
the same both in the ballistic and the di�usive regime of the swimmer’s dynamics, whereas
the decay of the longitudinal drift vx for Ω → ∞ obeys di�erent power laws in Ω, depending
on the translational noise level and the pulse parameters L and u.

In summary we proved, both numerically and analytically, that chiral microswimmers,
which move along spiraling trajectories, can drift preferably in a direction perpendicular to
the pulse propagation, depending on their actual angular frequency Ω. This e�ect results from
the spatial symmetry breaking due to the particles’ chirality and exhibits distinct properties
in the di�usive and the ballistic regime.

Finally, we remark that the setup of a traveling activation pulse sequence hitting an
arti�cial microswimmer, as considered in the present chapter, bears resemblance to the model
investigated in Ref. [93], where a swimmer was placed in a static, periodically modulated
activation landscape (see Appendix A.2). However, a main di�erence between the two setups
is how the system’s spatial symmetry is broken. In the present setup, the pulse symmetry
is broken by the stationary propagation of the pulses to the right, whereas in Ref. [93] the
asymmetry of the static activation pro�le was tailored ad hoc. A tactic drift can be observed in
both cases, yet, the underlying mechanisms are quite di�erent: in our model, the swimmer’s
tactic drift results from the modulation of its active di�usion inside the traveling wave pulses,
while the tactic e�ect reported in Ref. [93] is explained with a saturated self-polarization

8The quantitative discrepancy between the curves for D0 = 0 in both �gures is attributed to the fact that for
L = 7lϕ and u = 0.2v0, the di�usive properties of the swimmer’s dynamics prevails indeed, though, its ballistic
component cannot yet be completely neglected (cf. Fig. 4.4). However, we found a favorable agreement between
the results obtained within the di�usive approximation and exact numerics for larger values of L/lϕ and v0/u
(not shown here).
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of the particle—see Ch. 2.3 and Appendix A.2. In the following chapter, we will incorporate
such a self-polarization e�ect into our model and investigate to what extent it in�uences a
swimmer’s tactic drift induced by a traveling activation pulse sequence.
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Taxis of Self-Polarizing Microswimmers

W hen the density of the activating medium surrounding a self-phoretic microswim-
mer is not uniform, a polarizing angular velocity may occur, which tends to align
the swimmer parallel or opposite to the activation gradient [59, 91, 246]. We refer

to this mechanism, respectively, as positive or negative self-polarization of the swimmer. In
this chapter, we incorporate such a self-polarizing angular e�ect into our model and discuss
its in�uence on the properties of the tactic response studied in Ch. 4. To this purpose, we
initially consider the phoretic mechanisms underlying the swimmer’s self-polarization. We
then investigate how the tactic drift induced by a sinusoidal activation pulse sequence is
modi�ed by the particle’s alignment with the activation gradients. In particular, we focus
on the interplay between self-polarization and the e�ects of translational and rotational
�uctuations. Finally, upon estimating the relative magnitude of these possibly competing
mechanisms, we fully characterize the selective transport of arti�cial microswimmers in
inhomogeneous activating media.

5.1 Self-Polarization in Activation Gradients

Let us consider, for simplicity, a spherical self-phoretic microswimmer, which is subjected
to a non-uniform activation density with gradient ∇w . The local self-generated gradient in
the vicinity of the particle and the associated phoretic slip pro�le (green arrows in Fig. 5.1)
are then in general asymmetric with respect to the swimmer’s propulsion axis. In this case, a
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rotational velocity,
Ωp =

3
2R
〈vs × ns〉s , (5.1)

is induced [154], where R is the particle radius. We also remind that 〈 . . .〉s denotes the average
over the particle surface and ns the unit vector normal to it. As the slip velocity vs is larger
on the side of higher activation density, see Fig. 5.1, the angular velocity of Eq. (5.1) tends
to orient the swimmer opposite to the gradient ∇w . However, there is a second component
(orange arrows in Fig. 5.1) to the phoretic slip pro�le around the swimmer, which is not
caused by the self-generated gradient, but rather by the external activation gradient itself.
When the swimmer’s phoretic mobility is not uniform, µ′ , µ, this component gives rise to an
additional angular velocity, which forces an orientation of the particle opposite or parallel to
∇w . The actual direction of this alignment depends on the interaction between the particle’s
surface and the surrounding medium, that is, the swimmer tends to orient itself so that the
side of larger phoretic mobility faces a higher activation density, cf. Eqs. (2.16) and (2.29).

Figure 5.1. Schematics of the self-polarization mechanism underlying Eq. (5.2), see
also Ref. [246]. A swimmer with two (in general di�erent) phoretic surface motil-
ities µ and µ′ aligns its propulsion direction n (anti-)parallel to the activation
gradient ∇w with angular velocity Ωp. The e�ect is caused by an asymmetric
slip pro�le (represented by green and orange arrows) around the particle.

It was found in Ref. [246] that upon taking into account these two e�ects, the overall
angular velocity is of the form

Ωp = v0
[
Y1 (µ

′ − µ ) + Y2 (µ
′ + µ )

]
n × ∇w, (5.2)

where n denotes the swimmer’s propulsion direction and Y1 and Y2 are material-dependent
coe�cients accounting for the deformation of the external activation medium due to the
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presence of the particle [246]. We note that in the above equation, ∇ denotes the gradient
operator in the natural (i.e., unscaled and dimensional) Cartesian coordinates. The term
proportional to µ′ + µ corresponds to the polarization e�ect induced by the self-generated
gradient, whereas the term proportional to µ′ − µ represents the swimmer’s self-polarization
in the external activation gradient. From Eq. (5.2) it becomes evident that the alignment
of the particle with ∇w can be controlled in strength and direction by varying the surface
mobilities µ and µ′. In principle, µ and µ′ can even be chosen so as to make Ωp vanish, at
least approximately, which justi�es the assumption Ωp = 0 introduced for simplicity in the
previous chapters.

We now replace the dimensionless and material-dependent term [Y1(µ
′ − µ ) + Y2(µ

′ + µ )]
by a single phenomenological parameter s , which e�ectively characterizes the strength of the
swimmer’s self-polarization and is typically of the order of 1 [246]. Moreover, it should be
remarked that an activation gradient not only gives rise to the above angular dynamics, but
also to an additional contribution to the particle’s self-propulsion velocity, namely v→ v+δv,
with δv = v0σ∇w . The parameter σ here describes the e�ective coupling of the local self-
propulsion velocity v to the activation gradient. However, as typically |δv| � |v| [246], we
neglect this contribution altogether in the remainder of this work. Finally, we remind that in
the derivation of the model Eqs. (2.50), we assumed the activation density to be so low that
the swimmer’s self-propulsion speed is proportional to it, i.e., in the linear regime. Likewise,
we assume that the activation gradients are weak enough, too, such that the saturation of the
self-polarizing angular speed predicted in Ref. [93] can be neglected.

Returning to our model, in the presence of an activation gradient∇w , the angular dynamics
of the LE (2.50) comprises now the additional velocity Ωp := ez · Ωp (with ez being the unit
vector orthogonal to the xy plane), that is,

ϕ̇ = Ωp +
√

2Dϕ ξϕ (t ), where Ωp = −v0s sinϕ
∂w (x , t )

∂x
. (5.3)

In the above equation, like in Eq. (2.50), x and t refer to the unscaled, dimensional spatial and
temporal swimmer coordinates. Moreover, here and in the following we consider an achiral
particle, Ω = 0, that is, the swimmer’s angular dynamics is assumed to be governed by a mere
self-polarization e�ect. Since Ωp does not break the symmetry of the swimmer’s dynamics in
the transversal direction, we thus expect that vy = 0, which allows us to restrict our analysis
again to the particle’s longitudinal dynamics.

The angular velocity Ωp vanishes for sinϕ = 0, causing the swimmer to orient itself
either parallel (ϕ = 0) or anti-parallel (ϕ = π ) to the gradient ∂xw (x , t ). Here, the stable
orientation is positive (i.e., directed toward a higher activation density) for s > 0 and negative
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Figure 5.2. (a) Self-polarization of swimmers with s > 0 and s < 0 in a radially
symmetric activating spot. (b) Sketch of a possible trapping mechanism, where a
positively self-polarizing swimmer, s > 0, is sucked inside a traveling activation
pulse.

(i.e., directed toward a lower activation density) for s < 0, as illustrated in Fig. 5.2a. We now
return to the dimensionless scaling introduced at the beginning of Ch. 3.4, x → x/L and
t → (v0/L)t , and assume once again the sinusoidal activation pro�le w (x ) = sin2(πx ). Due
to its self-polarization, a swimmer now tends to orient itself inward (outward) the pulses for
s > 0 (s < 0), see Fig. 5.2b.

5.2 Taxis of Self-Polarizing Swimmers

To investigate the in�uence of self-polarization on a swimmer’s tactic drift induced by the
sinusoidal activation sequence of Ch. 4.1, we numerically integrated the LE (2.50) with Eq. (5.3)
and solved the associated FPE

∂P (x ,ϕ, t )

∂t
=

[
D0

Lv0

∂2

∂x2 −
∂

∂x

(
cosϕw (x ) −

u

v0

)
+
DϕL

v0

∂2

∂ϕ2 + s
dw (x )

dx
∂

∂ϕ
sinϕ

]
P (x ,ϕ, t ). (5.4)

The qualitative e�ect of a moderate self-polarization on the swimmer’s tactic response
is summarized in Fig. 5.3. Upon comparing the latter with Fig. 4.1a, we �nd that a negative
self-polarization with s < 0 strongly enhances the magnitude of the positive tactic drift
described in Ch. 4.1 and, in return, suppresses negative taxis. Vice versa, for s > 0, the drift
is suppressed (enhanced) in the regime with vx > 0 (vx < 0), without much a�ecting the
sign of vx . This behavior can be explained with the fact that, as anticipated above, for s > 0
(s < 0) the self-polarization mechanism favors an orientation of the particle inward (outward)
the pulses, which shortens (prolongs) the mean time a swimmer can surf an advancing
pulse front. By contrast, as the positive sur�ng e�ect is destabilized (stabilized) for s > 0
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Figure 5.3. Taxis of a self-polarizing microswimmer induced by a sinusoidal activa-
tion sequence, w (x ) = sin2(πx ). The model parameters were chosen as before,
v0 = 53 µm/s and Dϕ = 165 s−1. Only D0 was set to zero, in order to focus on the
fundamental e�ects underlying the swimmer’s tactic response. All results were
obtained by combining the numerical integration of the model LE (2.50) and
(5.3) with the numerical solution of the corresponding FPE (5.4). The contour
plots of the longitudinal drift velocity vx have been obtained for both a positive
and negative particle self-polarization; s = −0.5 in panel (a) and s = 0.5 in panel
(b).

(s < 0), the competing e�ects responsible for the negative tactic drift, see Ch. 4.1, gain (lose)
in�uence. Accordingly, the tactic separatrix shifts slightly upward in the case of a positive
self-polarization, s > 0. For s < 0, on the other hand, the separatrix not only shifts toward
slightly lower values of u [compare the right branch of the separatrix, us(L → ∞), in Figs. 4.1a
and 5.3a], but slants downward as L is decreased. In this regard, we remind that the negative
tactic drift of a non-polarizing swimmer (s = 0) for small values of u/v0, D0 = 0, and L/lϕ � 1
is due to the fact that trapped particles with |ϕ | < arccos(u/v0) move slower to the right than
particles with π/2 < ϕ < 3π/2 cross the pulses to the left. When s < 0, however, a swimmer
with π/2 < ϕ < 3π/2 cannot simply cross one pulse after another to the left, as in the front of
each pulse it is forced to reorient to the right by the self-polarization mechanism. Hence, most
trajectories that would contribute to a negative tactic drift for s = 0 end up in a trapped state
and thus contribute to a positive overall drift for s < 0. Since rotational �uctuations hamper
the swimmer’s alignment with the activation gradients, this e�ect becomes increasingly
prominent as the in�uence of rotational noise is lowered and, as a result, the tactic separatrix
bends downward with decreasing L.
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For a stronger negative self-polarization, s < −0.5, the tactic drift vx remains qualitatively
the same as in Fig. 5.3a. The only di�erence is that, as expected, the ampli�cation of the
positive tactic drift is even more pronounced. If s is raised above 0.5, on the other hand,
the swimmer’s tactic response is quickly suppressed overall, to the point that it completely
vanishes in the limit s → 1. The latter can be readily proven by setting s = 1 in the FPE (5.4),
which after some simple algebraic manipulations of the rotational and translational drift term
can then be rewritten as

∂P (x ,ϕ, t )

∂t
=

[
D0

Lv0

∂2

∂x2 −

(
cosϕw (x ) −

u

v0

)
∂

∂x
+
DϕL

v0

∂2

∂ϕ2 + sinϕ
dw (x )

dx
∂

∂ϕ

]
P (x ,ϕ, t ). (5.5)

Upon considering the stationary state, P (x ,ϕ, t ) → Pst(x ,ϕ), and imposing the usual periodic
boundary conditions in x and ϕ, Pst(x + 1,ϕ + 2π ) = Pst(x ,ϕ) [cf. Ch. 4.1.1], one immediately
obtains Pst(x ,ϕ) = 1/(2π ), i.e., a uniform probability density. The corresponding tactic drift
thus must vanish, that is, vx = 0 for any choice of the activation pulse parameters L and u.

Figure 5.4. (a) Same plot as in Fig. 5.3, but for a strongly positive self-polarization
strength, s = 2.5. (b) Tactic drift vx as a function of the pulse propagation speed
u (both in units ofv0) in the noiseless regime, Dϕ = D0 = 0. The data underlying
the curve were obtained by numerically integrating the system of ordinary
di�erential equations (5.6) for s = 2.5. The results were then averaged with
respect to the initial conditions ϕ0 and x0, which were assumed to be uniformly
distributed, respectively, in the intervals [0, 2π ] and [0, 1].

When s is raised above 1, however, the tactic drift velocity vx changes sign in the entire
(L,u) plane, as illustrated in Fig. 5.4a. It thus becomes obvious that a positive self-polarization,
s > 0, exerts a distinct, partly competing tactic e�ect on the swimmer’s dynamics. Looking at
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the right side of the contour plot in Fig. 5.4a, we notice that a high translational noise level
(L/lϕ = DϕL/v0 � 1) suppresses this e�ect, as well. Upon comparing the left side of Fig. 5.4a
with Fig. 5.4b, we thus conclude that, like in the case s = 0, the origin of such an additional
tactic e�ect must be found in the purely deterministic regime with Dϕ = D0 = 0.

5.3 Noiseless Swimmer Dynamics

In order to clarify the interplay between the tactic mechanisms of Ch. 4 and self-polarization,
we address now in more detail the deterministic swimmer dynamics in the noiseless regime,
D0 = Dϕ = 0. The dimensionless form of the LE (2.50), combined with Eq. (5.3), then boils down
to a set of (in general non-linear) ordinary di�erential equations, which for the sinusoidal
activation sequence of Ch. 4.1 read

ϕ̇ = −sπ sinϕ sin(2πx ), ẋ = cosϕ sin2(πx ) − u/v0. (5.6)

As anticipated before, here the transverse coordinate y has been ignored due to symmetry
considerations.

The tactic drift velocity of a self-polarizing deterministic swimmer with s = 2.5 and
s = −0.5 is plotted, respectively, in Figs. 5.7a and 5.7b. We interpret the displayed dependence
of vx on the pulse speed u as follows.

Positive self-polarization. In the co-moving pulse frame with u → ∞, the particle is
pulled through the activating pulses so fast that its dynamics is insensitive to the modulation
of the activation density. In such a limit, the velocity �eld

(
ϕ̇, ẋ

)
consists of parallel lines with

ϕ̇ = 0 and ẋ = −u/v0, see Fig. 5.5a; hence, vx → 0.
Upon lowering the pulse propagation speed u, the swimmer begins to perceive the mod-

ulated gradients as it crosses the activation pulses. Accordingly, the velocity �eld gets pro-
gressively distorted, as shown in panels b–d of Fig. 5.5. As long as u > v0, Fig. 5.5b, the �eld
lines are no longer parallel, but still cross the reduced pulse unit cell [0, 1] from top to bottom
with ẋ < 0, while the majority of �eld lines starting at x = 1 cross the centerline, x = 1/2,
with |ϕ | > π/2. This means that a positively self-polarizing swimmer points preferably to
the left (⇒ ẋ < −u/v0) under the pulse crests and to the right (⇒ ẋ > −u/v0) in the troughs.
Since the regions where the particle preferably points to the left (right) correspond to high
(low) self-propulsion velocities, for u > v0 the swimmer’s net drift in the laboratory frame is
expected to be negative, in agreement with the data reported in Figs. 5.4b and 5.7a. This is an
unavoidable e�ect of the particle’s �nite reorientation time.
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Figure 5.5. Swimmer taxis in the noiseless regime, Dϕ = D0 = 0. In the panels,
the velocity �eld (ϕ̇, ẋ ) [see Eq. (5.6)] is plotted for s = 2.5 and u/v0 = 100
(a), 2 (b), 0.5 (c), and 0.01 (d). The blue and orange curves denote, respectively,
the existing ϕ and x nullclines of Eq. (5.6); their intersections (red dots) locate
two stable (x = 1/2) and unstable (ϕ = 0) �xed points. The region shaded
in red marks the initial conditions corresponding to a negative drift velocity,
vx = limt→∞v0[x (t ) − x0]/t + u < 0, and the green region the trapping states
with vx = u, where the particle oscillates inside a pulse in the co-moving frame
(see the text for further details).
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5.3. NOISELESS SWIMMER DYNAMICS

If the pulse propagation becomes slower than the swimmer’s self-propulsion speed,u < v0,
the particle can get trapped by the traveling pulses with either positive or negative orientation,
as sketched in Fig. 5.2b. Such a mechanism is marked by the emergence of two periodic bound
solutions of Eq. (5.6) for s > 0, see Figs. 5.5c and d. Closed swimmer trajectories wind up around
the stable �xed points (ϕf ,xf ) = (± arccos[u/v0], 1/2) with frequencies ±π

√
2s [1 − (u/v0)2],

as one can easily prove by rewriting the system of equations (5.6) in linear approximation,

d
dt

*
,

ϕ̃

x̃
+
-
= ±

√
1 −

(
u

v0

)2
*
,

0 2π 2s

−1 0
+
-

*
,

ϕ̃

x̃
+
-
, (5.7)

where ϕ̃ := ϕ − ϕf and x̃ := x − xf .
Of course, initial conditions in the region of the con�guration space (ϕ,x ) corresponding

to such closed trajectories contribute the maximum positive amount,u, to the net drift velocity
of the noiseless swimmer. Moreover, as illustrated in Fig. 5.5d, upon lowering u, the trapping
region becomes larger and larger, until �nally vx turns positive. Accordingly, we predict that
the overall tactic drift velocity must tend to zero proportional to u in the limit u → 0, as
con�rmed by Fig. 5.4b.

Negative self-polarization. By the same argument as put forth above for a positively
self-polarizing swimmer, also the tactic drift of a swimmer with s < 0 is predicted to vanish
in the limit u → ∞ (Fig. 5.6a). Upon decreasing the pulse propagation speed, the recti�cation
mechanism just described for s > 0 sets in, but in a reversed manner: swimmers preferably
point to the left (right) in regions of low (high) self-propulsion speeds, as illustrated in Fig. 5.6b.
Hence, vx grows increasingly positive, see Fig. 5.7b.

If u becomes smaller than v0, again four �xed points emerge in the (ϕ,x ) phase space,
as visualized in Fig. 5.6c. In the case of a negatively self-polarizing swimmer, the positions
(± arccos[u/v0], 1/2) become saddle points, whereas the �xed points at

(
0, arcsin

[√
u/v0

]
/π

)
and

(
0, 1−arcsin

[√
u/v0

]
/π

)
turn, respectively, into a repeller and an attractor. As mentioned

in the previous section, the latter is responsible for the strong enhancement of the positive
tactic drift, cf. the steep slope of the curves vx (u) for (L/v0)Dϕ � 1 and u/v0 ' 1 in Fig. 5.7b.

Finally, when u � v0, Fig. 5.6d, the swimmer’s phase space mostly consists of pulse-
trapped states, which contribute a positive amount u to the overall net drift. However, in
contrast to the case s > 0 (compare Fig. 5.6d with Fig. 5.5d), here some swimmer trajectories
still cross the pulses to the left, which corresponds to a negative particle drift. If u now
becomes small enough, the contribution of these few states to the swimmer’s overall tactic
response may outweigh the positive contribution of the trapped states, to the point that vx
eventually turns negative. This is con�rmed in Fig. 5.7b, where the tactic drift of a noiseless

97



CHAPTER 5. TAXIS OF SELF-POLARIZING MICROSWIMMERS

Figure 5.6. Same plots as in Fig. 5.5, except that the self-polarization strength is
now set to s = −0.5. The velocity �eld (ϕ̇, ẋ ) is then characterized by two sym-
metric saddle points at (ϕ,x ) = (± arccos[u/v0], 1/2), one attractor at (ϕ,x ) =
(0, 1 − arcsin[

√
u/v0 ]/π ), and one repeller at (ϕ,x ) = (0, arcsin[

√
u/v0 ]/π ).

swimmer with Dϕ = 0 changes sign at u/v0 ' 0.08. Of course, in the limit of a vanishing pulse
propagation, u → 0, the swimmer is not able to leave a pulse anymore, independent of its
actual trajectory and, therefore, vx → 0.

5.4 In�uence of Noise

The role of rotational �uctuations. We now consider the more realistic case when the
rotational noise, ξϕ (t ) in Eq. (5.3), has a �nite intensity, Dϕ > 0, and the translational noises
in the LE (2.50) are comparatively so weak to be safely neglected, i.e., D0 = 0. The swimmer
then tends to rotate as a combined e�ect of the polarizing angular velocity Ωp and the
angular �uctuations due to thermal Brownian motion in the suspension �uid and, possibly,
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the particle’s self-propulsion mechanism itself. In dimensionless units, the time constant of
the swimmer’s self-polarization can be readily estimated from Eq. (5.6), τ−1

s = πs . Regarding
the second orientational process, we remind that the particle’s rotational di�usion time is
τϕ = Dϕ

−1 or, in dimensionless units, τϕ = v0/(LDϕ ). Note that as long as the tactic mechanisms
due to self-polarization and rotational noise can be regarded as independent, the e�ective
rotational time constant is of the order of τ = τsτϕ/(τs + τϕ ), with τ → τs for Dϕ → 0 and
τ → τϕ for Dϕ → ∞.

Figure 5.7. In�uence of the rotational noise. Drift velocity vx of the self-polarizing
swimmers of Figs. 5.4 [s = 2.5, panel (a)] and 5.3a [s = −0.5, panel (b)] versus u,
both in units ofv0. The curves were obtained by integrating the LE (2.50) and (5.3)
or numerically solving the FPE (5.4), for di�erent values of the dimensionless
noise intensity (L/v0)Dϕ (see legends) and D0 = 0.

The in�uence of the rotational noise intensity on a self-polarizing swimmer’s tactic drift
is illustrated in Figs. 5.7 and 5.8. For both s > 0 and s < 0, the rotational �uctuations clearly
suppress vx at high values of Dϕ , Dϕ � v0/L, whereas at low intensities, they signi�cantly
enhance the particle’s tactic response. Moreover, adding any amount of rotational noise barely
changes the sign of vx , except for the suppression of the swimmer’s negative tactic drift when
s < 0. The drift velocity vx thus exhibits a prominent resonant behavior as a function of Dϕ ,
both in the positive and negative regime of the swimmer’s taxis.

Such a remarkable noise dependence has a certain similarity with the phenomenology
of stochastic resonance [267–272]. A small amount of rotational noise acts as a lubricant,
meaning that it favors the swimmer’s reorientation with respect to the activation gradients. In
particular, for a positively self-polarizing swimmer, this anticipates the onset of the trapping
mechanism described above in the noiseless limit. Also in the case of negative self-polarization,
s < 0, a low rotational noise level facilitates the swimmer’s trapping, this time by the attractor
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in the front of the pulses. Accordingly, the pulse-crossing trajectories corresponding to
running states (red regions in Figs. 5.6c and d) �nally end up in a trapped state, as well, and
the tactic drift turns overall positive. The strong enhancement of the trapping mechanism is
apparent from the curve vx (u) for (L/v0)Dϕ = 0.01 in Fig. 5.7b, where (i) vx > 0 throughout
the range of u we explored, and (ii) the tactic drift suddenly jumps to large positive values
once the locked swimmer states emerge (i.e., when u becomes smaller than v0).

On the contrary, large angular �uctuations tend to randomize the swimmer’s trajectories,
so that the regular �eld line patterns displayed in Figs. 5.5 and 5.6 get blurred until they
eventually become undiscernible. Under these circumstances, noise acts rather as a suppressant
of the tactic response and, accordingly, the modulus of the swimmer’s drift velocity vanishes.

Figure 5.8. Tactic drift velocity of the strongly self-polarizing swimmer of Fig. 5.10
(s = 2.5, v0 = 53 µm/s, and D0 = 2.2 µm2/s) versus Dϕ , both in dimensionless
units, for L = 1.3 µm and di�erent values of u. The data plotted here have been
obtained by numerically integrating the LE (2.50) combined with Eq. (5.3).

The resonant behavior of vx persists also in the presence of translational �uctuations
with D0 > 0, as can be seen from Fig. 5.8. However, here the tactic drift quickly vanishes for
Dϕ → 0, as a decreasing rotational noise level implies an increasing timescale on which the
swimmer’s tactic response is established. In this case, the translational noise has more time to
exert its randomizing action on the particle, until eventually the swimmer’s tactic response is
completely suppressed.

The role of translational �uctuations. The in�uence of translational noise on the
tactic drift vx is displayed in Figs. 5.9 and 5.10. In the regime where the impact of rotational
�uctuations outweighs the e�ect of self-polarization, that is, in the absence of the tactic
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sign inversion mentioned in Ch. 5.2, s < 1, translational noise expectedly suppresses the
swimmer’s tactic drift, as it did for s = 0. Accordingly, the tactic separatrix bends downward
at a critical pulse width L corresponding to the threshold value (D0/Lv0)cr, see Ch. 4.1.3.
Since the negative tactic drift is enhanced compared to the positive drift as the swimmer’s
self-polarization strength is raised from negative to positive values (still assuming s < 1), the
vertical separatrix branches shift to the left with increasing s .

Figure 5.9. In�uence of the translational noise. Contour plots of the longitudinal
drift velocity vx for the same model parameters as in Fig. 5.3, but for a �nite
translational noise intensity, D0 = 2.2 µm2/s. We remind that s = −0.5 in panel
(a) and s = 0.5 in panel (b).

After the tactic sign inversion at s = 1 has occurred, Fig. 5.10, the e�ect of the translational
�uctuations is in a sense reversed, as well. Translational noise indeed still suppresses the
swimmer’s tactic response overall, but it now favors the negative drift:vx is de�nitely negative
in the regime with D0/(Lv0) > (D0/Lv0)cr. Accordingly, for D0 > 0, the positive tactic drift is
then restricted to the bottom-right quadrants of the vx (L,u) contour plots. This is a simple
consequence of the fact that translational noise suppresses the tactic mechanisms more
e�ectively at lower pulse propagation speeds u, which imply a longer observation time for
any tactic drift to set in. However, we notice (not shown here) that the vertical separatrix
branches still shift slightly to the left on increasing the self-polarization strength, even for
s > 1. This suggests that a larger value of s stabilizes the trapped oscillating swimmer states
against translational noise at the expense of the running pulse-crossing states.

In conclusion, the tactic response of an arti�cial microswimmer to traveling activation
pulses persists even in the presence of self-polarization e�ects induced by the activation
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Figure 5.10. In�uence of the translational noise on the tactic response of a strongly
self-polarizing swimmer with s = 2.5. The contour plot of vx versus L and u is
the same as in Fig. 5.4a, except here the translational noise intensity was set to
D0 = 2.2 µm2/s.

gradients. The interplay between such a hydrodynamically induced polarization and angular
�uctuations of the swimmer’s self-propulsion velocity gives rise to diverse tactic behaviors,
the magnitude and direction of which can be selectively controlled by tuning the particle’s
(surface-dependent) self-polarization strength.
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Conclusions and Outlook

I nspired by the tactic response of biological microorganisms to traveling stimulus pulses,
in the present work we have investigated the (tactic) transport of arti�cial microswim-
mers in spatio-temporally modulated activating media. To this purpose, in Ch. 2 we

explained the principles of swimming at the microscale, in particular by means of self-phoretic
e�ects, and set up a stochastic model incorporating translational and rotational �uctuations
into the dynamics of a self-phoretic microswimmer. After having analyzed the impact of a
non-uniform activation density on the swimmer’s dynamics, we focused on a spatio-temporal
modulation of this density in the form of traveling wave pulses.

Single activation pulse. In Ch. 3, we considered a swimmer hit by a single activation pulse
and studied, both numerically and analytically, its tactic shift induced thereby. We focused
in particular on the role of the pulse parameters and determined the in�uence of the actual
pulse shape. As a result, we found that a swimmer may drift in either direction with respect to
the pulse propagation, depending on the pulse’s speed and width. This is due to the fact that
the ballistic and the di�usive properties of the swimmer’s self-propulsion dynamics inside
the pulse give rise to opposite tactic responses, which are both induced by the broken spatial
symmetry associated with the pulse propagation. The tactic shift thus can be controlled
in magnitude and direction by enhancing or suppressing either of these properties. This
strategy is most conveniently implemented by tuning the pulse speed u and width L. In the
two dynamical regimes corresponding to a predominantly ballistic or di�usive swimmer
dynamics, we also established an analytical framework that allowed us to obtain approximate
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analytic results for the swimmer’s tactic response.

Periodic activation sequence. In Ch. 4, we next focused on the more realistic case of a
periodic pulse sequence and studied the resulting tactic drift of the swimmer. Again, the latter
can drift either parallel or opposite to the pulse propagation direction, with the underlying
mechanisms being similar to those discussed in Ch. 3. We identi�ed the positive tactic
drift as being a purely ballistic e�ect, i.e., to stem solely from the �nite persistence time of
the swimmer’s active Brownian motion, whereas the negative tactic drift results from the
combination of di�usive and ballistic properties of its dynamics. Moreover, we analyzed the
in�uence of the inevitable translational �uctuations on the tactic drift. Translational noise
suppresses the latter overall, but is also able to reverse its sign in a certain range of the pulse
parameters L andu. An activation o�set was incorporated into the pulse sequence, too, so that
swimmers do not come to a complete halt outside the pulses, but rather propel themselves at
a residual speed. In the presence of such an o�set, the tactic e�ects reported before proved to
persist, although slightly suppressed in magnitude. Finally, we investigated the e�ect of an
activation-dependent rotational di�usivity of the swimmer (which turned out to be rather
minor) and particle chirality. Chiral swimmers, which move along spiraling trajectories due
to some asymmetry of the self-propulsion mechanism, were found to drift in a direction
perpendicular to the pulse propagation, as a consequence of a further symmetry breaking
associated with the swimmer’s chiral angular dynamics.

Swimmer self-polarization. In Ch. 5, we considered an additional hydrodynamic contribu-
tion to the swimmer’s dynamics, namely an alignment of its orientation (anti-)parallel to the
activation gradients, which we referred to as self-polarization. We discussed the origins of such
an e�ect and investigated its impact on the tactic response of Ch. 4. It was found to exert an
additional, partly competing tactic e�ect on the swimmer’s dynamics, due to a deterministic
mechanism. Furthermore, this mechanism proved to be ampli�ed by low rotational noise
levels, such that it exhibits a prominent resonant behavior. As a consequence, the magnitude
and direction of the swimmer’s tactic drift are tunable by varying not only the pulse speed
and width, but also the particle’s (surface-dependent) polarization strength.
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Outlook

We conclude this work by underscoring that taxis of arti�cial microswimmers in spatio-
temporally modulated activating media is a robust phenomenon that lends itself to accessible
laboratory demonstrations [28, 87, 89, 90, 92, 93, 273] and promising applications to nanotech-
nology and medical sciences [55]. In the following, we sketch possible future implementations
of the e�ects predicted in the present work and outline some extensions of our model that
are expected to lead to new and useful results.

Tactic steering. As summarized above, the direction and magnitude of the tactic response are
extremely sensitive to the swimmer’s self-propulsion mechanism, which suggests the design
of tactic devices to control the production and transport of arti�cial microswimmers. Here we
have considered mostly �xed swimmer properties, such as self-propulsion speed and rotational
di�usivity, and varied the pulse parameters to control the swimmer’s drift. However, in the
same way one could also specify a �xed activation sequence and vary the swimmer parameters.
As swimmers with di�erent self-propulsion speeds and di�erent rotational di�usivities then
can exhibit opposite tactic responses, the results presented in this work might inspire new and
e�cient particle separation techniques. Moreover, our analytical approach provides a valuable
framework for future studies of the dynamics of arti�cial microswimmers in spatio-temporally
modulated activating media.

Multiple interacting swimmers. The generalization of our single-particle model to multiple
interacting swimmers, for instance similar to the setup considered in Ref. [66] for macroscopic
phototactic robots, could help explore interesting new collective e�ects, as well. These are
expected to emerge due to a coupling of the hydrodynamic swimmer-swimmer interactions
to the activation gradient [91, 246].

Swimmer transport in corrugated channels. Upon further investigating the hydrody-
namic interactions between arti�cial microswimmers and con�ning walls, in particular for
curved geometries, our model can also be extended to the di�usion of such swimmers in nar-
row channels with corrugated walls [274], as the next step toward the design and operation of
micro�uidic devices powered by spatio-temporally modulated activation densities. We expect
that the combination of self-polarization and hydrodynamic swimmer-wall interactions is
likely to provide an additional and possibly competing orientational mechanism [168, 275],
which can contribute to controlling the swimmers’ �ow in micro�uidic circuits.
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CHAPTER 6. CONCLUSIONS AND OUTLOOK

Asymmetric activation pro�le. Finally, we point out that in the present work we have
considered solely spatially symmetric activation pro�les with anti-symmetric gradients at
the front and the rear of the pulses, in order to avoid additional ratchet e�ects [93]. However,
a generalization of our results to traveling activation pulses with asymmetric waveforms is
straightforward and might prove useful to design more sophisticated experimental setups.
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ix A
Taxis of Artificial Microswimmers Induced by

Static Stimuli

Arti�cial self-phoretic microswimmers—the operating principles of which have been discussed
in Ch. 2—have been reported in recent years to tactically respond to various static (i.e.,
time-independent) external stimuli, such as activation gradients, gravitation, or �ows in the
surrounding �uid. Here we brie�y review the current literature on the tactic response of
arti�cial microswimmers to static external stimuli, as a supplement to the discussion of their
response to the spatio-temporally varying signals considered in the main text.

A.1 Arti�cial Chemotaxis

A tactic behavior of arti�cial microswimmers was �rst observed by Y. Hong et al. in 2007 [87],
who noticed an accumulation of self-electrophoretic Pt-Au microrods fueled by H2O2, see
Ch. 2.2.3, in regions of high H2O2 concentrations (Fig. A.1). Similar �ndings were reported
later by other authors in several experimental and computational studies [92, 273, 276, 277].

Although the Pt-Au rods had no sophisticated internal structure and hence possessed no
speci�c sensing capabilities, they responded chemotactically to the H2O2 gradient, which the
authors explained by a purely stochastic e�ect induced by the swimmers’ active di�usion
in an external activation gradient. Indeed, it is shown in Ch. 3.1 that within the simple
Langevin dynamics framework of Eq. (2.50), an arti�cial microswimmer is predicted to drift
up a constant activation gradient of the form w (x , t ) ∝ x . However, the latter result holds
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Figure A.1. Time evolution of the spatial distribution of rod-like Pt-Au microswim-
mers placed in an activation gradient, which was created by inserting a H2O2-
soaked gel into the system at t = 0. The insets depict micrographs of the actual
particle accumulation near the gel at di�erent times. Reprinted from Ref. [87]
with permission.

Figure A.2. Chemotaxis of an arti�cial microswimmer in a con�ned geometry. (a)
Sketch of the considered setup. A swimmer is placed in the middle of a channel
of length l , the ends of which are maintained at a constant fuel concentration cL
and cR, respectively. The resulting linear fuel concentration gradient is described
by the function c (x ), see panel (b). An initial drift of the particle toward the
“hotter” right side (where the fuel concentration is higher) is observed; in the
long-time limit, however, the in�uence of the con�ning walls prevails, causing
the swimmer to be more likely located near the “cold” left end of the channel
[cf. the particle’s probability density P0(x ) in panel (b)]. Adapted from Ref. [88]
with permission.
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A.2. ARTIFICIAL PHOTOTAXIS

only in an unbounded geometry, i.e., in an in�nitely extended gradient, where—independent
of its actual position—the swimmer can always move toward a higher activation density. For a
con�ned geometry, on the other hand, arti�cial microswimmers have been recently reported
to accumulate in regions of low fuel concentrations [88] (see Fig. A.2), as suggested by the
classic hot-cold argument.

The accumulation of swimmers in regions of high fuel concentrations observed in Ref. [87]
thus cannot be explained by the stochastic single particle dynamics as discussed above; instead,
it must either be a collective aggregation e�ect or arise from a (weak) self-polarization of the
rods in the H2O2 gradient. The latter was indeed observed for similar rod-shaped arti�cial
microswimmers in Ref. [277] and might very well also play a role in the accumulation pattern of
the Pt-Au swimmers of Ref. [87]. Actually, self-polarization in an activation gradient was found
to be the key factor governing the phototactic drift of self-di�usiophoretic microswimmers in
an optical activation landscape, as addressed in the forthcoming section.

A.2 Arti�cial Phototaxis

C. Lozano et al. in 2016 studied the dynamics of arti�cial microswimmers activated by light1,
which were placed in a static, non-uniform illumination landscape as depicted in panels a
and b of Fig. A.3 [93].

The resulting strong spatial modulation of the swimmers’ activation, see Fig. A.3b, then
gives rise to a self-polarization of the particles, which in the setup of Ref. [93] aligns them
anti-parallel to the activation gradients2. As a consequence, the swimmers tend to orient
themselves to the left (right) in the red (blue) regions of Fig. A.3b. Depending on the actual self-
polarization strength, this mechanism causes either their oscillating motion around the pro�le
troughs (implying a vanishing net drift) or their successive crossing of the pro�le barriers to
the left or to the right. Yet, an explicit calculation shows [93] that under the assumption that
the self-polarizing angular speed is proportional to the strength of the activation gradient,
swimmers move to the right and to the left with the same average speed and, moreover, the
same probability. Hence, despite the ratchet-like shape of the activation pro�le, no overall
particle drift should occur, in apparent contradiction to the experimental observations of
Fig. A.3c.

The authors resolve this paradoxical situation by noticing that the self-polarizing angular
velocity saturates at large values of |∇I |, for what reason the swimmers cannot react su�ciently

1More precisely, the swimmers were driven by the local demixing mechanism described in Ch. 2.2.1.
2For a more detailed discussion of the underlying hydrodynamic e�ects, see Ch. 5.
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Figure A.3. Phototaxis of arti�cial microswimmers in optical landscapes [93]. (a)
Measured intensity pro�le of the e�ectively one-dimensional, non-uniform
light �eld activating the local demixing swimmers of Ch. 2.2.1. From panel
(b), the pro�le asymmetry, characterized by the ratio a/b, becomes evident.
The swimmers’ self-propulsion sets in only after the light intensity I is raised
above a certain threshold value I0 and (for the considered intensities) then is
proportional to I − I0; see the right (red) axis of panel (b). Below I0, the light-
absorbing region on the swimmers’ surface is not heated above the critical
temperature at which the local demixing in the surrounding �uid takes place
and hence no propulsion is induced. In panel (c), the particle drift velocity 〈ẋ〉
is plotted versus the intensity amplitude ∆I := Imax − I0, obtained both from
experiments (symbols) and numerical simulations (solid lines), for a/b = 1
(khaki), a/b = 0.75 (pink), a/b = 0.55 (green), a/b = 0.33 (blue), a/b = 0.28
(red), and a/b = 0.22 (black). Adapted from Ref. [93] under a CC BY 4.0 license.

fast to the steeper edge of the activation pro�le. More precisely, their mean sojourn time in
the red regions of Fig. A.3b is smaller than their reorientation time due to the self-polarization
mechanism, so that particles can cross these regions with the “wrong” orientation [93]. This
explains the net drift to the right displayed in Fig. A.3c.

By a similar principle, a rod-like phototactic “nanotree” was reported by B. Dai in 2016
to align itself (anti-)parallel to the illumination direction of an activating light source [52]:
When irradiated, the particle catalyzes a photoelectrochemical redox reaction on its surface,
see Fig. A.4a, which generates an asymmetric ion distribution in the surrounding �uid and
eventually induces a self-electrophoretic propulsion along the swimmer’s symmetry axis.
If now the illumination direction is not parallel to this axis, the particle’s brush-like end is
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A.3. ARTIFICIAL GRAVITAXIS

asymmetrically shaded and, since in the shaded regions fewer ions are produced, the overall
ion distribution is also asymmetric perpendicularly to the rod’s axis (see Fig. A.4b). As a
consequence, the resulting electric �eld has a component perpendicular to the swimmer’s
propulsion direction that tends to align the latter (anti-)parallel to the illumination direction
and causes a directed motion of the particle away from (toward) the activating light source.

Figure A.4. Sketch of a phototactic arti�cial nanotree-swimmer [52]. (a) An assembly
of TiO2 nanowires (yellow) and platinum nanoparticles (black) are attached to
a silicon microwire (red). When illuminated, both ends of the swimmer catalyze
a photoelectrically induced chemical reaction: photoexcited holes in the TiO2
wires oxidize a certain chemical Re2, while the thereby created electrons migrate
through the rod and fuel an electrochemical reduction, Ox1 + e− → Re1

−, at the
Pt-coated end. The electric �eld induced by the non-uniform ion distribution
in the vicinity of the swimmer then propels the latter self-electrophoretically,
as if an e�ective force F would act upon it. (b) Visualization of the particle’s
phototactic alignment toward or away from the activating light source (see the
text). Here, for the sake of concreteness, the photoelectrochemical reaction is
supposed to be a classic H2O2 decomposition, H2O2 − 2e− → O2 + 2H+ (TiO2
end) and H2O2 + 2e− → 2OH− (Pt end). Adapted from Ref. [52] with permission.

A.3 Arti�cial Gravitaxis

Another type of tactic response of an arti�cial microswimmer, namely a directed drift parallel
or opposite to the gravitational �eld, was reported in 2014 by B. ten Hagen et al. [89]. The
authors again considered a self-di�usiophoretic swimmer operated by the mechanism of local
demixing, which was developed earlier by C. Bechinger’s group [38]. The particle geometry,
however, was not spherical but L-shaped (as depicted in Fig. A.5a), which gives rise to an
anisotropic hydrodynamic friction tensor. As a consequence, the swimmer aligned itself
relative to the gravitational �eld when sedimenting (see Fig. A.5b), so that upon activation, it
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moved up or down the gravitational �eld, depending on its self-propulsion strength and the
magnitude of the gravitational force. A phase diagram of the possible swimmer trajectories is
shown in Fig. A.5c. We note that due to its inherent asymmetry, the particle itself is subject
to a chiral angular dynamics; hence, it starts to swim in a spiraling, trochoid-like manner
(termed “TLM” in Fig. A.5c) once the self-propulsion becomes so strong that the associated
e�ective chiral torque outweighs the restoring e�ect of the gravitational force.

Figure A.5. Arti�cial gravitaxis [89]. (a) Sketch of the L-shaped microswimmer de-
scribed in the text, where the orange line indicates a gold-coated region on the
particle’s surface that is heated by laser irradiation. The resulting self-di�usio-
phoretic propulsion can again be described in terms of an e�ective force F acting
upon the swimmer. Note that due to the asymmetric particle geometry, the point
of origin of this force in general does not coincide with the swimmer’s center of
mass, which gives rise to an e�ective chiral torque M. (b) Sketch of the particle’s
alignment with the gravitational �eld FG when sedimenting with disabled self-
propulsion. By varying the inclination angle ϑ between the substrate and the
horizontal plane, the e�ective gravitational force acting upon the swimmer can
be tuned at the experimenter’s convenience. (c) State diagram of the possible tra-
jectory types of a L-shaped microswimmer in the setup of panel (b) for a = 9 µm,
b = 3 µm, and l = −0.75 µm, calculated by numerical simulations. Depending
on the substrate inclination angle ϑ and the dimensionless parameter p∗, which
determines the strength of the swimmer’s self-propulsion, a straight downward
swimming with drift in the negative/positive x direction (SDS-/SDS+), a straight
upward swimming (SUS), or a trochoid-like motion (TLM) can be observed; see
the inset for a sample of noise-free swimmer trajectories. Adapted from Ref. [89]
with permission.
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A.4 Arti�cial Rheotaxis

By analogy with the above gravitactic drift, arti�cial microswimmers have also been observed
to align themselves opposite to a stationary shear �ow and thus e�ectively perform an
upstream migration [90]. Again, an appropriate asymmetric particle shape—the authors of
Ref. [90] considered sphere dimers driven by catalytic H2O2 decomposition—may result in
a recti�cation of the swimmers against the �uid �ow, which eventually leads to a directed
upstream motion.

However, an asymmetric swimmer geometry is not even required for a rheotactic response
to occur, as was reported by W. E. Uspal et al. in 2015 [91]. In a theoretical study, the authors
found that, when subjected to a shear �ow near a planar wall, spherical self-phoretic swimmers
may drift upstream, too. Here, the hydrodynamic particle-wall interactions, together with the
drag from the shear �ow, were shown to lock the swimmer’s orientation in a stable dynamical
state near the wall, such that, as sketched in Fig. A.6, a constant particle migration opposite
to the �ow direction may occur.

Figure A.6. Schematic illustration of the tactic response of a spherical, self-di�usio-
phoretic microswimmer to a shear �ow near a planar wall [91]. The phoretic
slip pro�le around the particle, induced by a catalytically active cap (blue), gets
perturbed in the vicinity of the wall, which gives rise to an angular velocity
component (magenta) that can counterbalance the rotation due to the external
�ow pro�le (cyan). In this case, the swimmer’s orientation (illustrated by the
green arrow and measured by the angle ξ ) is in a rheotactic steady state, which,
provided the self-propulsion is strong enough to overcome the drift induced
by the external �ow, leads to an upstream particle migration. Adapted from
Ref. [91] with permission from The Royal Society of Chemistry.

In summary, a variety of tactic responses has been observed in recent years when sub-
jecting arti�cial microswimmers to static stimuli, such as activation gradients (which can be
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of optical or chemical nature), external forces, or �uid �ows. The underlying mechanisms
range from purely stochastic e�ects to rather complex hydrodynamic interactions and often
manifest themselves even for very simple spherical particle geometries. Inspired by tactic
e�ects in biological systems, see the Introduction, a natural generalization of the above setups
is to consider not only static, but time-dependent tactic stimuli. This program is carried out
in Chs. 3–5 of the main text.
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ix B
Tactic Response to a Constant Activation Gradient

I n the following, we consider an arti�cial microswimmer di�using in a static activation
gradient, which, for simplicity, is supposed to be of the formw (x ) = (ν/v0)x . Neglecting
any saturation e�ects of the swimmer’s self-propulsion speed (see the caption below

Fig. 3.1) and assuming an achiral particle dynamics, Ω = 0, the swimmer’s longitudinal motion
is then described by the linear LE

ẋ = v0w (x ) cosϕ +
√

2D0 ξx (t ), w (x ) =
ν

v0
x , ϕ̇ =

√
2Dϕ ξϕ (t ), (B.1)

cf. Eq. (2.50). The above system of equations can readily be solved, yielding

ϕ (t ) = ϕ0 +
√

2DϕWϕ (t ), (B.2)

x (t ) = x0 exp *.
,
ν

t∫
0

cos[ϕ (τ )] dτ+/
-
+

√
2D0

t∫
0

exp *.
,
ν

t∫
τ

cos[ϕ (τ ′)] dτ ′+/
-
ξx (τ ) dτ , (B.3)

where ϕ0 = ϕ (0), x0 = x (0), andWϕ is the rotational Wiener process corresponding to the
Gaussian white noise ξϕ , Wi (t ) :=

∫ t

0 ξi (τ ) dτ for i = x ,ϕ. As ξx and ξϕ are assumed to be
independent of each other, upon averaging over Eq. (B.3) we obtain [∀t , 〈ξx (t )〉 = 〈ξϕ (t )〉 = 0]:

〈x (t )〉 = x0

〈
exp

(
ν

∫ t

0
cos

[
ϕ0 +

√
2DϕWϕ (τ )

]
dτ

)〉
. (B.4)

Here, we have assumed the swimmer’s initial position x0 to be a deterministic variable. By
expanding the exponential function in Eq. (B.4) up to the second order, which surely is valid
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for νt � 1, the expression for the swimmer’s mean position simpli�es to

〈x (t )〉 ≈ x0


1 + ν

〈∫ t

0
cos

[
ϕ0 +

√
2DϕWϕ (τ )

]
dτ

〉

+
ν2

2

〈(∫ t

0
cos

[
ϕ0 +

√
2DϕWϕ (τ )

]
dτ

)2 〉 
. (B.5)

Assuming ϕ0 to be uniformly distributed in the interval [0, 2π ], the explicit calculation of the
above moments eventually yields the compact result [227]

〈x (t )〉 = x0


1 +

1
2

(
ν

Dϕ

)2 [
Dϕt + exp(−Dϕt ) − 1

]
, (B.6)

as stated in Eq. (3.1). Note that in principle, also higher moments of the stochastic integral in
Eq. (B.5) can be computed [227]. However, the results become increasingly complex (and thus
more and more laborious to obtain), while not providing any signi�cantly new insight into
the current problem.

For x0 > 0, Eq. (B.6) predicts a swimmer to drift to the right, that is, toward a higher
activation density, as discussed in Ch. 3.1. Yet, for the sake of completeness, we remark that
a negative starting value, x0 < 0, implies a drift of the swimmer to the left, which might be
surprising at �rst glance. Note, however, that for x < 0 the self-propulsion speed νx becomes
increasingly negative. Nevertheless, its sign is of no consequence, as cosϕ takes on positive
and negative values anyway, depending on the actual particle orientation. The swimmer’s
dynamics in the negative half-space is thus just the mirror-symmetric image of its dynamics
in the positive half-space, why the drift to the left occurring for x0 < 0 also corresponds to a
drift toward higher activation densities.
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ix C
Tactic Shift Induced by a Soliton-Like Pulse

L et the activating pulse have a simple exponentially decaying symmetric pro�le,w (x ) =

sech(x ), and D0 = 0. Starting from Eq. (3.10), we further rescale the time, t =: (v0/u)τ ,
which leaves only one e�ective parameter, η := v2

0/(2DϕLu), in the resulting FPE.
Upon introducing the auxiliary coordinate χ , x =: arsinh(√η χ ), we rewrite the new FPE as

∂P (χ ,τ )

∂τ
=

*.
,

∂2

∂χ 2 +
∂

∂χ

√
1
η
+ χ 2 +/

-
P (χ ,τ ), (C.1)

which for slow wave pulses, u � v2
0/(2DϕL) or η � 1, respectively, can be approximated by

∂P (χ ,τ )

∂τ
=

(
∂2

∂χ 2 +
∂

∂χ
|χ |

)
P (χ ,τ ). (C.2)

For χ ≥ 0 [χ < 0], the corresponding Fokker-Planck operator is associated with a Hermitian
operator, F̂(χ ) → exp(χ 2/4)F̂(χ ) exp(−χ 2/4)

[
F̂(χ ) → exp(−χ 2/4)F̂(χ ) exp(χ 2/4)

]
[216].

Accordingly, the FPE (C.2) can be mapped onto the Schrödinger equation for a particle in the
piecewise harmonic potential

V (χ ) =




1
4 (χ

2 − 2) : χ ≥ 0
1
4 (χ

2 + 2) : χ < 0.

The probability density P (χ ,τ ) could therefore be expressed, at least in principle, in terms
of the eigenvalues and eigenfunctions of such Schrödinger equation. However, in view of
the potential cusp at χ = 0, that would be a challenging task. We thus resort once more to
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computing the MFPT, 〈τ (χ1 |χ )〉, by solving the relevant di�erential equation associated with
the FPE (C.2), namely

− 1 =
(
∂2

∂χ 2 − |χ |
∂

∂χ

)
〈τ (χ1 |χ )〉, (C.3)

with the boundary and continuity conditions

i) 〈τ (χ1 |χ1)〉 = 0,

ii) 〈τ (χ1 |0+)〉 = 〈τ (χ1 |0−)〉,

iii)
∂〈τ (χ1 |χ )〉

∂χ

�����χ=0+
=
∂〈τ (χ1 |χ )〉

∂χ

�����χ=0−
,

iv)
∂〈τ (χ1 |χ )〉

∂χ

�����χ→∞
= 0.

Its solution for χ ≥ 0 reads

〈τ (χ1 |χ )〉 =
π

2

[
er�

(
χ
√

2

)
− erf

(
χ1
√

2

)]
−
χ 2

2 2F2

(
1, 1;

3
2
, 2;

χ 2

2

)
+
χ 2

1
2 2F2

(
1, 1;

3
2
, 2;−

χ 2
1

2

)
, (C.4)

where er�(x ) :=
(
2/
√
π

) ∫ x

0 exp
(
y2

)
dy is the imaginary error function and

2F2

(
1, 1;

3
2
, 2;x

)
=

√
π

x

√
x∫

0

erf (y) exp
(
y2

)
dy (C.5)

is a generalized hypergeometric function [278]. Thus, since in the present notation the particle
displacement in the laboratory frame is calculated as L[x (t ) − x0 + τ ], the swimmer’s tactic
shift is formally given by the expression

∆(∞) = L lim
x1→−∞
x0→∞

{
x1 − x0 +

π

2

[
er�

(
sinh(x0)
√

2η

)
− erf

(
sinh(x1)
√

2η

)]

−
sinh2(x0)

2η 2F2

(
1, 1;

3
2
, 2;

sinh2(x0)

2η

)
+

sinh2(x1)

2η 2F2

(
1, 1;

3
2
, 2;−

sinh2(x1)

2η

)}
.

(C.6)

In order to explicitly take the above limits, one must now determine the asymptotic expansions
of the special functions in Eq. (C.6). For er�(x ), this can be easily accomplished [279],

er�(x ) ∼
exp

(
x2

)
√
π x

(x → ∞). (C.7)

The expansion of the hypergeometric function 2F2 for x → ±∞ is somewhat more
elaborate. We start by considering its integral representation for negative arguments,

2F2

(
1, 1;

3
2
, 2;−x

)
=

√
π

x

√
x∫

0

er�(y) exp
(
−y2

)
dy (x > 0), (C.8)
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which follows directly from Eq. (C.5). By means of some algebraic substitutions and a binomial
series expansion, the latter expression can then be brought to the form

2F2

(
1, 1;

3
2
, 2;−x

)
=

1
2x

x∫
0

1 − exp(−y)

y
√

1 − y
x

dy

=
1
2

∞∑
n=0

(
−1

2
n

)
(−1)nx−(n+1)

x∫
0

yn−1 [1 − exp(−y)] dy. (C.9)

The last integral in the above equation yields for n = 0:
x∫

0

1 − exp(−y)
y

dy = lim
y→0

[ln(x ) − ln(y) + E1(x ) − E1(y)] , (C.10)

whereE1(x ) :=
∫ ∞
x

e−y/y dy is the exponential integral [187]. Upon considering the asymptotic
behavior of E1(x ) in the limits x → 0 and x → ∞ [187], we �nally obtain

x∫
0

1 − exp(−y)
y

dy ∼ γ + ln(x ) (x → ∞), (C.11)

with γ ≈ 0.577 denoting the Euler-Mascheroni constant. For n ≥ 1, the integral in the second
line of Eq. (C.9) can readily be calculated [280], namely

x∫
0

yn−1 [1 − exp(−y)] dy =
xn

n
+ exp(−x )

n−1∑
i=0

(
n − 1
i

)
i!xn−1−i (n ≥ 1). (C.12)

In conclusion, the asymptotic expansion of the hypergeometric function of Eq. (C.8) for large
negative arguments reads, to the lowest orders,

2F2

(
1, 1;

3
2
, 2;−x

)
∼

1
2x


ln(x ) + γ +

∞∑
n=1

(
−1

2
n

)
(−1)n

n


. (C.13)

To sum the series of Eq. (C.13), we start from the integral representation of the digamma
function Ψ(x ) [280],

Ψ(x ) = −γ +

1∫
0

yx−1 − 1
y − 1

dy, (C.14)

which, in turn, can be expanded into a Newton series, yielding

Ψ(x ) = −γ −
∞∑
n=1

(
x − 1
n

)
(−1)n

n
. (C.15)
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Upon setting x = 1/2 in Eq. (C.15), one obtains the identity [187]

∞∑
n=1

(
−1

2
n

)
(−1)n

n
= −γ − Ψ

(1
2

)
= ln(4), (C.16)

which, replaced into Eq. (C.13), leads to our �nal result,

2F2

(
1, 1;

3
2
, 2;−x

)
∼

ln(4x ) + γ
2x

(x → ∞). (C.17)

The asymptotic expansion of the 2F2 function for large positive arguments follows imme-
diately from the identity

2F2

(
1, 1;

3
2
, 2;x

)
=

π

2x
erf

(√
x
)

er�
(√

x
)
− 2F2

(
1, 1;

3
2
, 2;−x

)
, (C.18)

which one derives from Eq. (C.5) by partial integration. Hence, for x → ∞,

2F2

(
1, 1;

3
2
, 2;x

)
∼

√
π exp(x )
2x3/2 −

ln(4x ) + γ
2x

. (C.19)

By inserting the asymptotic expansions of Eqs. (C.7), (C.17), and (C.19) into Eq. (C.6),
one veri�es that the singularities for x0 → ∞ and x1 → −∞ cancel out as expected
(ln[4 sinh2(x )] ∼ 2|x | for x → ±∞) and the �nal result simpli�es to the tractable expression
in Eq. (3.19).
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ix D
Numerical Methods

T he numerical results of Chs. 3–5, namely the tactic response of an arti�cial micro-
swimmer to traveling activation pulses, were obtained by numerically integrating the
LE (2.50)1 or the corresponding FPE, which is Eq. (3.5) for s = Ω = 0, Eq. (4.16) for

s = 0 and Ω , 0, and Eq. (5.4) for s , 0 and Ω = 0. Both numerical approaches yield—within
their respective accuracy—the same results, so that we can adopt either of them, as more
convenient. In general, solving the FPE is advantageous, since numerically integrating the LE
for an ensemble of particles is rather time-consuming. For certain parameter ranges however,
namely when the probability density P is sharply peaked, the spatial grid, on which the tem-
poral evolution of the FPE has to be solved, would grow extremely �ne. Memory consumption
and computation time then explode, so that the numerical integration of the LE proves more
e�ective.

D.1 Langevin Formalism

In the Langevin formalism, we numerically integrated the stochastic di�erential equations
(2.50) by means of a standard Euler-Maruyama scheme [281], where the random numbers
representing Gaussian white noise were generated using the Mersenne twister algorithm
[282]. The stochastic averages were then taken over an ensemble of swimmer trajectories
with random initial orientations, ϕ0 ∈ [0, 2π ]. In order to reduce the stochastic errors, we
applied the variance reduction technique of anti-thetic variates [283] and implemented the

1We remind that for a self-polarizing swimmer, s , 0, the angular Langevin dynamics follows from Eq. (5.3).
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multilevel Monte Carlo method [284, 285]. The latter allows to control both the stochastic
and the discretization error of the numerical integration. Finally, the computation time was
signi�cantly shortened by parallelizing the simulation of the swimmer trajectories on a
graphics processing unit using CUDA [286].

D.2 Fokker-Planck Formalism

An alternative (and usually faster) way to calculate the swimmer’s tactic shift or drift is
based on the Fokker-Planck formalism. Here, the appropriate FPE is numerically solved for
the probability density P , from which the moments of any function f of the swimmer state
(x ,y,ϕ) can be calculated by simple integration:

〈
f (x ,y,ϕ)n

〉
=

∞∫
−∞

∞∫
−∞

2π∫
0

f (x ,y,ϕ)nP (x ,y,ϕ, t ) dϕ dy dx . (D.1)

Note that, as mentioned in Ch. 3, the transverse coordinate y is dispensable for achiral
swimmers with Ω = 0, such that the integration over y can be performed before solving
the FPE. This reduces the latter to a partial di�erential equation for the two-dimensional
probability density P (x ,ϕ, t ) and, therefore, signi�cantly saves memory and computation
time.

For the numerical solution of the FPE we applied the method of lines [287], where the
“spatial” discretization in the coordinates x , ϕ and, if necessary, y was performed using a
central di�erencing scheme of varying order [288]. The resulting system of coupled ordinary
di�erential equations in time was then integrated by means of a second-order backward
di�erentiation formula [289]. However, in some situations the latter approach became nu-
merically instable, so that we had recourse to the �nite volume method implemented within
FiPy [290]. Here, the discretization in the coordinates x , ϕ, and y was realized by applying
the power-law scheme [291] and the subsequent temporal integration was performed using
an adaptive �rst-order backward di�erentiation formula.

In order to calculate the tactic shift discussed in Ch. 3, ∆(t ), the FPE (3.5) was solved nu-
merically for periodic boundary conditions in the angular coordinate ϕ and natural boundary
conditions in the spatial coordinate x . The latter condition requires that limx→±∞ P (x ,ϕ, t ) =

limx→±∞ Jx (x ,ϕ, t ) = 0, where Jx denotes the probability current in the x direction. Since we
used the dimensionless coordinates in the co-moving pulse frame (see Ch. 3.4) also in our
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numerical code, we eventually obtained ∆(t ) from Eq. (3.11), that is,

∆(t ) = L
*..
,

∞∫
−∞

2π∫
0

xP (x ,ϕ, t ) dϕ dx − x0 +
u

v0
t

+//
-
. (D.2)

Accordingly, the swimmer’s �nal tactic shift ∆(∞) follows from the above equation in the
limit t → ∞.

For the computation of the tactic driftvx orvy , we recast the FPE into a continuity equation,
which in its most general form (i.e., accounting also for particle chirality and self-polarization)
reads

∂P (x ,y,ϕ, t )

∂t
= −
∂Jx (x ,y,ϕ, t )

∂x
−
∂Jy (x ,y,ϕ, t )

∂y
−
∂Jϕ (x ,y,ϕ, t )

∂ϕ
, (D.3)

with
Jx (x ,y,ϕ, t ) =

(
−
D0

Lv0

∂

∂x
+w (x ) cosϕ −

u

v0

)
P (x ,y,ϕ, t ),

Jy (x ,y,ϕ, t ) =

(
−
D0

Lv0

∂

∂y
+w (x ) sinϕ

)
P (x ,y,ϕ, t ),

Jϕ (x ,y,ϕ, t ) =

(
−
DϕL

v0

∂

∂ϕ
+
ΩL

v0
− s

dw (x )

dx
sinϕ

)
P (x ,y,ϕ, t ).

(D.4)

Here, Jy and Jϕ are, respectively, the probability current in the y and ϕ direction. Periodic
boundary conditions were assumed for all three variables x , y, and ϕ, with relevant periods 1,
1, and 2π . This amounts to the one-zone reduced formulation of the probability density [262],

P̃ (x ,y,ϕ, t ) =
∞∑

i=−∞

∞∑
n=−∞

∞∑
m=−∞

P (x + i,y + n,ϕ + 2πm, t ), (D.5)

see Chs. 4.1.1 and 4.4.2. Finally, upon numerically calculating the swimmer’s probability
density P , the tactic drift velocities were computed as the stationary probability currents in
the x and y direction, transformed back to the laboratory frame,

vx = v0

1∫
0

1∫
0

2π∫
0

lim
t→∞

Jx (x ,y,ϕ, t ) dϕ dy dx + u,

vy = v0

1∫
0

1∫
0

2π∫
0

lim
t→∞

Jy (x ,y,ϕ, t ) dϕ dy dx .

(D.6)
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