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Abstract

This thesis investigates the phenomenon of Anderson anti-localization in oxide
heterostructures.

The strong spin-orbit coupling in many two-dimensional oxide materials appears
in form of a weak anti-localization signature in magneto-transport. This signature
depends significantly on microscopic details of the relevant spin relaxation mechanism,
but has often been misinterpreted in the literature. This thesis clarifies the different
microscopic pictures and selects suitable fitting formulas.

Beyond conventional weak anti-localization theory, which involves spin-1/2 particles,
this thesis provides a closed form result for the magneto-transport of spin-3/2 states.
This four-level system offers a generic model for a multiband weak anti-localization
theory and identifies the coupling between Landau levels in the quintet and septet
channel of the Cooperon as a key mechanism for the specific signature in magneto-
transport.

Furthermore, weak anti-localization in oxide heterostructures is often obfuscated by
the multiband Hall effect. A numerical analysis is developed that singles out the weak
anti-localization contribution self-consistently. This analysis is successfully applied to
data obtained from the LaAlO3/SrTiOs heterostructure, identifying the spin structure
at the Fermi surface and revealing an unexpected hole-like charge carrier.

The spin structure is also analyzed for magneto-transport data recently obtained
from thin monolayers of BaPbO3 on SrTiOs. The so far undetected symplectic-metal—
insulator transition is proposed for this structure and related materials, due to strong
spin-orbit coupling, high charge carrier density, and single band behavior.
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1.1 Overview

Heterostructures of oxide materials are believed to be one of the building blocks of post
semiconductor devices. Due to the tunability of several coupled degrees of freedom like charge,
spin, orbital, and dimensionality, and even due to the impact of disorder, these materials inhibit
rich physical behavior like magnetism, unconventional superconductivity, or topological spin
structures. However, gaining a better understanding of these materials is still very challenging
due to their complex nature. Even though the control during growth processes achieved a high
level, the physical properties of many systems are still not very well understood. Many groups
worldwide are trying to take oxide heterostructures to the next level.

Quite general concepts, which I will review in the first chapter, indicate that low-dimensional
systems (that is, systems with only one or two effective spatial dimensions, like thin films
or nanowires) cannot support a metallic state (that is, a state supporting electric transport
at absolute zero temperature for arbitrary large samples). The reason is that mobile charge
carriers are localized by any amount of disorder. This kind of low-dimensional electronic
ground state, described in the late 1970s by the “Gang of Four™!, is called an Anderson insulator
and relates back to Anderson’s ideas from the 1950s [1, 2].

Nevertheless, strong indications for a metallic state, as well as a metal-insulator transi-
tion, have actually been found in two-dimensional semiconductor devices during the 1990s,
contradicting the theoretical proposal [3, 4]. This kind of metallic state seems to be driven
by electron-electron interaction and might overcome the constraints of low-dimensionality
and disorder, outruling the picture of single electrons drawn by the theoretical prediction of
localization [1].

1 Abrahams, Anderson, Licciardello, and Ramakrishnan (1979) [1].
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There is a second fundamental type of metallic state in two spatial dimensions that has
been predicted by theory and is understood in the framework of one-particle physics. This
kind of metallic state is not driven by interaction, but by spin-orbit coupling: in combination
with disorder, the relativistic effect of spin—orbit coupling results in the concept of anti-
localization, the counterpart of the well-established Anderson localization. This mechanism
lets the fermionic particle become mobile due to destructive interference in self-intersecting
paths, which are enhanced by disorder. Due to the link to the symplectic symmetry of spin—
orbit coupling, this metallic state is called a symplectic metal. Although the prediction of this
state leads back to the 1980s [5], no experimental affirmation of the symplectic metal-insulator
transition has been achieved so far, not even in well-controlled artificial lattices using ultracold
atoms.

A major advantage of electronic systems in oxide materials—besides their strong confinement
to two dimensions and the incorporated strong spin—orbit coupling—is a relatively high electron
density, compared to the semiconductor quantum wells. This provides the possibility that the
electron—electron interaction is well screened in oxide materials and allows the symplectic
metallic state to emerge. On the other hand, oxide materials are also much more intriguing and
more difficult to control. Magnetism, superconductivity, and multiband effects hinder an easy
extraction of the symplectic state. In the search for a material that provides the symplectic
metal state, all interference factors have to be understood quite well to come to a decisive
conclusion.

The detailed understanding of Anderson anti-localization in low-dimensional oxide materials
is the focus of this thesis. It is crucial to treat multiband effects and anti-localization on an
equal footing, and I extend the current theories in several aspects: First, for the weakly
disordered regime, I derive a closed form weak anti-localization formula for a multiband
spin—orbit coupling. Secondly, I develop a self-consistent numerical analysis to single out
the anti-localization contribution from the multiband Hall effect in magneto-transport data.
Furthermore, I propose a sMIT, so far undetected in experiment, for the strongly disordered
regime in a special kind of recently investigated oxide material.

The thesis is structured as follows:

« In Chapter 1, I give an introduction into Anderson localization. I briefly discuss the An-
derson model, the concept of conductivity in different spatial dimensions, and Anderson
metal-insulator transitions. Furthermore, I introduce the weak localization corrections,
which can be calculated by considering maximally crossed diagrams within the Kubo
linear response technique. Weak localization has been a great concept for experiments
due to its sensitivity to an external magnetic field and its signature in the temperature
dependent resistivity. This review is the starting point for the elaborations in this thesis.

« Chapter 2 represents the theoretical core of this thesis. I review established theories
for weak anti-localization and emphasize their distinctions in the microscopic picture,
as well as in their magneto-transport signature, because these signatures have often
been misinterpreted in the literature. I discuss not only the widely known Hikami-
Larkin-Nagaoka-theory [6], which treats spin—orbit scatterers, but also the Iordanskii—
Lyanda-Geller-Pikus-theory [7], which treats the spin—orbit coupling in terms of a
spin dependent band splitting and has to be chosen as correct description for weak
anti-localization in interfaces of heterostructures. I extend the established results with
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calculations for anisotropic and cubic Rashba Hamiltonians as well as a multiband model
by considering spin—orbit coupling for spin-3/2. This four-level system provides a generic
model, which I employ to examine the impact of the multiband effect in the theory of
weak anti-localization [8].

« Chapter 3 focuses on the analysis of experimental magneto-transport data obtained in
LaAlOs/SrTiOj; heterostructures, provided by experimental collaborators in Stuttgart?, as
well as novel structures based on barium oxides, provided by experimental collaborators
in Augsburg®. In case of the LaAlO3/SrTiO3 heterostructure, the weak anti-localization
signature is obfuscated by the multiband Hall effect. I develop a self-consistent data
analysis that allows to single out the quantum correction. The results regarding the
LaAlOs/SrTiOs interface, including a three-fold winding spin structure at the Fermi
surface, as well as an unexpected hole-like charge carrier, have been published in:

Seiler et al., Phys. Rev. B 97 075136 (2018) (Ref. [9]).

Based on the first analysis of thin films of BaPbO3; on SrTiOs, I propose a detectable
symplectic metal-insulator transition in this structure or related materials, due to strong
spin-orbit coupling, high charge carrier density and single-band behavior [10].

+ Chapter 4 draws a conclusion of the results. I raise several further questions for future
investigations, as well as recommendations for prospective experimental and theoretical
projects regarding anti-localization in low-dimensional oxide materials.

The appendices contain additional detailed information:

+ Appendix A includes calculations of the electric response in the disordered electronic
system, like the Drude and Boltzmann conductivity. This appendix focuses on details
that provide the basis of calculations in Chap. 2, like the emergence of the diffusion pole
in the density—density correlation function.

+ Appendix B contains mathematical details on the weak anti-localization evaluation for
the spin-3/2 model in Chap. 2.

« Appendix C discusses details on the Hall effect and the self-consistent fitting rou-
tine used in the data analysis of Chap. 3. This routine allows to single out the WAL
contribution from the multiband Hall effect.

« In Appendix D, further contributions to the conductivity are considered, namely quan-
tum corrections due to electron—-electron interaction and superconducting fluctuations,
as well as the anomalous Hall effect. These contributions are addressed in the analysis
of the experimental data in Chap. 3.

2 Zabaleta, Wanke, and Mannhart, Max Planck Institute for Solid State Research Stuttgart.
3 Meir and Hammerl, Chair of Experimental Physics 6, University of Augsburg,
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1.2 Conductivity in the Different Spatial Dimensions

The conductance G of a bulk sample is classically described by Ohm’s Law

A
G=0—, 1.1
o7 (1.1)

where A is the cross section of the sample, L its length and o the material specific conductivity.
In Drude’s theory, the conductivity is given by

T’l€2T

o= = ney, (1.2)
where n is the charge carrier density, e the elementary charge, 7 the relaxation time, m the
(effective) mass of the charge carriers, and p the charge carrier mobility (see Sec. A.2). Working
with the more elaborate Boltzmann transport theory, one ends up with the same formal
expression, Eq. (1.2), but although all free electrons of the system contribute to the density n,
only particles at the Fermi level participate in scattering processes and undergo local relaxation,
thus 7 actually is 7 (k) (see Sec. A.3). Apparently, the conductivity is finite as long as the
electron density and mobility are finite. In this case, the system will respond with an electric
current when an electric field is applied, and we refer to such a system as a metallic one,
whereas it is insulating in the absence of electric current.

The electron density n in the Drude conductivity Eq. (1.2) is dependent on the space dimen-
sions in which the electric current flows, and might be a three-, two-, or even one-dimensional
property. Therefore, the conductivity (or specific conductance) o and its inverse, the resistivity
(or specific resistance) p, are given in units of

1
Qmd-2 >

[o] = (1.3)

[p] = Qm“2. (1.4)

Note that conductivity and resistivity depend on the dimension d of the considered system,
but are length independent when d is fixed, as they are inherent material properties.

Conductance and resistance, however, depend on the length of a specific sample, because
they are determined (in three dimensions) via Ohm’s law. If we specify the appearing lengths
in Eq. (1.1) in terms of a d-dimensional hypercube of length L (see Fig. 1.1), we find the strong
dimensional dependence

G = oL%?, (1.5)
P
= i (1.6)
and for the units of conductance and resistance
[G] = (1.7)
- Q, .
[R] = Q. (1.8)

Therefore, conductance and resistance scale with the L, but are independent of d when L is
fixed. This is also apparent in the conductance quantum, ¢’/n, which carries the same units
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Figure 1.1: Resistance for different dimensions and length scales. For the following arguments,
we keep the resistivity constant. If we measure the resistance over the full length
of a one dimensional wire, and repeat the measurement by taking only half of this
length, the value for the longer distance is twice the value of the shorter one. In
a thin film, the larger plate and the smaller plate yields the same result for the
resistance. In three dimensions, by measuring a cube, we cut out 1/s of the cube
and find that the resistance value of the larger cube is only half of the value of the
smaller cube.

Figure 1.2: Dimensions of a thin film.
In a thin film, we refer to thick-
/ ness t, width w and length [, in
I l respect to the direction of the
(T electric current, I. These are

used for the definition of the
sheet resistance, Ryy,.

independent of the dimensionality of the system. According to Eq. (1.6), for constant finite
resistivity, the resistance decreases with system size in three dimensions. Therefore, we expect
a sample to show better and better metallic behavior when we increase it in size. Instead,
for a one-dimensional wire, the resistance increases with growing system size. The case of a
two-dimensional sheet is the marginal case between a good and a poor macroscopic conductor:
the resistance does not depend on the system size.

The special case of two spatial dimensions is in the focus of this thesis. In this case, resistivity
and resistance are formally equivalent due to Eq. (1.6). For thin films, which can be considered
to be effectively two-dimensional, the quantity of sheet resistance, Ry, is a useful quantity for
electric measurements. It is defined as the resistivity per thickness t, Ry, = #/t, which gives
R = Ral/w (see Fig. 1.2) and can be directly determined in a four-terminal measurement. Ry,
carries the same units as the bulk resistance, Q, but to distinguish between the two properties,
for the sheet resistance the units Ohm-square, QUI, or Ohm per square, /0, are used likewise.
The electron mobility p in the Drude picture can now be defined using either the resistivity or
the sheet resistance, /y = ensqp = ensqtP/t = enygRen.*

4 In Appendix C, we derive formulas for a multiband Hall effect in terms of the set {p, n}. To use the formulas
for a two-dimensional system, one can easily replace the variables by {Ryy,, noq}, and all formulas derived here
are still valid.
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1.3 A Short Theory of Anderson Localization

One central issue of condensed matter physics is the classification and description of macro-
scopic phases like (anti-)ferromagnetism, quantum or classical spin glasses, or superconductiv-
ity, in terms of a microscopic theory. In this framework it is also highly relevant to distinguish
between a metal and an insulator, dependent on the response with an electric current at abso-
lute zero temperature if an external electric field is applied (or, by the sensitivity of electronic
states regarding a change of the boundary condition, called Thouless criterion [11]).

There are mainly three classes of insulators that have been discussed in course of time. The
Bloch insulator is the one we know for the longest time [12]. The single electron states in
a perfect crystal are organized in bands. If an energy gap lies between the highest occupied
and the lowest empty band state, the system is insulating. Some finite energy excitation is
necessary to lift a particle into the higher band, where it can contribute to a current. However,
even in this example, there lies a much deeper subtlety, as topological terms in the Hamiltonian
might result in topologically distinguishable band insulators. Some of them are insulating in
the bulk only, but carry nonetheless edge states, which are robust against perturbations (see,
e.g., Ref. [13]).

A second class of insulators are the Mott insulators [14]. In some transition metal oxides,
for example, single electron band theory predicts electronic states at the Fermi energy, but the
strong electron—electron interaction seems to suppress electronic transport in those systems
completely. This kind of insulator can be understood by considering the Hubbard model, which
describes transfer of electrons to neighboring sites but also treats local interaction [15]. To
stay in the picture of an energy gap, a gap does not open between Bloch bands, but between
Hubbard bands in Fock space.’

The third class is the Anderson insulator [2] and will be in focus on in this thesis. This
insulator is driven by disorder: even in a non-interacting single particle picture, disorder
introduces a random potential in which the charge carriers get localized. This phenomenon
arises from self-interference of the single particle state. Electron—electron interaction, spin—
orbit coupling, and topology have their distinct influence on the Anderson insulator.

In the following, we review some properties of the Anderson model, which describes the
localization transition for strong disorder, before we examine quantum corrections to the
conductivity, which are relevant for weak disorder.

1.3.1 The Anderson Model

In 1958, Anderson showed that for an electron wave, scattered by a static, but random potential,
the diffusion process can be suppressed completely by interference of phase factors collected
along distinct paths [2]. In this case, although a Bloch wave is delocalized in a perfect crystal,
the state gets trapped in presence of disorder and no longer contributes to transport. The
strength of disorder in a (three-dimensional) system can therefore control a metal-insulator
transition, which is called the Anderson MIT.

> The “Hubbard bands” are not bands in the sense of (quasi-)particle excitations, as in metals and semiconductors,
but in the sense of incoherent many-particle excitations. Only at the Fermi energy of two and three-dimensional
systems, excitations of finite quasiparticle weight might exist in the metallic phase.
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Figure 1.3: Density of states for the one-dimensional Anderson model. We show the disordered
case with disorder strength W/: = 0.25 (red curve) in comparison with the ordered
state, W/: = 0 (blue curve). The density of states N is very similar in both cases,
despite the strong disorder potential.

For an analysis of disorder effects, Anderson has established a tight-binding model that
includes random on-site potentials:

H = WZ gcic; —t Z cjcj, (1.9)

(i.4)

where cj (c;) creates (annihilates) an electron on site i, ¢ is the hopping amplitude between
nearest neighbors, |¢;| < 0.5 is a random number, and W is the strength of the disorder.

For W = 0, but ¢t # 0, we obtain the limit of the ordinary tight-binding Hamiltonian and
the eigenstates are classified as Bloch states, extended over the whole system. On the other
hand, in the limit of t = 0, but W # 0, only the on-site energies remain and the electronic state
collapses onto individual sites. A numerical analysis of the model given by Eq. (1.9) shows, that
for dimension d = {1, 2} all states of the system are localized for any finite value of W [11].
Only in the case d = 3, one finds a critical value w, for the ratio w = (W/:), distinguishing
whether all states are localized for w > w,., or extended states exist for w < w.. Even for
w < w, localized states still exist in the band edges and are separated from the extended states
by the so-called mobility edge, a concept which has been introduced by Mott and which can
be used to tune between metallic and insulating behavior [16, 17].

However, the localization argument is more involved. As an example, we implement via
Eq. (1.9) a one-dimensional Anderson model on an atomic chain and compare the eigenvalues
as well as the density of states with the case of vanishing disorder. We find that for small
disorder, the eigenvalues ¢ are still distributed very similar in comparison to the ordered case
and the density of states shows a slightly broadened band width (see Fig. 1.3). The states,
however, become exponentially localized, |/ (r)|* o exp (=Ir-rl/¢) [18] (see the exact solution
for one dimension, Ref. [19]). Still, the localization length, £, might be large and a small sample
with weak disorder might appear to provide a metallic state in an experiment.

Note that instead of crystal momentum, which is a good quantum number only in the
translational invariant system, the eigenvalues can be classified by a boundary phase ¢, which
is defined for the hopping amplitude ¢ exp (i¢) between the two edges of the chain (see Fig. 1.4).
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Figure 1.4: Eigenvalues of an atomic chain with boundary twist. We model a tight-binding
chain with hopping parameter t and four sites. The chain is closed with hopping
parameter t exp(ih) between its two edges. In the ordered state (left picture), the
eigenvalues are 2z-periodic in the boundary phase ¢. However, by following a
“band” in ¢-space, the periodicity of this “band” is 27 X(number of sites). In the
disordered case (right picture) with on-site potential 4/: = 0.5 on only one atom in
the chain, the “band” periodicity is only 27 and has lost the system size dependence.

This creates periodic boundary conditions for ¢ = 0, and anti-periodic boundary conditions for
¢ = m, and has been a tool for several numerical investigations on topological insulators [20].
In an ordered atomic chain with hopping parameter ¢, the system size L defines the momenta
via k = 27n/L in the cosine band ¢, = —2t cos (k) (lattice constant set to one). A boundary twist
of A¢p = 2 leaves the eigenvalues invariant but shifts each state by an amount of Ak = 27/L in
momentum space (see also Laughlin, Ref. [21]). In this case, the boundary phase translates
into crystal momentum for the invariant system, and the Bloch states have a periodictiy of
27L, dependent on the full system size. In the disordered state, this picture changes. In one
dimension, for an arbitrarily small on-site potential on only one site, the states loose any
dependence of the system size and become 27-periodic.

We already mentioned the importance of self-interference in the phenomenon of Anderson
localization. For an illustration, we draw the following picture [16, 22]: Let a wave function
spread from an origin ry. To calculate the probability P4 to find the particle at some location r4,
we have to consider each possible path, denoted by i and with amplitude A;. The amplitudes
A; are given by products of propagators along the path [23]. Together,

_ 2 *
Pa= Z A2 + ZAiAj, (1.10)
i i,j

where the latter term is the interference term. When this interference term averages to zero,
the Boltzmann approach is valid, considering classical paths for the particle. However, for
the special case when one particle wave is scattered in the closed loop of a self-intersecting
path (see Fig. 1.5), the interference term is non-trivial, as long as the wave function scatters
coherently. The closed path with amplitude A and its time reversal counterpart with amplitude
A™ now interfere constructively: in the coherent case, AT™R = A, yielding

P = 4]A)%, (1.11)
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)
4_//_’ \ Figure 1.5: Self-interference in a closed loop.
o

o
When the elastic scattering rate is
much larger than the inelastic scatter-
o ing rate, 1/ > 1/z, self-intersecting
paths become of importance. Interfer-
o ence between the path in one direc-
tion (blue) and its time reversal coun-
/ terpart (red) results to an increased

probability to be located in the loop.

whereas by neglecting the interference effects (in the non-coherent case), we find
|
P§ = 2|A] (1.12)

The probability for being located in the closed loop is enhanced by a factor of two: the quantum
mechanical wave has a tendency to get trapped compared to classically moving particles.

1.3.2 Strong Disorder and Criticality

Nowadays, it is well accepted that the Anderson transition can be classified as a continuous
phase transition, driven by disorder. However, the nature of the corresponding order parameter
is still under debate, although it seems to be connected to the local density of states [18, 24].

In 1976, Wegner succeeded in describing the Anderson transition in analogy to magnetic
phase transitions [25]. This implies a correlation length & (corresponding to the localization
length on the insulating side of the transition), which diverges with critical exponent v when
the conductance G reaches the critical value, according to

Eoc|G-Ge|™. (1.13)

In a seminal paper, Abrahams, Anderson, Licciardello, and Ramakrishnan (the “Gang of Four”)
established a scaling theory of localization [1] (see also Ref. [26]). The fundamental principle
of this theory is that the dimensionless conductance,

1) = 56(0), (1.14)

is a universal function of the system size L and is the only quantity that characterizes the phase
transition. Using renormalization group techniques, a 3-function can be defined that describes
the change of the conductance with the system size,

_dIng(L)

B(sD) = —p (1.15)

The scaling theory claims that all finite size systems of the same universality class obey the
same [3-function, Eq. (1.15), only the microscopic details of a sample determine the exact
position on the curve. When the system size is increased, the conductance begins to flow with
the B-function. If the 3-function is positive, the system is characterized as metallic due to
a conductance that grows with system size and g o« L4 in the thermodynamic limit. If the
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[3-function is negative instead, the conductance flows to smaller values towards localization,
g « e %L, Where the B-function crosses zero, an unstable fixed point is found, marking a
metal-insulator transition:

B(g)>0: metal,
B(g) =0: metal-insulator transition, (1.16)

B(g) <0: insulator.
For the Drude case, Eq. (1.5) demands a (3-function of the form
BDrude(g) —d-2. (117)

For the weakly localized regime at large g, perturbation theory in 1/ results in corrections to the
constant ohmic behavior that cause a reduction of the 3-function for all three dimensions with
decreasing conductance g (see Sec. 1.4). In case of strong disorder and small g, an expansion in g
shows that the correction results in an increase of the -function with increasing conductance.
A continuous extrapolation between those two limits is valid, as long as the system size is
finite [1].

In Fig. 1.6 we adapted the more elaborated four-loop order perturbation terms calculated by
Wegner [5] (see also Ref. [18]), which is given by

d—2- L _ 3t g>1
Bo [g(L)] = T8 Arg) , (1.18)
const + In g, gx1

where ((n) is the Riemannian (-function. This four loop calculation is based on the field
theoretical description of non-linear o models [27, 28], which results in the same flow equation
for the 3-functions and therefore justifies the scaling approach of the “Gang of Four”.®

Remarkably, in one and two spatial dimensions there is no true metallic behavior, because the
[3-function is always negative for any finite disorder strength. However, in three dimensions,
the (3-function crosses the zero line, resulting in an unstable fixed point at g = g, where the
conductance becomes independent of all length scales. This marks the phase transition from
metal to insulator: all systems with a macroscopic conductance g < g_ are insulators, and all
with g > g_ are metals. Still, even if all states are localized in d = 2, the localization length can
be arbitrarily large at finite temperature, and a sample might appear metallic in a transport
experiment.

Near critical points, physical behavior can often be described with power laws. The exponents
of the power laws are universal, meaning, independent of microscopic details, and define the
different universality classes. To analyze the scaling behavior for the three-dimensional MIT, we
linearize the -function near the critical point. We follow the elaborations in Refs. [5, 16, 32, 33].
The linearized (3-function is given by

dln(g%)

_\&J g
Tl —sln( ), (1.19)

8c

6 This loop expansion is performed for the small parameter 7/zrr. When the ladder diagrams are calculated for
the conductivity (see Sec. A.4), one finds for the diffusion constant D « ¢p7, see Eq. (A.93) and Eq. (A.104).
Diagrams involving crossed diagrams are of order %/esz and correspond to a one-loop expansion. On class
of these diagrams, the so-called maximally crossed diagrams, are treated explicitly in Sec. 1.4 and result in
a Cooper pole and the phenomenon of weak localization. In the framework of the non-linear o model for a
system with dimension d = 2 + €, where € is small, corrections for higher order in powers of 7/er correspond
to a higher number of loops in diagramatic perturbation theory [5, 18, 29-31].
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1.3 A Short Theory of Anderson Localization

Figure 1.6: Four-loop order f-function. As
calculated by Wegner [5], the 3-
function in d = {1, 2} is always
negative for any finite disorder
strength, indicating no true
metallic behavior. In d = 3, the
[3-function crosses the zero line,
which marks a metal-insulator
transition.

Bo(g)

where s is the slope of the (3-function at g,.. We integrate from a microscopic length scale Ljc
to the length scale L, where the macroscopic regime begins. This yields

Ing InL
/ 1
/dln(g—)—g:s / dinL’, (1.20)
h’l gmic gc ln (g_L ) h’l Lmic

and finally

(1.21)

£
(L) - () g
In (%) 8mic ~ gc’

C

Lmic

where the approximation is justified because in the vicinity of the critical point, the values of g
are varying slowly. Therefore, on the macroscopic scale, g is a function of L.
We define the length scale £, as well as the control parameter 7 via

14

5“(—J£—J =n", (1.22)
8mic ~ &

where ¢ is the localization length at the insulating side of the phase transition and 7 controls

the microscopic conductance, which allows us to conclude

-t

It is assumed that the conductance is a universal function of L/¢ at all length scales—which is
the key assumption of the one-parameter scaling theory by the “Gang of Four”. In comparison
with Eq. (1.21), we identify

g(l) =g (1.23)

y== (1.24)
S

and the critical exponent of the localization length is given by the inverse slope of the 3-function
at the critical point. As Ohm’s law requires

d-2
g (E) , (1.25)

we conclude for the conductivity from Eq. (1.5) to scale like

1
o(L — o0) @ o ry(d_z)v. (1.26)

11



1 Introduction

The latter relation indicates that the conductivity for a macroscopic sample vanishes continu-
ously when we approach the critical point in any dimension d > 2.

The four-loop order of the 3-function is derived for dimensions d = 2 + €, where € is
small, but finite, to provide a critical point. The resulting critical exponent v is estimated to
be [5, 29-31]

v=el- %{(3) e€+0 (63) . (1.27)

In disordered systems, the critical exponent should satisfy the condition v > d/2 [34].7
Apparently, the e-expansion provides no qualitative agreement with this criterion, as already
pointed out by Wegner [5], and higher order terms are important.

Vollhardt and Wolfle derived an explicit value of v = 1 for d = 3 from a self-consistent
theory of Anderson localization, where the maximally crossed diagrams are included to all
orders [36, 37]; an even more elaborate self-consistent theory adjusted the value to v = 1.5 [38].
However, recent numerical work arrived at a precision where many different models and
approaches agree on the d = 3 critical exponent and find v ~ 1.57 [39-42], thus the universality
class of the Anderson transition seems to be settled [43].

Unfortunately, whereas the numerical efforts give a somehow complete picture of the
Anderson metal-insulator transition in three dimensions, experimental findings for v are not
so easily accomplished, and there is still little evidence for this value in condensed matter
systems (however, there is a recent report in Ref. [44]). However, setups using cold atomic
gases are able to simulate the universality class of the Anderson transition. In their case, the
critical behavior agrees with the observations of the numerical results [45].

In experiments, it is practicable to change the temperature T during the measurement instead
of the length of the sample. A length scale corresponds to the inverse of an energy scale ¢,
and T o« ¢ o 1/L, which is evident by taking units where ¢ = 1, kg = 1, and & = 1.8 In this
sense, cooling of a sample can reveal the same physical behavior as enlarging the system size,
and a measurement done at a finite size sample at sufficiently low temperatures reveals the
insulating or metallic character [46].

1.3.3 Criticality in the Symplectic Class

In the following, we expand the findings of the previous section to classes of different symmetry,
classified by invariance under time reversal and spin rotation [47-49]. We use the notation of
Ref. [18].

If time reversal symmetry is broken, Hamiltonians are simply given by hermitian matrices,

H=H" (1.28)

This set of matrices is invariant under unitary transformation, ((L(W-(“L()% = UTHU, and
defines the unitary symmetry class [18].

If time reversal symmetry is preserved, we find H = THT !, where 7 is the time inversion
operator. By writing this operator in the form 7 = UC, where U is unitary and C is complex
conjugation,

T
H = UCHC U =U (7{") U = uHUu". (1.29)

7 Originally, this law has been formulated for the specific heat exponent @, which has to satisfy & = 2 — dv [35].
However, this criterion is also valid for Anderson localization, see Ref. [34].

8 Aside this dimensional analysis, in the case of critical behavior, an additional dynamical exponent z has to be
taken into account. See Eq. (1.37).
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1.3 A Short Theory of Anderson Localization

Twofold time reversal must leave the Hamiltonian unchanged, resulting in two realizations
for U. In the first case, this operator can be represented by the identity operator [18] and

H =HT, (1.30)

which defines the set of real symmetric matrices. This set is invariant under orthogonal rotation,

(OTH O)T = OTHO, and defines the orthogonal symmetry class [18]. In the second case, U
can be represented as U = ioy [18]. This corresponds to the time-reversal symmetric class
where spin-rotation symmetry is broken, here

H = oyH' oy (1.31)

This set of Hamiltonians is invariant under a restricted set of unitary transformations U,
which conserve o, = ﬂspoyﬂT

sp> SO that oy (‘LI;LP(H(LISP)T oy = (LI:p?{(LISp. This defines the
symplectic class, containing Hamiltonians with strong spin-orbit interactions [18].

For each of the three symmetry classes, orthogonal, unitary, and symplectic, distinct non-
linear o models can be constructed [18], resulting in distinguished -functions. In the last
section, we have considered the (3-function for the orthogonal case. In the unitary and
symplectic case, the 3-functions are given up to four loop order [5, 16, 18, 50] by

1 3
Bulg@] = (d-2) - g g (1.32)
Bop [sD)] ~ (d—2) + —— — 2B (1.33)

218 64(ng)

Whereas in the unitary case, the 3-function has the same qualitative shape as in the orthogonal
case, there is a drastic change in the symplectic symmetry class (Fig. 1.7): the 3-function for
weak disorder increases for decreasing conductance, but finally changes the slope towards
the localized regime. This results in a positive 3-function in the two-dimensional, weakly
disordered case, as well as a critical point indicating a transition from metallic to insulating
behavior (sMIT). As this two-dimensional metallic state exists only in the symplectic case, we
call this metal a symplectic metal.

We follow again the estimations in Egs. (1.19)-(1.21). The critical behavior in the symplectic
case is again covered by the slope s of the 3-function at the fixed point. For d > 2, we can relate
conductance and conductivity via Ohm’s law and find a critical finite value for the conductance,
as well as a vanishing conductivity at the critical point in analogy to Eq. (1.25) and Eq. (1.26).
This defines the sMIT in d = 3. However, as d = 2 is the marginal dimension, we find that in
the ohmic regime the conductance is no longer dependent on the length scale of the system
and allows no such simple treatment. Actually, as we cannot formally distinguish between
conductance and conductivity in d = 2, the conductivity will be given by a finite critical value.

How to characterize the metal-insulator transition then? In the vicinity of the critical point,
we can use the finite size scaling directly [51]. We consider again Egs. (1.19)—(1.21) with an
upper integration limit of system size L,

— l/v
Ing(L) - Ing, :( L ) ’ (1.34)

In 8mic ~ In 8c Lmic
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Bul(g)
(8)osg

Ing Ing

Figure 1.7: Four-loop order f-functions for the unitary and symplectic class. (a) The (3-function
of the unitary case is similar as in the orthogonal case. A metal-insulator transition
occurs only for d = 3. (b) In the symplectic case, the [3-function is enhanced for weak
disorder, resulting in metallic behavior for two-dimensional systems (symplectic
metal). For strong disorder, the fourth-order term of the loop expansion reduces
the 3-function and a metal-insulator transition occurs in d = 2, which is absent in
the orthogonal and unitary symmetry class (symplectic metal-insulator transition,
sMIT).

where g .. and L. are microscopic properties. Assuming’

Ing,.—Ing ~ gmljg fo oo 2o W (1.35)
¢ c

where W is the microscopic disorder strength and w the disorder induced control parameter,
we find

g(L) = g.exp [Aw ( L™ )] , (1.36)

Lmic

where A is some constant.
In the vicinity of a quantum critical point, if L = co, but T # 0, the temperature behaves like
an effective spatial dimension,

Legr oc T2, (1.37)

where z is the dynamical exponent, and we find

(1.38)

Tmic e
T

&(T) = g exp [Aw (

By changing the amount of disorder w through some control parameter, this kind of scaling
behavior should be observable in an experiment. We show a plot of Eq. (1.38) in Fig. 1.8.

9 We assume that for any finite system, the conductance will smoothly depend on the changing parameters.
The change of the microscopic conductance translates into a change of the microscopic disorder strength. We
assume the dependence to be linear in lowest order. This approximation is valid because near the critical point,
the behavior should be determined by the critical exponents alone.
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1.3 A Short Theory of Anderson Localization

- — L =0.05 ®) 1 4

3
T
5
B =[5
1 0 ~
0 i 1 1 i
0 0.25 0.5 0.75 1
T w
Thic

Figure 1.8: Scaling behavior of the conductance. (a) The temperature dependence of the conduc-
tance corresponding to Eq. (1.38). The dimensionless disorder parameter is given
by Aw. For positive Aw, the system scales to a metallic state g = oo, whereas for
negative Aw, it scales towards an insulating state g = 0. The separatrix is given for
w = 0, where the conductance is independent of the temperature scale. In this plot,
vz = 2.75. (b) Logarithmic conductance as function of the disorder parameter. All
lines meet in the critical point. The slope is given by (7mic/ )"z,

The universality of this symplectic Anderson transition has been studied in many numerical
investigations, where symplectic versions of the Anderson model are analyzed. One example
is the two-dimensional Ando model [52],

H = WZ £,Cl Cio + Z Vii(o, 0')61_061.0,, (1.39)
i,o

(i,j)oc’

where the hopping elements V;;(c, 0”) are represented by a matrix in spin space with diagonal
entries (—t) and non-diagonal entries modeling spin-orbit coupling. The Ando model and
other related models seem to converge against a critical exponent v ~ 2.75 [51, 53, 54].1° Quite
recently, it has been suggested that current technology is close to identifying the symplectic
Anderson transition in a cold atom setup. Models for these experiments predict a critical
exponent in these systems of v = 2.67 + 0.14 [58].

To close this section on the symplectic phase transition, we like to mention that the interplay
between the Anderson transition and topology is still under debate. A topological term with
Z,-symmetry in the o models of the symplectic class apparently constrains localization [18]. An
analysis by Fu and Kane showed that the topological symplectic non-linear o model contains
two distinct, but equivalent fixed points that describe a transition to a topologically trivial
as well as a topologically non-trivial insulator [59]. Therefore, the critical (bulk) exponents
are essentially the same at both possible transitions and both fixed points belong to the same
symplectic universality class. Numerical work supports this prediction [60-62]."! However, a

10 Actually, it turned out that the conductance of a disordered system is not a self-averaging quantity and is
dependent on the specific microscopic scattering potential in a sample. As the conductance distribution is
becoming broad near the Anderson transition, the simple scaling law for the dimensionless conductance is not
valid [55]. Instead, the distribution of the conductance and its mean value has to be studied [56, 57]. Therefore,
for a numerical investigation, one takes an ensemble of many samples for each given disorder strength and
tracks the scaling of the mean conductance.

There seems to be still a discrepancy with the exponent found in the Kane-Mele model, where v ~ 1.6 instead
of the value v ~ 2.75 found in Ref. [63].
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difference in the critical behavior should be visible at the boundaries of the two-dimensional
system, where topological states are expected [64, 65].

1.4 The Cooperon: Weak Localization Corrections

In the last section, we discussed the emergence of the Anderson MIT in the strongly disordered
regime. In this section, we focus on the weakly disordered regime and consider a certain kind
of diagrams with crossed impurity lines within Kubo’s linear response theory. These diagrams
result in a quantum correction of the order of ¢°/n, which is added to the classical result for
the Drude (or Boltzmann) conductivity. The effect of this quantum correction is called weak
localization (WL).

In App. A, we give a review of the Kubo formalism, the derivation of the Boltzmann con-
ductivity for a disordered electron gas, and the treatment of the diffusion pole in the density
response. Here, we directly start with the evaluation of quantum corrections in the current-
current correlation function. These play an important role for transport measurements in
two-dimensional materials at low temperatures, especially when a magnetic field is applied.
As we will see, magneto-transport is a basic technique to reveal physics regarding disorder,
dimensionality, electron—electron interaction, superconductivity, and spin—orbit coupling.

Taking care of diagrams with crossed impurity lines is a complicated procedure. However,
there exists one subset of diagrams that can be treated with relative ease: the maximally crossed
diagrams, first considered by Langer and Neal in 1966 [66].

1.4.1 Maximally Crossed Diagrams

To describe the correction terms due to WL, we follow the scheme of Bergmann [67], who
summarized the original publications by Hikami et al. [6], Altshuler et al. [68], and Maekawa
and Fukuyama [69]. Further details about this calculation can be found in Refs. [23, 33, 70, 71].
To keep the formulas shorter, we introduce the notation

dk¢
= (1.40)
(2m)
k
for a d-dimensional momentum integral.
The correction to the conductivity is given by the (zero external momentum) current—current
response function,

5O'aﬂ(w) _ e_; /dw'f(hw, - ha)) - f(hw,) // Va(k)Vﬁ(k,)X
k kK

hew (1.41)

—00

Gret(k’ a),)Gadv(k, o - w)C(k, k’, o, w’)Gret(k,, a)/)Gadv(k,, o — w)’

where G*Y24 are retarded and advanced Green’s functions, f is the Fermi function, and
each current vertex contributes a factor ¢/k/m = ev. For the scattering processes in the
vertex C(k,k’, w, w’), we take into account diagrams with crossed impurity lines between
retarded and advanced Green’s functions. This crossing of impurity lines affects the order of a
diagram in form of a small parameter #/ppl o< #/epz, where pr and e are the Fermi momentum
and Fermi energy, [ is the mean free path, and 7 the relaxation time. For [ > k7!, which
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1.4 The Cooperon: Weak Localization Corrections

-k+q

(b)

Figure 1.9: Disentangling of maximally crossed diagrams. Propagating electrons are represented
as solid lines, the Cooperon as blue area, scattering at impurities as dashed lines,
the current vertex as black circle. (a) WL corrections are calculated by evaluation
of the maximally crossed diagrams. (b) The crossed diagrams can be disentangled
by rearranging one of the propagator lines. The crossed diagrams appear to have a
diffusion pole like structure for ¢ — 0, but in the particle—particle channel. The
amplitude for these diagrams is called the Cooperon and its scattering processes
are characterized by the momentum relation k ~ —k’, rather than k ~ k” as it is the
case for the diffusion pole.

means that the mean free path is much larger that the average particle distance, this enables a
well-behaved perturbation in quantum corrections to the conductivity [16].

A subset that yields the first order quantum correction contains the already mentioned
maximally crossed diagrams.!? These diagrams describe processes where lines, representing
the scattering at some impurity, connects particle propagation (described by the retarded
Green’s function) with hole propagation (described by the advanced Green’s function) in
exactly reversed order, see Fig. 1.9 (a). This can be visualized with a particle that scatters at
impurities located at ry, rp, r3, ... and interferes with its time-reversed partner, scattering at
the impurities exactly in opposite order, at ..., r3, r, r;. Therefore, the propagation can be
visualized as a self-intersecting path, as depicted in Fig. 1.5.

Another visualization is given by a replacement of the advanced Green’s function of mo-
mentum (k) with a retarded Green’s function with momentum (—k) [70]. In the correlation
function, this yields a disentangling of the maximally crossed diagrams and a rather simple
scattering structure is revealed, which is given by a diffusion-like ladder in the particle—particle
channel, see Fig. 1.9 (b). Therefore, this diffusion-like structure is described by a momentum
transfer q = k + k’, and the dominant processes are back scattering processes with k” ~ —k.
This is a difference to the diffusive ladder in the current—current correlation function, where
k’ ~ k (see Sec. A.4)."* The diffusion-like pole structure in the particle-particle channel with
two momenta k and —k reminds of Cooper pairs, and therefore C(k,k’, w, w’) is called the
Cooperon.

12 There are still further diagrams that contribute to the same order, but are insensitive to small magnetic fields
or temperature in comparison to the maximally crossed diagrams, whereas the maximally crossed diagrams
contain the singular behavior in the low frequency, low momentum limit. See also Ref. [70], footnote on
page 432.

13 Note that the momentum transfer in the Cooperon is an internal momentum, over which has to be integrated,
whereas the q in the diffusion calculation (Sec. A.4) is an external momentum.
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Due to the importance of back-scattering processes, we replace k” = —k + q in the Green’s
function and linearize the kinetic energy near the Fermi energy
B hZ(k/)2 _ h?

fo=— ==~ (k+ Q) ~ & — hve(k) - q. (1.42)
m 2m

Due to this simplification, the vertex depends only on C(q, ) and we can split the two momen-
tum integrals in Eq. (1.41) into integrals over k and q. The velocities are set to be the Fermi
velocities, which we assume further to be isotropic,

Ve(k)vp(k') ~ _5(15"}23' (1.43)

By following the calculation steps for the diffusion pole, see Sec. A.4, Eq. (1.41) simplifies to

80 ap(@) = e—; / dor L0 = h}fb‘z_f (he') / K(q, ©)C(q, ), (1.44)
, .

where K(q, w) denotes the k-integral that is given by

K(q, @) = —8qp V% / G (k, 0" )G (k, 0" — 0)G(~k + q, ©")G*V(~k + q, 0" — w)
k

- ds, (k) [ A
~~dugiti 5009 ) Mo e ) (o s ho )
1
(& - hve q=hor = £2) (6~ hve - q = o' + o + £2)

(1.45)

where S is the d-dimensional unit sphere and 7 is the elastic lifetime [67]. Closing the integral
in either complex half plane yields the same result, and Eq. (1.45) simplifies to

K(q,w) = —50,/3‘%2”;% -h4 -~ (ZWF 0
(7o + 2] (v - @ (7o + ) = (v - @
| . 3 (1.46)
< 8ap 47r1v12:NF7";L54 _ by 47rv12,N.Fh4 (f) ~ by 4nv12:NFhTO ’
(ha)+ ih) d (1-iwt)’d d

7o

where for the latter step we assumed v - @ < /5, (which is Iq < 1 as the diffusive limit
requests) and w < 1/z. By further using Eq. (A.74) and the diffusion constant in Eq. (A.93),
D = %n/d, the conductivity in the low frequency (and small momentum transfer) limit can
then be expressed as
doqp(w ~0) = —5aﬁ4eszDT02 / C(q, w). (1.47)
q

For the calculation of the Cooperon amplitude C(q, w) we follow the derivation of the diffusion
ladder in Sec. A.4. One important difference is the higher order due to the crossed diagrams
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1.4 The Cooperon: Weak Localization Corrections

that results in an additional prefactor C° in comparison to the diffusion vertex. The Dyson
equation for the Cooperon is

C(q, ) = C° + C°TI(q, w)C(q, ) (1.48)

where I denotes the particle-hole propagator. This yields

CO
Cq) = ————, 1.49
(@ =1= T (1.49)
where, by using Eq. (A.31) for the elastic scattering rate,
n;V? 1
C'=T"=—-= : 1.50
h? 2mhNgT (1:50)

For I1, we find the same expression Eq. (A.92) as in the diffusion case, except that the hole
propagator has changed into a particle propagator.
As final result for the Cooperon, we find
1
ZﬂhNFT() quf() - i(/)T() ’

Clg, w) = (1.51)
The Cooperon shows for w — 0 a diffusion-like pole for q = 0, which expresses k' = —k.

In the following, we suppress the indices {«, f} and find for the quantum correction of the
longitudinal conductivity

2
So(w ~ 0) = — ¢ Do / ! (152)

h quTg - ia)To '

q

Eq. (1.52) is the main result of this section. In the following we determine the g-integral. We
do so by introducing a cutoff for the upper integration limit given by

1
Gmax = Dry s (1.53)
which is related to the shortest diffusion step during one single collision time via inserting the
diffusion constant, gmax ~ 1/i. For the lower limit cutoff, we introduce an inelastic scattering

time,
1
qmin = Dr > (1.54)

which defines a length scale for the inelastic scattering, also known as the Thouless inelastic
length, L; = v/Dr; [46]. Due to the lower cutoff in q, we can take safely the low frequency
limit @ — 0, which simplifies the q integration. For /7, > w, we find for the different spatial

dimensions,

2 :
VFT"( /3—1) d=1
T T0

e’ 1 T
A — —In|— d=2
oo h X - ™ . (1.55)

2V3
2\/_ (1 - @) d=3

T2 VETo T
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We like to emphasize several aspects:

« The ratio of elastic and inelastic life time is assumed to be much smaller than one, 7/ < 1,
therefore all corrections carry a negative sign and reduce the classical conductivity.

« All three expressions carry the same prefactor ¢’/n, which indicates the quantum nature
of the correction (¢°/r ~ 1/25kQ). An increase of the inelastic scattering rate o« 1/ prevents
the localization effect and the conductivity increases.

« Regarding the significance of the quantum corrections, we find a strong dimensional
dependence in the elastic scattering rate. In three dimensions, if the elastic scattering rate
is increasing, the quantum correction grows proportionally. In one-dimensional wires,
instead, the correction actually becomes weaker with stronger elastic scattering rate. In
the marginal two-dimensional case, the quantum correction increases with the logarithm
of the elastic scattering rate. We like to stress at this point that this approximation is
only in first order of the quantum corrections and can only show tendencies.!*

« The inelastic scattering rate grows with temperature, and often a power law behavior
is assumed, 1/5 oc TP [46, 67], with p varying between 1 and 5 for different systems
and mechanisms, but mostly 1 < p < 2. For electron—-electron interactions, logarith-
mic corrections have to be included: for very low temperatures, the electron—electron
dephasing leads to /5 o T In(T) in two dimensions [72, 73]. More recent publications
find 1/ oc T?In(T) in the relatively high-temperature regime and 1/r « T in the low
temperature regime for electron-electron interaction [74, 75].

« Instead of temperature dependence, we can study the change in the conductance if
the system size L is enlarged. Instead of a inelastic scattering time, the finite size is
introduced as a cutoff parameter for the integration. This leads to the replacement

1 D

2.2 1.56

gy (1.56)
and we connect also the elastic scattering time with some microscopic length scale [, so

that
! b (1 57)
— > . .
To 12

Then we find for the g-integral by further using vpzy = I [46, 76]

2
“ZL-n  d=1
T

e? 2 L
do = - X1 In (7) d=2 (1.58)

2 (1 1
—|-—-=-] d=3.
m? ( l L)
Whereas the negative contribution to the conductivity from WL grows with larger system

size in one and two dimensions without limit, the amplitude in the three-dimensional
case is bounded by the microscopic length I, 0 < |§c| < 2¢*/nx1.

14 Gee the discussion in Section 1.3.2.

20



1.4 The Cooperon: Weak Localization Corrections

In the next section, we examine the WL correction in presence of a magnetic field. Because
interference of time-reversed paths are all-dominant, the localization characteristics can be
probed with a time-reversal breaking magnetic field.

1.4.2 Magneto-Conductivity

Weak localization has become an important tool for experimentalists. Especially the case of
two spatial dimensions dragged a lot of attention, because a) the corrections to the Drude
result are generally more important in the marginal dimension, and b) one can use the tool of
a magnetic field perpendicular to the plane, which is not the case in one-dimensional systems
(due to the missing transversal transport components) or three-dimensional systems (due to
the rotational invariance) [67]. On account of the time-reversal breaking in a magnetic field, a
wave in a self-intersecting path accumulates an additional phase due to the vector potential,
which leads to a strong modification in the interference term: the propagating wave acquires
a phase of A¢ = 20 ¢/ between a path and its time reversed, where @ is the magnetic flux
encircled by the path. This phase factor results in a decrease of the constructive interference
and suppresses localization—an increasing magnetic field increases the conductance, leading
to a positive magneto-conductivity and a negative magneto-resistivity.

In the following, we concentrate on WL for two-dimensional systems exposed to a perpen-
dicular magnetic field B. This calculation follows Refs. [33, 67, 71]. We assume that the mean
free path is smaller than the magnetic length,

2 <2= 0

—_ 1.59
B 2¢B ( )

and that the magneto-resistivity effects according to the Lorentz force can be neglected. In the
presence of a magnetic field, time reversal symmetry is broken and it is convenient to change
into a real space representation. Any path accumulates a path-dependent phase factor, which
we can describe by

G*'(r,1) = G*'(r — ') exp % / dsA(s)| . (1.60)

Note that due to the path dependence, the explicit translational invariance is broken. In the
Cooperon,' the phase factor appears in the form

r

.
G (r, )G (r, 1) = G*M(r — r')G™(r — ') exp % / dsA(s)] . (1.61)

T

The equation in direct space and time for the Cooperon is given by

0 2ieA )\’ 1
—+D|V—- — C(r, ',t,t' = —6(r— ’5t—t', 1.62
( ; ) (r,r ) TN (r—1")d( ) (1.62)

ot :

which corresponds to a diffusive-like motion of the Cooperon.

15 But not in the diffusion pole calculation!
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Due to the small momentum transfer q, g* = (k + k’)?> — (q + 2eA/c)?, becomes quantized as
in standard Landau level quantization,

4eB 1
Gn = 7~ (n + 5), (1.63)
and for the Cooperon we find, similar to Eq. (1.51),
1 1

(1.64)

C(qn,w) = .
(gn, ) 21hNeT) D@1 — iy

The former q integral is replaced by a g, summation. Again, we introduce the inelastic
scattering time as lower cutoff, see Eq. (1.54), by setting the lower limit of the integration to
zero, but replace (—iw) in the integrand by 1/, (see also the discussion in Ref. [67], section 3.3).
Then we find for the magnetic field dependent correction

h

2e’Dry eB =i 1
50'(0)—0,3)—_ h % 4 4er?TO (n+l)+@
n= 2 T
N (1.65)
T g2 1, 1°
27%h dn+ g+
where we defined
_ 4eBD (1.66)
= .
The sum can be expressed using the digamma or \-function,®
) 1+ 212+i ! (1.67)
—+n|=- —2ln , .
2 o k=1 k-~ %

where ygy is the Euler-Mascheroni constant. The conductivity correction is therefore defined
by a subtraction of \P-functions, which finally results in [6, 26, 68]

do(w =0,B) = —;—2 [1]) (% + %) - (% + %)] , (1.68)

where

_h
" 4eDry

(1.69)

16 The -function is defined as logarithmic derivative of the gamma function, ) (x) = % InT(x).
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are characteristic magnetic fields, corresponding to the relaxation times for elastic (o) and

inelastic (i) scattering. The equivalence of Egs. (1.68) and (1.65) is shown below:

1 1

o =— -
2 1 1
2ﬂhk:1k_§ k:1k_§
1
B ez KTO 1
T 2n%h 1n—l
n=1+-—

(1.70)

where in the last step we assumed /7 > 1 and Vxz > 1.
For very large arguments in the \-function (meaning B — 0), the latter can be expanded
into a generalized Puiseux series [77],

U (é + x) = In(x) + Y +0 (%) (1.71)
and )
dc(B— 0) = L (E) , (1.72)
h 7

in agreement with Eq. (1.55).
Figure 1.10 shows a plot of the magneto-conductivity, defined as

Ao = o(B) — 6(0) = da(B) — 55(0), (1.73)
which results in
e 1 B 1 B B, B
Ao —E [II) (54‘ E) —ll)(§+§) —In (E) +1n (E)] . (174)
By using the abbreviated notation
1 1 1 1
‘I’(—) =1])(—+ —) —In (—), (1.75)
X 2 x x
we find the more compact form
A ——6—2‘1’% —‘I’% (1.76)
T x|\ B B)| '
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Figure 1.10: Positive magneto-conductivity/Negative magneto-resistivity due to weak localization.
A magnetic field perpendicular to a two-dimensional plane suppresses the interfer-
ence effect of WL. The magneto-conductivity increases with the magnetic field B
and is smaller in amplitude for increasing inelastic scattering, represented by the
effective inelastic scattering field B;. The scattering field B, ~ oo is assumed to be
very large in this plot. For the magneto-resistivity (MR) plot, the sheet resistance
is chosen to be 500 Q.

In small magnetic fields, the magneto-conductivity near B = 0 evolves as

2B [1 1
Ao(B~0)= ——|— - = 1.77
o(B ~0) ;zh24(B§ B?,) (L77)

and is therefore analytic in the magnetic field. Note that B, > B;.
For very large magnetic fields, as well as B ~ B, > B;, the \p-function saturates [78, 79],

1

P (5) = —yem — In(4), (1.78)
3

0 (5) =2 - ypm — In(4). (1.79)

In this large field case,

A Gl PO R (1.80)

=—-——/|2-In{—]|. .
O. mh Bi

and the logarithmic term dominates, causing a steady increasing magneto-conductivity without
saturation.

Often the strong scattering regime is considered, where B, > B. This is a stronger version
of Eq. (1.59) because for d = 2, B, > B translates into Iy > [ and we find an even simpler
expression for the magneto-conductivity,

A —e—z\P% (1.81)
O'—ﬂ_h B . .

An increasing magnetic field suppresses localization and results in a higher magneto-conductivity.
Increasing the inelastic scattering (by increasing temperature) weakens the effect.
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1.4 The Cooperon: Weak Localization Corrections

1.4.3 Finite Size in the Third Spatial Dimension

To close this section, we discuss the issue of a finite thickness t in a realistic sample. A thin film
is rarely strictly two-dimensional with only one quantum number in the perpendicular spatial
direction. Still, if the quantization in z-direction creates a large gap between excitation levels,
a low-dimensional picture often is legitimate. In the case of WL, we characterize a system as
two-dimensional if the diffusion time between the boundary surfaces is small compared to the
inelastic life time of the electrons. In vanishing magnetic field this is expressed by t* < Dr;;
in the presence of a magnetic field we take the smaller value, either 7; or the magnetic time
1/x, which results in t* < //4eB for large fields [67]. For a field with 15 T the constraint for the
thickness is therefore t << 3 nm.

However, a quantization in z-direction can be taken directly into account in the calculation
of the WL correction. The value for g2 in Eq. (1.63) has to be replaced by ¢> — qf(y + ¢%, where
q. is an integer multiple of 7/¢. The denominator in the derivation of Eq. (1.70) is then given by

1 Bip 2 hor?
—_— n
2 B 4eBt?

(1.82)

and a sum over all values n has to be taken, where we define the effective finite size field

By = 7 (1.83)
7 e’ ‘
which only depends on the thickness ¢,
1624
B (T) ~ (1.84)
[t (nm)]®

for a thickness measured in nanometers and the field measured in Tesla. The result for two
dimensions has to be altered when By, is sufficiently small and becomes of the order of the
inelastic field B;. In the limit B, > B, we find

2 X 2
e Bi +n Bth
Ao = — Y{————]). 1.85

For larger values of n, the contributions become small and are negligible. The dimensional
effect is most important for small n (or very strong magnetic fields), see Fig. 1.11. The limit
t — oo results in the magneto-conductivity for three dimensions and becomes independent of
the alignment of the magnetic field [70].

The thickness that still allows a two-dimensional treatment can be estimated by

B; ~ Bu(B). (1.86)

Then we find

Bi=10T — tj—p = 40nm,
Bi=0.1T — tg—9 ~ 130nm, (1.87)
Bi=0.01T — tz-» = 400nm.

The samples we study in Chap. 3 feature very small values for B; < 0.05, thus these samples
are considered to be two-dimensional in the frame of WL.
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Figure 1.11: Effect of finite size on weak localization. For these plots, the effective fields are
chosen to be B; = 0.3 T, B, ~ oo. Finite size of a sample into the third spatial
direction requires to sum over all quantum numbers in z-direction for the Cooperon
momentum. For the chosen parameters, even a thickness of 10 nm does not
differ considerably from the exact two-dimensional response. For the magneto-
resistivity (MR) plot, the sheet resistance is chosen to be 500 Q.

Summary of Chapter 1

In the first chapter, I discussed Ohm’s law that connects the Drude conductivity with the
conductance in the different spatial dimensions. A one-dimensional, infinite system is an
electric insulator, whereas a three-dimensional system in the thermodynamic limit is a metal.
The two-dimensional case is the marginal one, located on the border between metal and
insulator. Disorder drives each of these systems in direction of an electric insulator, thus
the two-dimensional system becomes insulating for an arbitrary amount of disorder. For
the weakly disordered two-dimensional case, I reviewed the computation of the first order
quantum correction to the conductivity. This predecessor of Anderson localization is called
weak localization and can be detected via magnetic field, where it manifests itself in a negative
magneto-resistivity. The three-dimensional case, however, exhibits a metal-insulator transition
to the Anderson insulator, controlled by the amount of disorder. This transition can be described
by a continuous phase transition where the conductivity vanishes at the critical point, obeying
a power law.

A combination of disorder and spin-orbit coupling, however, drives the systems into the
metallic direction instead. In the two-dimensional case, this results immediately in a metallic
state (called a symplectic metal) for an arbitrary amount of disorder, thus a symplectic metal—-
insulator transition emerges when the disorder becomes stronger. The critical point—only
existent in two dimensions when spin-orbit coupling is important—is characterized by a
critical finite conductivity. In Chap. 2, we will discuss the localization correction for the case
when spin-orbit coupling is important. This manifests itself in the phenomenon of weak
anti-localization.
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In the last section of Chap. 1, we discussed the first disorder generated quantum correction to
the conductivity of an electron system. The consideration of the maximally crossed diagrams in
the Kubo approach revealed the concept of WL, a self-interference effect of the charge carriers
that reduces the conductivity with disorder strength. In this chapter, we add the electron spin
to this picture.

Whereas the Schrédinger equation provides three quantum numbers for the spatial dis-
tribution of a particle, the covariance of the Dirac equation in four-dimensional space—-time
enforces the concept of spin. However, like space—time, spin and orbitals are not independent
degrees of freedom, but intertwined in a relativistic theory and only separated into orbital and
spin quantum numbers in the rest frame. The first relativistic correction of the Schrédinger
equation results in a term inversely proportional to c?,

Hyo = (px o) VV, (2.1)

4m?c?

where m is the electron mass, p the momentum, V an electric potential and o the vector of
Pauli matrices. The spin-orbit coupling becomes strong for velocities near the (vacuum) speed
of light ¢, but it is only a small correction in most atomic systems [80]. The Hamiltonian
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

Eq. (2.1) describes the spin-orbit coupling in the presence of an electric field E, induced by the
gradient of an atomic potential V. In an itinerant electron system, if an electron propagates
through a periodic potential with a momentum p, its spin is affected by the effective magnetic
field that is created in its rest frame. This spin—orbit coupling is the driving force behind
the concept of spin-transport, topological insulators and, as we will discuss in this chapter,
Anderson anti-localization.

When spin-orbit coupling is strong, the spin of a moving particle is locked to its momentum
quantum number. Comparing self-intersecting paths and their time reversed counterparts
(Fig. 1.5), the half-integer spin contributes an extra phase to the interference, resulting in the
opposed effect of weak anti-localization (WAL). Comparing the spin—orbit coupled case with
the simple arguments in Egs. (1.10)—(1.12) for the self-intersecting path, for spin-1/2 particles
we find that A™ = —A and the probability P}" = 2|A[* — 2|A|* = 0 for staying in the loop
is quantum mechanically reduced. Magnetic fields, exactly as in the WL case, suppress the
spin-dependent phase contribution. Magneto-transport provides a viable experimental tool for
the determination of spin-orbit strengths.

In the following, we discuss relevant spin—orbit mechanisms for low-dimensional itinerant
electron systems like two-dimensional semiconductor quantum wells and oxide heterostruc-
tures. We review two different approaches to include spin-orbit coupling into the crossed
diagram calculation. First, we discuss spin-orbit scattering events that take place at impurities
like heavy ions. This is the so called HLN-theory of WAL, named after their developer Hikami,
Larkin, and Nagaoka [6]. In the second part we discuss spin—orbit splitting in the band struc-
ture, where the spin of the conduction electrons is locked at the Fermi surface. This is the so
called ILP-theory of WAL, named after Iordanskii, Lyanda-Geller, and Pikus [7]. Although the
qualitative results of both theories are similar, they differ in several details and most of all, in
the physical picture:

« The HLN approach considers Elliott—Yafet spin relaxation in the scattering process,
namely a spin flip during a scattering event. For this relaxation mechanism, the spin of
the scattered electron is no longer conserved and spin-up and spin-down channels of
the Cooperon are intermixed.

+ The ILP approach considers the D’yakonov-Perel’ spin relaxation. Non-diagonal entries
in the Hamiltonian’s spin space cause a mixing of spins during the propagation of a
particle. In combination with spin-independent momentum scattering, the different spin
channels of the Cooperon are intermixed. Rashba and Dresselhaus effects are typical
examples for this kind of spin-splitting and play a prominent role in oxide structures.

In this chapter, we expand the ILP-theory to two scenarios that have not been discussed so far
in the current literature. These scenarios are motivated by the two-dimensional electron gas at
the LaAlO3/SrTiO5 heterostructure. Experimental and theoretical investiagtions, discussed in
more detail in Chap. 3, have revealed a multiband picture with an extraordinary spin structure.
We discuss the ILP-theory for an anisotropic Rashba Hamiltonian, which has been suggested as
an effective Hamiltonian for one of the involved spin-split bands. Beyond that, we take a first
step towards a multiband WAL theory by considering spin—orbit coupling for the four levels
of a spin-3/2 model. We will compare the different theories presented here with experimental
data from two-dimensional electronic systems in oxides in Chap. 3.
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2.1 Hikami-Larkin—-Nagaoka Theory

2.1 Hikami-Larkin-Nagaoka Theory

2.1.1 Spin-Orbit Scatterers

Even in systems that are invariant under inversion of space (and time), the Elliott—Yafet
relaxation mechanism [81, 82] takes place and mixes different spin projections. If we consider
the Bloch state [i/)y, its time reversed counterpart is given by

T 1Y =)y, (2.2)

where 7 is the time inversion operator and the latter state is known as the Kramer’s partner
of the first. Respecting spatial inversion symmetry, we find two degenerate Bloch states with
opposite spin but equal momentum,

IT Yy = Wiy » (2.3)

where 7 is the spatial inversion operator. However, the lattice ions might introduce a spin-orbit
potential as a relativistic effect via

Vo = (VV. xp)- o, (2.4)

4m2c?
where V, is the periodic crystal lattice potential. The spin-orbit potential V;, features the
same symmetry properties as the lattice potential and respects time reversal as well as spatial
inversion symmetry.

However, bands that are separated by a small energy gap y allow for a mixing of spin-up
and spin-down states with spin-orbit coupling matrix element A between those bands. The
Bloch states for the hybridized bands have an effective spin projection [81, 83]

1), = acn) +blb, (25)

1), = a1 -bi I, (26)

where 12l/|a| = 4/y. The Bloch states Eq. (2.5) and Eq. (2.6) are still degenerate, as the second
wave function is the inversion and time symmetric partner of the first one. Typically, |a| < 1
and |b| <« 1, allowing the Bloch states still to be considered meaningfully as spin-up and
spin-down states [84].

Without scattering processes, these spin states are still stable eigenstates of the system.
Elliott pointed out that the lattice induced spin-orbit coupling in combination with a spin-
independent momentum scattering process provides a spin-relaxation mechanism [81]. In
first-order of perturbation theory, the spin—orbit relaxation rate is given by

2
LN (3) 1 2.7)

Tso, EY Y] To

therefore the spin relaxation rate is proportional to the elastic scattering rate. Yafet contributed
that the spin—orbit coupling of the lattice ions is affected by phonons, introducing an additional
coupling of the spin-up and spin-down states [82], which again in combination with the Elliott
mechanism results in spin relaxation. Rather general, the spin relaxation time has to be treated
according to the specific momentum scattering mechanism; also a heavy impurity induces a
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

spin-flip channel on its own due to the strong core potential [84]. All these different processes
are similar in respect to the instant of spin relaxation at the scattering event, and can be
summarized in the Elliott—Yafet relaxation, Eq. (2.7).

In the following, we simplify the picture by introducing an effective scattering potential
(from here we mainly follow the arguments of Ref. [67]),

VG K) =V, + Vi (12 x 12’) 6+JS- o (2.8)

where V, oc V, and for the spin relaxation we find for the component in i direction (see also
Eq. (A.31) and Eq. (A.77) for the scattering rates),

h

— = ZﬂnimprVOZ, (2.9)
To

h oft \2
= 2 NE|Vao| (k x k’)_ (2.10)
Tso !
— = 27 nimpNEJ? (Si)? (2.11)
Tm

where nyy,, is the impurity density and the bar denotes angle averaging.

The first theory of WAL has been put forward in the paper by Hikami, Larkin, and Na-
gaoka [6], where an analytic form of the general magneto-conductivity for orthogonal (non-
magnetic), unitary (magnetic) and symplectic (spin—orbit) scattering processes has been derived.
Referring to the Cooperon calculation in the particle-particle channel (see Sec. 1.4), the Dyson
equation is formulated as

Capys = Cgﬁ,ya + Z CorpyvILuvCrp.vss (2.12)
1
0 1 Sapdys 0;/30;5 ‘7(250;5
Caﬁ,y(s = 27Neh o - Z = + Zl: ) , (2.13)
Iy =11, (2.14)

where the pair of spins («¢ff) denotes the spin along one propagating line, see Fig. 2.1. The
particle-hole propagator II is identical to the expression calculated in the diffusion process
Eq. (A.86). Note that the scattering potentials enter the Cooperon equation quadratically,
resulting in different signs for the different contributions—whereas the elastic and magnetic
scattering produce a positive sign, the spin—orbit scattering produces a negative one.

At the current vertex of the response functions, charge and spin have to be conserved,
therefore the spin of the electron entering and leaving the current vertex is identical. For
the ladder diagrams, this corresponds to the case « = § as well as y = f in Fig. 2.1 (a). This
defines a triplet condition at the vertices, T,. Using Fierz identities [33], we find for this vertex
condition

1 1
50{555), = 550{/35),5 + Edaﬁdy5 =T, (2.15)
and for a singlet condition Sy, (which is not realized at the vertex),
3 1
Oas0By = 550{/35),5 - Edaﬁd},(g =Sy. (2.16)
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Figure 2.1: Spin dependent version of maximally crossed diagrams. (a) Under consideration of
spin—orbit coupling, the spin quantum number is no longer conserved during the
propagation of particles. Only the triplet of electron and hole at a vertex (@ = &,
y = B) contributes to the diffusion ladder. (b) The triplet of electron-hole pairs
(¢ = 6,y = p) is also the only contribution to the maximally crossed diagrams.
(c) Turning around one propagator line, the Cooperon is reformulated as a spin
dependent ladder, where not only the triplet, but also the singlet channel contributes
to the particle—particle channel (because still @ = §, y = f, but not necessarily
a =y and § = §). (d) Dyson equation for the particle-particle representation of the
Cooperon. The dashed line is a single scattering event involving a possible spin flip.
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Referring to the spin indices during propagation, (af) and (yJ), the required case for the
diffusion ladder can be decomposed into triplet Ty and singlet Sq contributions before and after
entering the scattering process:1

5,1[35),5 =Ty, (2.17)
OupOys = Sd. (2.18)

The first case refers to no spin flip for the completed propagation, whereas the second relation
refers to different realizations of a net spin flip of both Green’s functions. The necessary
condition, Eq. (2.15), can therefore be expressed as

1
50{55/3;/ = 2 (Sq + Ty) . (2.19)

The analogon for the Cooperon ladder is achieved by reversal of one of the propagator
lines, which negates the antisymmetric contribution, 0,5 — —04. Then the necessary vertex
condition Eq. (2.15) is represented by

1
5(1555), = 3 (=Sc+T.). (2.20)

The triplet channel of the Cooperon contributes three parts to the quantum correction, the
singlet only one [33]. Without spin—orbit coupling, all contributions are equal and one triplet
contribution is canceled by the singlet contribution, leaving two contributions, as expected for
the two spin projections. We will use this argument in later calculations, but in the following,
we compute the finite components of the Cooperon by keeping track of the spin indices directly.

We follow the calculation for the case of isotropic spin—orbit scattering (as well as no
magnetic scattering),

1 11

i

=-—, (2.21)
Too 3 Tso

but show the more general formula in the end. We introduce the notation (+) for the spin-up
and (-) for the spin-down projection explicitly. The only finite elements are given by?

C9r+ ++ = = 1 l - . (2.22)
’ ’ 2rNgh \ 19 37
1 2
o =" =— 2.23
oo Tohe 27 Nph 374 (2.23)
1 1 1
&, =C" ==+ . 2.24
T o 2xNph (Tg 31'50) (2.24)

We find for the conductivity in two spatial dimensions

Gmax
d2
So(w) = —2e2NgDr? Z / (2;;2 Cap, pa
af

qmax

:—22ND2/—q
e INpUT (2”)2(
0

(2.25)
2

Cipoe +C o +Cy 4 + C—+,+—) )

1 Note that this assignment to singlet and triplet states is not consistent in the literature.
2 Note that the contribution of the spin—orbit relaxation in Eq. (2.22) and Eq. (2.24) have their origin in the o,
matrix, whereas in Eq. (2.23) the origin is in the ox and oy matrices.
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where the relaxation time is given by

1 1 1
R (2.26)
T To Tso
Note that the expression of the Green’s functions appearing on the left- and right-hand-side of
the Cooperon in Eq. (1.41) have to change accordingly. However, only those terms contribute
where the spins entering and leaving the Cooperon are identical. As the energy is degenerate
for both spin projections, the expression for these integral leads the same result as shown
in Eq. (1.46).
The Dyson equation yields for the triplet channel,

C —C _ C9—+,++
+tt = b = —
1- C3—+,++H
(2.27)
1 1
= _ .
2nNrht D@t — it + 3
and for the singlet channel,
C C C?——,—+(1 - C3+,——H) + C$+,——C$—,—+H
+——+ = bt +— =
1-Cl, TP - [IP(CT_ )
(2.28)
1 1 1 21
4nNpht \ Dg?t — ot + %é D@*t —iwt | 3150

If we insert Eq. (2.27) into Eq. (2.25) for the case /7, = 0, we find the earlier result Eq. (1.52).
However, in Eq. (2.27) we find that the Cooper pole is shifted by the spin-orbit scattering rate.
Equation (2.28) enters the conductivity as an additional contribution that has no analogon in
the former Cooperon calculation. For 1/, = 0, this term becomes zero.

Considering the magnetic scattering relaxation rate, Eq. (2.11), we find

5aﬁ5y5 1 1 i
- +Z(E_%)U“ﬁ%5' (2.29)

1
oy = —
ap.yé 277.'NFh

The scattering rate 1/ in Egs. (2.27)—(2.28) has to be replaced in this case by

1 1 1 1

==+ —. (2.30)

T T Tso Tm
Note that the magnetic and spin-orbit scattering rates shift the diffusion-like pole in the
denominator of Egs. (2.27)—(2.28). In the end of the calculation it is valid to approximate the
scattering rate by r = 1y, because elastic scattering is assumed to be dominant in the diffusive
regime.

We consider a magnetic field and replace the momentum integration by a summation over

effective Landau levels, following the computation procedure described in Sec. 1.4.2. This
calculation yields the quantum correction in the conductance,

e[ (1 B 1 B\ 1 (1 Bs\ 1 (1 By
(SG(B)——E[II)(E'FE)—lp(5+§)+§ll)(5+E)—E'Ll)(5+§):|, (231)

33



2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

where
By =B, + B, + B), + B, + B}, + B}, + B, (2.32)
B, = 2B}, + 2B%, + 2B + B, (2.33)
Bs = 4B}, + 2B}, + B, (2.34)
By = 4B, + 2B% + B;. (2.35)

The effective magnetic fields are defined by a generalized version of Eq. (1.69), thus for the
spin—orbit coupling, z;,, and the magnetic scattering, 7, the effective fields are given by

h

_ (2.36)
4eD75om

Bso,m =

We discuss three different cases:

« Orthogonal case: By, = By, = 0. In this case, the last two terms in Eq. (2.31) cancel out
each other and Eq. (1.68) is recovered, describing WL.

« Unitary case: By, = 0, By, # 0. As we already expect from the (3-functions (see Sec. 1.3.3),
in the unitary case we see no qualitative change in comparison to the orthogonal case.
The magnetic scattering field, By,, operates similarly as the inelastic magnetic field, B;,
and By, can effectively be absorbed into B;.

« Symplectic case: By, # 0, By, = 0. In the symplectic case, the change is rather significant.
For By, > B;, the inelastic field is ineffective in B,, but not in B;, where it enters via
the \-function in a term with the opposite sign in Eq. (2.31). In the limit of vanishing
magnetic field, we use Eq. (1.71) for Eq. (2.31) and reveal for the temperature dependent
conductivity

2
e T
56(T)~ —In|—], (2.37)
2rch Tso
which yields a positive contribution to the conductivity for decreasing temperature, in
contrast to Egs. (1.55) and (1.72).

In the following, we discuss the symplectic case. We assume By, = 0 and B, > B;, Bs,.
Furthermore, we set BZ, = 0, 2B}, = Bs,. The dependence of the magneto-conductivity on the
effective spin—orbit field is shown in Fig. 2.2. For the small magnetic field expansion, Eq. (1.71),
we find the two distinct cases

e? B?
B; > B, : Aoc(B~0)~ ———, 2.38
i so 0'( ) h 24Bi2 ( )
e B*| 9 1
B; < By, : Ac(B~0)r ——|— - —]. 2.39
i s0 0'( ) Th 48 4B§0 BIZ ( )

The first case, Bj > By, yields WL where the magneto-conductivity is positive. In the second
case, B; < By, the inelastic scattering field causes a negative magneto-conductivity. For large
magnetic fields, Eq. (2.46) does not saturate, similar to the WL case.
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Figure 2.2: Magneto-conductivity and magneto-resistivity (MR) for spin—orbit scattering events.
Dominant spin-orbit scattering events results in a negative magneto-conductivity,
as the destructive interference in self-intersecting paths is suppressed. The stronger
the effective spin—orbit field, Bs,, the stronger the amplitude of the negative
magneto-conductivity. Values of the spin—orbit fields in this plot are Bs, = 0T
(green curve), By, = 0.1T (red curve), By, = 0.3 T (blue curve), and the inelastic
scattering field is B; = 0.02 T for all pictures. For the MR plot the sheet resistance is
chosen to be 500 Q.

Let us discuss the symplectic case for vanishing magnetic field in more detail. Then we find

e? BgBi
2mh \(2Bg, + Bi)” (4B, + B;)

For the case B; > Bs,, we reproduce the orthogonal case

2
50(B — 0) = —e—h In (%) : (2.41)
T i

and by assuming a temperature dependence of the form B; = aT¥,

ae? T
60(T)=—1In|—|, 2.42
o) = i 7 (242)
where the elastic scattering defines a temperature scale
B\E
T, = (—°) . (2.43)
a

The correction Eq. (2.42) is always negative, as T < T, by precondition. The conductivity
decreases with temperature, indicating an insulating ground state. For B; < Bg,, however, we

find 2 2 2
B:B; T
§0(B—0) = ———In|=—2") = ~ 2 15[ ], (2.44)
2rh  \ 2B3, 2rh -\ Ty
where the spin—orbit scattering defines the temperature scale in interplay with the elastic
scattering,
1
2B\ @
T =|—5]| - 2.45
o= (5] @45)
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Figure 2.3: Effect of finite size on the weak anti-localization. Here, t is the thickness of the film.
For these plots, the effective fields are chosen to be B; = 0.02T, By, = 0.3 T, B, ~ co.
The effect becomes important for B, ~ By,. For the magneto-resistivity (MR) plot
the sheet resistance is chosen to be 500 Q.

Note that the sign of the correction Eq. (2.44) is negative for T > T, and positive for T < T,.
The correction is increasing logarithmically with decreasing temperature in both cases, indi-
cating a metallic ground state.

Using Eq. (1.75), we write for the magneto-conductivity in the diffusive limit, B, > B;,, and
for spin—orbit scattering only (B, = 0), where we set BX, = BY,

2 2B* + 2B% + B; 1_(4BX + B; 1_(B;
Ao(B) = S w220 T 200 T2} | Jg (e T g ()| (2.46)
zh B 2 B 2 B

The HLN-formula has provided a well accepted explanation for the negative magneto-resistivity
found in silicon-MOS and cesiated silicon surfaces by Kawaguchi et al. [85-87]. Typical values
for By, have been reported by Bergman for thin films of aluminum with a thickness of 9 nm,
where By, ~ 0.01 T. After a coverage of 0.25 atomic layers of gold, this value has been increased
to Bso = 0.42°T [88].

For the finite size effect, the general considerations in Sec. 1.4.3 hold. In this case we have to
compare the finite size field By, with the spin-orbit scattering field By,. Results for different
film thickness are shown in Fig. 2.3.

2.1.2 Cooperon for Zeeman Splitting

Whereas the aforementioned samples of Kawaguchi et al. have shown no significant behavior
for a magnetic field applied parallel to the surface, measurements on copper films performed by
Komori et al. [89, 90] revealed a finite parallel magneto-resistivity. In HLN-theory, the orbital
motion of the charge carriers is affected by the magnetic field perpendicular to the plane, and
so there is no explanation for a parallel field effect in the experimental data. Maekawa and
Fukuyama [69] suggested that Zeeman splitting, in combination with spin—orbit scattering,
plays a major role in the magneto-transport of these systems. By considering a Zeeman term
in the Hamiltonian,

= -+ mB o (2.47)
bands are split into their spin-up and spin-down components with an energy gap |grusB],
where g, is the Landé factor. This splitting is rotational invariant, and the dispersion in the
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2.1 Hikami-Larkin—-Nagaoka Theory

Green’s functions of the spin-up and spin-down channels is altered also in case of a parallel
magnetic field, leading to a modified result in the evaluation of the Cooperon equation. In the
following, we sketch the calculation for the magneto-conductivity correction with included
Zeeman field.

The Zeeman term enters the Green'’s functions and causes a direct magnetic field and spin

dependency,
h

21,2 B 237
hw—(hk +_ng,uB )iﬁ
2m 2 A

Gf,et/adv(k, w) —

(2.48)

where v = +1 denotes the spin projection. Note that in the calculation of the residuum the spin
splitting cancels for equal spin projections in both Green’s functions, but the full Zeeman gap
remains in case of different spin projections, see Eq. (A.67). The Dyson equation is given by

0 0
Copys =Copyo +anu,wnwc”ﬁ’va, (2.49)
v
1 Sapdys G;ﬁo-;é
o, o= —~ |, 2.50
af.yd " 27 Nph 0 Z Tso (250
1,,(q @) = /fot (k + %,w) G (k - %,w) . (2.51)
k
For the spin dependent particle-hole propagator,
Coll,,, = 1+ ioT — Dg’r, (2.52)
Colly—y =1 +iwt — qur + vigp upBr, (2.53)
and for the Cooperon (in the isotropic case, Eq. (2.21), and for 1y » 7 < 7y)
C =C ! ! (2.54)
T T TR T 2 Neht D@t — it + a .
Tso
as well as
C+—,—+ = C—+,+— =
_ 1 1 1
4 Npht1 =y, \ Dg’t — iwt + % (1 +4/1- yl) Dq?t — iwt + % (1 —41- yl) ’
(2.55)
where
g B\
= B)=|"—7—F7— 2.56
YL =y.i(B) (4eD 2B§0) (2.56)

is a Zeeman normalization factor. Apparently, the Zeeman splitting enters the singlet contribu-
tion, Eq. (2.55), whereas the triplet contribution, Eq. (2.54), is not altered.
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

The result for the magneto-conductivity in perpendicular magnetic field is structural similar
to the HLN result. For the non-isotropic case (but 7% = 7) the final result is given by (note
that y, =0 for B =0)

2B}, + 2B, + Bi) 1 (4B§0 + Bi)

ez
AO’J_(B):E{\P( B +51n B

2

1 1 2B% (1+vVI—yi)+B; 1 2B (1-+I-y.)+Bi
M Al e UL |

If the Zeeman term is neglected via gp — 0, the HLN result, Eq. (2.46), is recovered.

The Zeeman term in the Green’s functions also affects the transport in the diffusion-like pole
if the magnetic field is restricted to be exclusively in plane, where it has no direct influence
on the Cooperon ladder. Again, the spin flip information only enters the singlet channel
through a prefactor, leaving the triplet channel unchanged. For a parallel magnetic field, the
magneto-conductivity is negative and decreases quadratically for weak fields before it saturates
for higher fields. It is given by

AO'”(B): — In —=—In|1+ B

o2 1 B; + (B, + B%,) (1 +y1- }’II) 1 ( 2B, + ZB§0)
i 2Ty B 8+ B2 (1- T 7)) 2

(2.58)
where the second term ensures the vanishing of the magneto-conductivity in zero field and
gups B :
= —_— . 2.59
I (4eD B, + Bgo) (259)

In the limit g;, — 0, which closes the band spin splitting, the parallel magneto-conductivity
vanishes. Magneto-transport is shown in Fig. 2.4.

2.1.3 Disputable Scattering Mechanism

In the final formulas for the magneto-conductivity, we used isotropic scattering explicitly.
This is legitimate when the states of the conduction electrons still have a three-dimensional
character, whereas transport is to be considered two-dimensional [69].

However, in a strict two-dimensional xy-plane, HLN have emphasized that only the z-
component® of the spin—orbit scattering rate enters as a relevant scattering mechanism [6]. In
this case, the Elliott—Yafet mechanism demands /=, o< |k X k'|§, whereas the scattering rates
/2« = 0 and 1/, , = 0. This causes in both the HLN as well as in the Maekawa—-Fukuyama
result that the spin—orbit scattering contributions in form of B, and B}, vanish. As exactly
these effective fields create the WAL structure in Eq. (2.31) and Eq. (2.57), we find no qualitative
signature of spin—orbit coupling in the magneto-conductivity.

3 The index in the scattering rate should not be confused with a scattering direction. It originates from the
scattering potential which is proportional to i(k X k’) - o, where o is the vector of Pauli matrices, and therefore
labels the spin channel of the scattering mechanism, which is the o, channel for transport in xy-plane.
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Figure 2.4: Magneto-conductivity and magneto-resistivity (MR) in the Maekawa—Fukuyama for-
malism. Response in magnetic field components perpendicular and parallel to
the two-dimensional electron system. The value for the g;, factor is chosen to be
9./D = 0/fem? (blue), 9./D = 0.05/em? (red), and 91/D = 0.15/ecm? (green). The ef-
fective fields for all plots are B; = 0.02 T, Bs, = 0.3 T; the zero field resistivity is
p(0) = 500 Q.

We conclude that the Elliott—Yafet mechanism cannot describe a negative magneto-conducti-
vity in strictly two-dimensional systems. It might be applicable to use these theories for thin
metallic films and electron liquids in semiconductor quantum wells, but electronic states in oxide
heterostructures are often considered to be well confined in the perpendicular direction. Any
recognizable WAL structure in an experimental signal (given by positive magneto-resistivity
for low magnetic fields, as well as negative magneto-resistivity for higher fields) should follow
from a theory treating the D’yakonov—Perel’ spin relaxation instead [91]. We introduce
this scattering mechanism in the following sections, but give a short prospect on how this
mechanism has been treated within HLN-theory.

Altshuler, Aronov, Larkin and Khmel’nitskii (often referred to as AALKh) [22] incorporated
a dispersiv spin—orbit splitting in the band structure into the localization theory. They used
a D’yakonov-Perel’” spin relaxation rate in the effective fields by taking B, = 0 explicitly
and consequently 2B}, = By, [92]. Although it cannot be justified from a microscopic view,
this procedure transfered the D’yakonov-Perel’ mechanism, connected to a in-plane Bloch
vector [22, 93, 94], into the HLN-theory.
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

If we follow these arguments, the Maekawa-Fukuyama formulas simplify into

2 Bg, + B; 1 2By, + B;
ro.(B)= < {xp (T) + 5m(“’T)

+ﬁ[w(l+Bso(l""/lB_T)+Bi)_¢(l+Bso(l—M)+Bi)

2 B

(2.60)
B,

% 1 Bi+ T(“‘ 1—Yll) 1 By,
Aoy (B) = —ln(1+—) , (2.61)

7h |2 1= 2 B;

Th | 24/1 B; + BT( _ 1—)/”) i

where
2
gLps B
=y.(B) = [Z==2—] , 2.62
YL =yi(B) (4eD Bso) (2.62)
2
gps B
= =, 2.63
iy (ZeD BSO) (2.63)
and the HLN formula for g;, — 0 is given by
2 Bo+Bi\ 1_(2Bo+Bi\ 1_/(B;
Ao(B) = S w2002 | Dy (e T8 _ g (Zi)] (2.64)
mh B 2 B 2 B

These formulas have actually resulted in reasonable fits for the data on GaAs/AlGaAs het-
erostructures [92]. The same approach has successfully been used by several groups for the
analysis of magneto-transport on heterostructures of LaAlO3/SrTiOs [95-97]. As D’yakonov-
Perel’ relaxation is still treated via the scattering processes in perturbation theory in a Elliott-
Yafet like mechanism, this approach can only produce agreement for small magnetic fields
B < Bgo. However, we will find in upcoming sections that the typical spin—orbit coupling in
two dimensional systems introduces an additional term in the magneto-conductivity, which
is dominant for fields B 2 Bs,, but not captured in HLN-theory. We review the microscopic
theory for D’yakonov-Perel’ spin relaxation in the following sections.

2.2 Dispersive Spin—Orbit Splitting: Model Hamiltonians

2.2.1 Dresselhaus and Rashba Spin-Orbit Coupling

To construct relevant Hamiltonians with incorporated spin—orbit coupling on a very general
level, we employ symmetry considerations. For example, under time reversal we find that

p— —p. (2.65)
g (2.66)
VV — VV, (2.67)

therefore the spin—orbit coupling Hamiltonian Eq. (2.1) preserves time reversal symmetry, and
eigenenergies ¢ of the Hamiltonian follow the relation

&kl = €-k|- (2.68)
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2.2 Dispersive Spin—Orbit Splitting: Model Hamiltonians

Those degenerate states are known as Kramer’s pairs.

Another symmetry concern in solids is the presence or absence of spatial inversion symmetry.
In many crystals, spatial inversion is preserved and one finds the stronger condition (in addition
to time reversal symmetry)

&kl = €k| = E-k| = E-k7» (2.69)

which signifies perfect spin degeneracy of eigenstates (nonetheless, as discussed in Sec. 2.1.1,
nearby bands might result in spin mixing).

If the spatial inversion symmetry is broken in a crystal by a non-symmetric unit cell or by
confinement potentials, the upper relation, Eq. (2.69), no longer holds, and the spin degeneracy
is lifted. A term in the Hamiltonian that keeps time reversal symmetry but violates spatial
inversion is odd in momentum k as well as in 0. As for a spin-1/2 particle we expect the
Pauli matrices only to appear linearly in a one-particle description, a spin—orbit term in the
Hamiltonian can only appear in the form [80]

Hyo = hQ(K) - 0, (2.70)

where the Bloch vector Q(k) is an odd function in k. Throughout the thesis, we use the
following representation of the Pauli matrices and corresponding normalized eigenvectors:

0 1 1 (1 1 (-1
Ox = (1 0) 5 Uy = % (1) 5 U = @ ( 1) s (271)
(o i 1 (=i 1 (i
om0 3 e ) =gl @72

0, = (1 _(1)) , Uy = ((1)), v_ = ((1)) . (2.73)

We will discuss two kinds of broken spatial inversion symmetry. First, the symmetry can
be broken by lack of an inversion center in the unit cell (broken bulk inversion symmetry).
This can be realized in a three-dimensional material like the zinc-blende structured GaAs and
results in Dresselhaus spin—orbit coupling. Secondly, the inversion symmetry can be broken
explicitly by external fields (like an electric field) or induced by an interface, which results in
Bychkov-Rashba spin—orbit coupling (broken structure inversion symmetry).

(=)

Dresselhaus spin—orbit coupling

For three-dimensional materials with broken bulk inversion symmetry, the spin splitting in the
conduction electron bands is proportional to the momentum cubed in lowest order [80, 98, 99],

K (k2 - K2)
Qp(k) = 2yp | ky (k7 —k5) |. (2.74)
k, (kg - k;)

This kind of spin-orbit coupling is known as the Dresselhaus effect. In two-dimensional sys-
tems, the Dresselhaus term transfers into descendents linear as well as cubic in momentum [80]

Hp, = hQp(k) - & = fp (—keox + kyoy) + 11 (kxkf,ax - kgkyay) : (2.75)
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Figure 2.5: Bands and Fermi surface of an electron gas with Dresselhaus spin—orbit coupling. The
strength of the spin—orbit coupling is chosen to be fip = 0.1"*/am, where a is the
lattice constant and m is the effective electron mass, and yp = 0.3 #’a/m. If the spin
quantization axis is traced around the Fermi surface, the spin winding number is
found to be w = —1 for both bands.

where fp = yp (kf), and <kf> is the averaged squared wave vector in z-direction perpendicular
to the two-dimensional plane, which is constant. Using

ky = kcos ¢, (2.76)
ky = ksing (2.77)

and tan ¢ = ky/k,, as well as k* = k2 + k}z,, the effective spin—orbit field can be expressed in
terms of harmonics of the angle ¢ defined in the momentum plane [7, 100, 101],

k*\ (—cos¢\ k> [cos(3¢)
(k (ko) - Z) ( sin¢) 4 (sin(3¢))}

b, (— cos ¢) — Ops (cos (3¢)) .

Qp =p

(2.78)

sin ¢ sin (3¢)

If either first or third harmonic of the spin—orbit coupling is dominant, the spin—orbit splitting
is isotropic. In combination, however, the splitting is given by

190] = y(@o1)? + (D) + 200 Oy cos (49). (2.79)
For Qp; = Qps = Qp, the splitting becomes
|Qp| = 4Qp cos (2¢) (2.80)

and results in degenerate points at the Fermi surface. The spin structure for a free electron gas
with Dresselhaus spin-orbit coupling and kinetic energy & = "*k*/2m is shown in Fig. 2.5. The
plotted spin structure of the spin—orbit split eigenvalues represents the spin expectation value
along the quantization axis, which is given by the momentum dependent effective field of the
Bloch vector.
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The general eigenvectors, defined in a spin space projected to the z-axis, are given by
—0p1 cos ¢ — Qps cos (3¢) + iQp; sin ¢ — iQp; sin (3¢)
|Qp|
1

Uy = N (2.81)

1
V2
—0Op1 cos ¢ — Qps cos (3¢) + iQp sin ¢ — iQp;3 sin (3¢)
v_ = — |Qp
1

, (2.82)

Due to the cubic momentum splitting in energy, the spin structure contains first as well as
third harmonics. The non-degenerate Fermi surface can be characterized by a spin winding
number w, which we define as the ratio of

- (2.83)

¢p’
where ¢r represents the angle enclosed when the Fermi surface is traced around the I point
and ¢s is the angle the spin quantization axis rotates during this tracking. As both angles are

multiples of 27, the winding number is an integer. The character of the spin winding for the
Dresselhaus Hamiltonian changes dependent on the filling:

o |Qp1| > |Qps| for kg < /2 (kf): Single spin winding, w = —1,
o |Qp1]| = |Q2p3| for kp = /2 <k§>: No spin winding; perfect anisotropy,

e |Qp1| < |Q2ps| for kg > /2 <k§>: Triple spin winding. w = +3.

The first case is the most realistic case in a narrow quantum well, due to large values of <k§> [80].
However, the third harmonic might dominate the Fermi surface for high fillings, see Fig. 2.6.
For a three-dimensional Dresselhaus splitting, due to

sin®(¢) = Z sin(¢) — 41_1 sin(3¢), (2.84)

cos®(¢) = Z cos(¢) + 411 cos(3¢), (2.85)

the third harmonic again is only a smaller modulation of the larger first harmonic.

Rashba spin-orbit coupling

Another kind of spin—orbit interaction is the Rashba coupling Qg [102] (see also the recent
reviews, Refs. [103, 104] ), caused by a broken structure inversion symmetry (for example by
applying an external electric field perpendicular to the plane) [105]. This breaks the symmetry
between the z and —z direction [99]. For the Rashba spin-orbit coupling, the Hamiltonian has
a linear momentum dependence [80]

Hiy = agy (0 xK) - 2 (2.86)
= agq (oxky — oyky) . (2.87)
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Figure 2.6: Bands and Fermi surface of an electron gas with strong cubic Dresselhaus spin—orbit
contribution. The strength of the spin—orbit coupling is chosen to be fip = 0.03 "*/am
and yp = 1.0%°a/m in this picture. The spin winding number is w = +3 for the
surfaces of both bands. For intermediate filling, a node appears at the Fermi surface
and the spin winding number is no longer a meaningful quantity at this node.

Thus the propagation in x-direction is connected to the y-component Pauli matrix and vice
versa. The effective spin—orbit field in this case is given by [100, 101]

_ sin ¢
Qp; = Ory (_ cos ¢) ) (2.88)
where Qr; = ark and ag usually is propotional to a uniform electrical field E. The eigenvalues
of the above Hamiltonian are given by

&y = +apik (2.89)
and the eigenvectors, written in z-axis representation, are given by

L(sin¢+icos¢) o :i(—sind)—icosgb)
V2 1 ’ W2 1 ’

which are for ¢ = 0 and ¢ = 7/2 identical with the eigenvectors of the y and x Pauli matrices,
respectively. The spin structure at the Fermi surface is shown in Fig. 2.7.

For a Rashba as well as Dresselhaus spin-orbit splitting, the quantization axis for the three
dimensional spin always lies within the interface xy-plane and is connected to a non-trivial
winding number for each band. For Rashba spin—-orbit coupling, the winding number is w = +1
for both Fermi surfaces. For linear Dresselhaus spin—orbit coupling, the winding number is
w = —1 for both Fermi surfaces. For the cubic Dresselhaus effect, the spin winding number
is w = +3 for each Fermi surface. As result, we always find an even winding number for the
complete system.

vy = (2.90)
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Figure 2.7: Bands and Fermi surface of an electron gas with Rashba spin—orbit coupling. The
strength of the spin-orbit coupling is chosen to be ag = 0.1/*/am in this picture.
The spin winding number is w = +1 for the Fermi surfaces of both bands.

2.2.2 Cubic and Anisotropic Rashba Spin—-Orbit Effect

In a multiband system, the particular spin structure at the Fermi surface strongly depends on the
specific hybridization of the bands (see Sec. 3.1.2). Furthermore, for semiconductors as well as
for oxide heterostructures, it has been shown that the observed spin-orbit couplings are often
better understood in terms of a mixture of multiband and atomic spin—orbit coupling effects [106,
107]. In the following, we introduce two effective Hamiltonians that are extensions of the
Rashba Hamiltonian, and which will be discussed later for the WAL theory of LaAlO3/SrTiOs5 in
Chap. 3: First, a cubic Rashba effect with triple spin winding (providing an effective model for
the higher band pair of the LaAlO3/SrTiO3 six-band model) and secondly, an anisotropic Rashba
spin—orbit coupling, where single and triple winding are of equal importance (providing an
effective model for the middle band pair of the LaAlO3/SrTiO; six-band model).
First, we discuss the cubic Rashba Hamiltonian,

s = ans [y (3k2 = k) o + ks (382 = KZ) o | (2.91)

Using Qg3 = arsk?, the corresponding Bloch vector contains only third harmonic contribu-
tions [108]

Qps(k) = s (_ 52 gﬁ;) : (2.92)

describing a spin winding number w = +3 at the Fermi surface. The normalized eigenstates
are given by

vy = (2.93)

1 (sin(3¢) +icos (3¢)) o = 1 (— sin (3¢) — i cos (3¢)
V2 1 2 1 '

The cubic Rashba effect results in an energy gap of
3
£r = tas (k§ + k;) , (2.94)
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Figure 2.8: Bands and Fermi surface of an electron gas with cubic Rashba spin—orbit coupling.
The strength of the spin—orbit coupling is chosen to be asg = 0.5 7*a/m, where a is
the lattice constant and m the effective electron mass. The spin winding number is
w = +3 for the surfaces of both bands.

the dispersion is depicted in Fig. 2.8.
The anisotropic Rashba description has been proposed in Ref. [109]:

Hiirs = ox (k§ - k,%) (0xKk)-2 (2.95)
- oy (k§ - ki) (oxky — kyary) - (2.96)

Expressed in terms of the Bloch vector, the band pair is characterized by

Qri=r3(k) 3 _cos$

sin ¢ —sin (3¢)
O +
R [(COS gb) ( cos (3¢)
It has a similar structure than the Dresselhaus Hamiltonian, but the contributions from first

and third harmonic are of the same size for all fillings. We find for the Hamiltonian the energy
splitting

B3 (sin2 ¢ — cos® ) ( singb) (2.97)

. (2.98)

£+ = £2Qp cos(2¢), (2.99)

and for the normalized eigenstates

v, = 1 (+m [icos @ + icos(3¢) — sin ¢ + sin (3¢)]) ’ (2.100)
V2 1
1 [—5=2r [icos ¢ +icos(3¢) — sin ¢ + sin (34)]
_ cos(2¢)
v = 7 ( 2cos(2¢ ) ) . (2.101)

The spin structure at the Fermi surface is shown in Fig. 2.9. This Hamiltonian contains a
degeneracy at the Fermi surface for all fillings, and the spin winding number is not a meaningful
quantity. Note that this splitting (but not the eigenvectors) is completely analogous to the
Dresselhaus splitting with equal first and third contribution.

46



2.3 lordanskii—-Lyanda-Geller—Pikus Theory

T T 0.5

1/t N\ 1025

- N 1 -025

=] kX - -
1 L | L 1 L L 1 L _05
-0.5 -0.25 0 0.25 05 -0.5 0 0.5
kya kya

Figure 2.9: Bands and Fermi surface of an electron gas with Rashba spin—orbit coupling. The
strength of the spin-orbit coupling is chosen to be ag = 0.5*a/m in this picture.
The spin winding number is +1 for the Fermi surfaces of both bands.

2.3 lordanskii-Lyanda-Geller-Pikus Theory

In Sec. 2.1, we discussed the HLN-theory of WAL. Although some attempts have been made to
extend the microscopic picture involved in this theory, the HLN calculation is clearly based
on the Elliott—Yafet mechanism of spin relaxation. This mechanism takes place even when
spatial inversion symmetry is not explicitly broken, and the Elliott—Yafet spin relaxation
time is proportional to the elastic scattering time, 75, o« 79, see Eq. (2.7). This relaxation
mechanism does not allow for a WAL signature for magneto-transport in a strongly confined
two-dimensional system, but might still be relevant for thin films.

Next, we discussed several model Hamiltonians with broken spatial inversion symmetry
in Sec. 2.2. In these systems, D’yakonov-Perel’ spin relaxation [22, 93, 110] takes place.
This relaxation mechanism is expected to be relevant for crystal inversion symmetry broken
semiconductors as well as structure inversion symmetry broken heterostructures or quantum
wells due to the asymmetric confining potentials [84].

The spin splitting is given by the amplitude of the Bloch vector, 2|Q(k)| = 2Q. The Bloch
vector acts as an effective magnetic field for each spin projection and can be interpreted in terms
of a Larmor frequency [84], causing spin precession. In a perfect crystal, the electron spins
would be distributed according to €2, but momentum scattering events (under the condition
Q1y <« 1) cause a scattering rate of [83]

— = Q%r, (2.102)

leading to a spin relaxation time that is inverse proportional to the elastic scattering time.
A scattering process changes direction and frequency of the precession. Therefore the spin
phases are randomized between collisions, whereas in the Elliott-Yafet mechanism, the spin
looses phase information at the collision [84].

2.3.1 Cooperon for Dispersive Spin—-Orbit Splitting

In 1994, Tordanskii, Lyanda-Geller and Pikus (ILP) proposed a treatment of the maximally
crossed diagrams where the spin-orbit coupling is taken into account via D’yakonov-Perel’
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

spin relaxation [7]. In the following, we review the calculations by following Refs. [7, 100, 101].

The Hamiltonian is given by
h2k2

H = +ho - Q(Kk), (2.103)

where o is the two-dimensional vector of Pauli matrices for x-,y-direction* and Q represents
the corresponding Bloch vector (see Sec. 2.2 for different cases like Dresselhaus or Rashba
Hamiltonians). This theory has gone beyond the scattering approach of the HLN-theory and
Maekawa-Fukuyama-theory and has been succesfully used to describe magneto-transport data
in GaAs/Al,Ga;_,As quantum wells [111]. In the following, we keep both, the conventional
Rashba and Dresselhaus effect in the Bloch vector,

009 = 1) (28] + 0ot [~ 508 - ot (S200)). (2109

However, until the particular structure of the Bloch vector becomes important, we simply
separate the first and the third harmonics of the Bloch vector,

Q=Q; + Q3. (2105)

The aim is to solve the expression Eq. (1.41) for the conductivity by using the Hamilto-
nian (2.103). We will find that an analytical result is still possible if it is assumed that the
scattering rate 1/ is large in comparison with the spin-orbit splitting and vgq. Then these
terms can be neglected in the Green’s functions to the left- and right-hand side of the Cooperon
[see Eq. (1.46)] and we are left with

§o(a — 0) = —2e*NgDr? )’ / Cappal(q). (2.106)
ap q

The Cooperon® is found by evaluation of the Dyson equation,

i Ve

CayﬁzS(k’ kK'.q) = 12

Supdys

nlmp

ka,gvk ~£Gis (. 8)Gy5 (0, g + A)Cyyp5(8. K. @),

(2.107)

(271)2

which involves scattering processes with Ak = 2kg for small q = 0 (see also Fig. 2.10).

We incorporate the inelastic scattering rate directly into the Green’s functions (see the
discussion of the integral cutoffs in Eq. (1.65) and Eq. (1.54), respectively), which are defined in
a 2 X 2 spin space each,

h

Gret/adv (k, w) _ . ’
o = L6+ ho - (0] = % (£ + )

(2.108)

where 7; is the inelastic life time.

4 A Zeeman term would be characterized by a z-component of the o vector and magnetic field dependent Q.
> Note that the ILP-theory uses a different assignment of the involved spin pairs than HLN-theory.
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Y o Yy 6=y Y Y. pn 0
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Figure 2.10: Dyson equation for the D’yakonov—Perel’ spin relaxation in the Cooperon. The
Cooperon involves scattering processes that conserve the spin projection. However,
the spin splitting in the Hamiltonian acts as effective field and leads to a D’yakonov-
Perel’ spin relaxation process during the propagation of the particles (denoted by

«

..7). This allows the mixing of spin states even for orthogonal scattering.

The product of advanced and retarded Green’s function is an object in a 4 X 4 spin-product
space, which is also the case for the Cooperon. However, note that two indices of the Cooperon
are inert in Eq. (2.107), explicitly f and §. The four scattering channels will result in spin
singlet and spin triplet contributions, similar to the HLN calculation.

Also note that the scattering process matrix elements Vj v are—contrary to the approach
of HLN-theory—diagonal in spin space. We will find in the following that the Bloch vector
will appear in the particle-hole propagator I, in a similar functioning than the spin-orbit
scattering in the HLN calculation.

If we assume that the spin—orbit splitting is small in comparison with the kinetic energy,
ho - Q(g) < &, (2.109)

we can convert the momentum integral into polar representation and transform the radial
part £(g) ~ &; — p into an energy integral over &; (see the discussion of the integral limits in
Egs. (A.64)—(A.67)). Furthermore, we assume that the scattering potential Vj v only depends
on the scattering angle and on the absolute value of the momentum transfer. Then we find the
Cooperon matrix by considering the Dyson equation,

Nim Wi /2 Nim N; d
Crr(q) = p7|121(,k| + ffz F/ﬁ/dfghfk,gr

h h
% ih (1,1 ih (1,1 Cew (@)
§g+q—hw+h0'-Q(g)—7(T—o+;i) fg—hw+ﬁp-§2(—g+q)+7(f—0+;i)

(2.110)

where o acts on the first pair of spin indices, ¢ and v, and p acts on the second pair of spin
indices, y and p.
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By using the explicit form of the dispersion &4, Eq. (1.42), the latter expression allows to
use the residue theorem® and
2
Rimp Vi |
72

ZHNFnimpTO / @ |Vk,g}2 Cg,k’(q)
h % |-hog-q-ho- Q@)+l Q(-g+q+ Ly L

Ti

Cer(q) =

(2.111)
+

where we have neglected terms of order ¢ < kg - q. The velocity vy is the Fermi velocity’
in the direction of g. Also the Bloch vectors Q are given here by their Fermi surface values,
evaluated in the direction of the momentum in their argument.

Because q is small we use that the spin-orbit term is the anti-symmetric in momentum and

0-Q(g)-p Q-g+q~(c+p) Q). (2.112)
We expand the denominator of Eq. (2.111) in the small terms containing q and Q3

1
1+irovg-q+ir0(0'+p)-Q(g)+T—‘l’

T

2.113
zl—irovg-q—iro(0'+p)-Q—@ ( )

1

2
~ 7 (Vg )" — 25 (v q) (0 +p)- Q-7 [(0+p) - QF,
where we have neglected higher order terms in the inelastic scattering rate.
The lowest order of the expansion Eq. (2.113), which is linear in the Bloch vector, contains
only first and third harmonics. The relaxation times, expressed in terms of those harmonics,
are

== [ w11 - cos(np) (2114)

n

where n = {1, 3} and W(¢) is the probability for scattering by an angle ¢. When W is angle
independent, the elastic scattering rate is revealed,

1
—= / dpW(4). (2.115)

Note that the case of 7; corresponds to the Boltzmann transport time 7y, see Eq. (A.77).

6 Note that each Green’s function carries two linear independent poles due to the spin structure, and in more
detail, &g+q has to be replaced by c9&g+q and &g with po&g. Under the assumption of small spin—orbit coupling,
these two poles are approximately at the same energy, and the result of the integration is the same in both cases.
The &g part of the energy cancels when the integral is evaluated. The two independent contributions from the
residue theorem are then again collected by using a matrix notation. However, the small non-diagonal entries
in the matrices are kept and have to be diagonalized in the following calculation. This results in spin singlet
and spin triplet contributions to the Cooperon. Therefore, for small spin—orbit coupling, the approximations
are justified.

Again, the whole matrix has to be replaced by its Fermi surface value. This is only justified for small spin-orbit
splitting.

8 The terms —T02 (Q-0) - TOZ (Q - p)? are often omitted in the literature.
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In the following, we consider the homogenous Cooperon equation. By identifying

Pimp N |Vice|

W(g) = A , (2.116)
the homogenous Cooperon equation becomes
Cri = Ao / dpW (g, k")Cq 1 (2.117)

where A is the eigenvalue of of the Cooperon. Splitting the Cooperon into its harmonics,
Clink) C'™ cos [n (¢ — d)] (2.118)

we find for the zero-component the equation
Co = oo / dpw (g, k)CL), = 4C", (2.119)

which gives Ay = 1, as Céoll, = C® has no angular dependence. For the higher harmonics of
the Cooperon, we find by inserting Eq. (2.114) and Eq. (2.115),

Clink), =1 / dopw (g, k')A, Cé”k), = ( - Z—O)C(”), (2.120)

and the eigenvalues are therefore given by

Tn

-1
A (1—2) . (2.121)

In comparison with the zero-harmonic C'¥), the higher harmonics of the Cooperon are small,
because they appear in connection with terms containing the small momentum q or the Bloch
vector Q.

As the Cooperon equation contains terms up to the cubic harmonic, we substitute

Cor(@~C% +c) + P (2.122)

gk gk gk

in Eq. (2.111). The first and third harmonic of the homogenous Cooperon equation can then be
compared with the eigenvalue equation, Eq. (2.120),

G = / W@ 0O — i (v 5) + (0 + 0)- 2.0

(2.123)
=1 dng(g,k ) { }Cg(ll)("
el = [ dwieK) [cl —in (o +0)- 2x(e1CL
(2.124)
—a [apwgio{-"hey.
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This allows to identify the Cooperon amplitude on the right-hand side of Eq. (2.111) in first
order with the zero-harmonic only:

Ly = —i(ri—10) [(vg - q) + (0 +p) - Qu(®)] C)s (2.125)

C® = _i(ry— 1) [(0 + p) - Qs(g)] C°)

Y ok (2.126)

This is the crucial step in the ILP computation because the full Cooperon, containing all
higher harmonics, is now approximated in terms of the zero harmonic Cooperon, which is
angle independent and simplifies the integration enormously. We return to the inhomogenous
equation and use Eq. (2.122) combined with Eq. (2.125) and Eq. (2.126), as well as Eq. (2.111).
In combination with the expansion Eq. (2.113), we find the following inhomogeneous equation
to solve for the Cooperon:

Pimp Viie|
2

27 NFNjmp T d
M/—gf)|ng,|2{ 1—@—1'11 (Vg'q)—i(0'+p)'(T191+TgQ3)
h 2r ' ° T

Cer(q) =

—TTy [(Vg . q) +(oc+p)- Ql]z
~wrs(o+p) &I} CO
(2.127)

where several terms vanish with the full 27 integration due to the proportionality o« cos(¢),
sin(¢), cos(3¢), sin(3¢), or products of these orthogonal expressions. Also note the angular
dependence vg - q « cos (¢g — §q). The remaining finite expressions in the curly brackets in
Eq. (2.127), under consideration of Eq. (2.104), show the following angle dependence:

T
1- ?0 — 711§ q” cos” (¢ — Bq) — 27071 (0% + py) (0y + py) Qb1

1

— 27971 vrq cos (¢ — ¢q)

% [(UX + py) (— cos ¢Qp; + sin ¢Q¥) + (oy + py) (sin $Qp1 = cos $Qr1) (2.128)

— 21971 (1 + 0y px) [cosz(qﬁ) (Qp1)? + sin®(§) (QRl)z]
— 27071 (1 + oypy) [sin*(¢) (Qp1)* + cos’(9) (2r1)?]

— 27073 (Qp3)? [cosz(’o’(ﬁ) (1 + oypx) + sin®(39) (1 + O'ypy)] .

The integration can now be performed, because the zero component of the Cooperon carries
no explicit angular dependence. The term containing the cos (¢ — ¢q) part has to be taken
with care. This term contributes differently in two distinguished cases:

¢q =0 — cos (¢ — ¢q) = cos §, (2.129)

$q = % — cos (§ — ¢q) = sin¢. (2.130)
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The first case, Eq. (2.129), corresponds to g = g, the second case, Eq. (2.130), to g = gy. After
angular integration, and by using the explicit form of the elastic scattering rate Eq. (A.31), we
find for the Dyson equation Eq. (1.49)

5ay5ﬁ5

Cayps = N T LavyuCupupss (2.131)

where L is the integrated form of Eq. (2.128). This allows us to write

5ay5ﬁ5
(50(\/5)/;1 - Lavyy)cvyﬂ5 = m, (2.132)
Saydps
LovyuC =7, 2.133
avyp-vups 27'L'hNFT02 ( )
which is in compact notation,
1
=— (2.134)
ZﬂhNFTOZ
where’
1 %n,
L = - + Tq + T1VF [(O-X + pX) (_'QquX + -Qquy) + (O'y + py) (QquY - QquX)]
i (2.135)

+ 211 (0% + px) (O'y + py) Qp12p1 + (2 + oxpx + Jypy) (TlQI2u+D1 + 13(2]233) .

Note that Qg;.p;1 contains contributions from both, the Rashba and the Dresselhaus effect.
We represent L in its eigenbasis,

4

L(n) = Z lpr,nEr,n :,na (2.136)

r=1

where 1, , are the normalized eigenvectors of L:

—£¢r,n = Er,ngbr,n- (2.137)

Due to the operator identity Eq. (2.134), the Cooperon also has a diagonal structure in the
eigenbasis of £, where the entries are inverse eigenvalues of L. Not specifying the spin indices
for now, the solution for Eq. (2.134) can be written as

4
1 1 N
Cayps(n) = Zﬂ'h—f\[FTg‘ Z Yr.n(a, }’)E—Wr,n(ﬁ, d). (2.138)
r=1 r.n

Note that the spin indices are of different order in comparison with the £ operator. In the
L operator, the first two indices refer to the spin indices in the retarded Green’s functions
(before and after the scattering vertex), and the latter two indices refer to the spin indices in the
advanced Green’s function. In the Cooperon, Eq. (2.138), the first two indices are related to the

9 Note that in Refs. [7, 100, 101] in the mixed term proportional to Qp; Qg; in this step of the calculation there
are several terms omitted. However, they are needed to derive the final result, which is again correctly shown
in all articles.
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spin pair entering the scattering vertex (in the retarded as well as advanced Green’s function),
and the second pair refers to the leaving spin pair (see Fig. 2.10). To return from the (arbitrary)
particle-particle propagator to the actual current response with maximally crossed diagrams,
the conserved spin at the current vertex for the Cooperon restricts the components to fulfill
y = B and § = «, and thus the latter eigenstate has interchanged spin indices in comparison to
the first:

Cappa(n) = " (B ). (2.139)

2 hNTO p—

The eigenfunctions ¢, ,(a, p) are defined in spin space. We choose the basis with eigenfunctions
¢,(.)’n(0{, p) that are antisymmetric in the spin indices, which corresponds to a spin singlet with
total momentum J = 0, and eigenfunctions ¥, (a, f§) that are symmetric in spin indices, which
corresponds to a triplet state with total quantum number J = 1 and J, = —1,0, 1. We find,
similar to Eq. (2.20),

Nmax 1
1 1
27 hNpT? E = § - § . 2.140
TCIUNET P nCaﬁﬁa(fl) 2 ( Eo(n) + pa Em(n)) ( )

Whereas the triplet channel gives three positive contributions to the magneto-conductivity, the
singlet channel gives a negative one. When spin relaxation mechanisms are small, the negative
contribution cancels one of the positive contributions, and the spinless case is revealed with a
factor of two. However, a finite spin-orbit relaxation reduces only the contribution from the
triplet channel, because there is no spin relaxation involved in the singlet channel. We identify
the two-dimensional diffusion constant via Eq. (A.93) and find for the spin independent singlet
part

L5 =Dg* + Ly (2.141)

T

Regarding the triplet channel, the quantities /2 and /2 each define a spin-1/2 algebra. We
define the total spin operator, which is symmetric in both spin operators,

j=lore (2.142)
Je £y
Je = , (2.143)
) V2
and we use the notation
g+ = gx * igy. (2.144)

Note that we use the normalized ladder operators J. here. The triplet state can be expressed as a
single spin system with total spin-1. This allows us to write for the triplet state J* = JZ + ]3 +J?
with eigenvalue j(j + 1) = 2 and

1
L'= =+ Dg* + 24/Dry [-Qp1 (Jiqs + J-q-) + iQr1 (J+q- — J-q+)]

g (2.145)
— 4001 Oty (J2 = J2) + 2 (1, 1p1 + 13905) (2-J5) -

54



2.3 lordanskii—-Lyanda-Geller—Pikus Theory

In a magnetic field, the momentum operator becomes quantized with the following relations:

K
qs =+ /Ba, (2.146)
q- =, /%a*, (2.147)

7 =% a,a'} = % (aa* + afa), (2.148)

where {-, -} denotes the anti-commutator and x = 4¢BD/; has been defined in Eq. (1.66). The
operators a and a' increase and decrease Landau level n and have the non-zero matrix elements

(n—=1laln) =(n|la" |n-1) =Vn (2.149)

(n| {a,aT} [n) =n+ % (2.150)

The magneto-conductivity is then given by

el 1

1
Ao = — - . 2.151
"= o &3 R 2, B 1

The eigenvalue of the singlet channel can be identified directly,

L i
o) _ 1y B (2.152)
K 2 B

which corresponds to the contribution in the spinless case, except for the different diffusion
constant involved in «.
The triplet state L operator in magnetic field is given by

L= % + K {a,aT} + 24/k1y [—QDl (]+a +]_aT) + Qg4 (]+aT —]_a)]
! (2.153)

— 4iQp1Qpi 7y (]E _JE) +2 (7191211+D1 + 7391233) (2 _Jzz) .

In comparison with the singlet contribution, the triplet contains not only Landau level ex-
pressions, but the spin-orbit coupling introduces a coupling of different Landau levels in
combination with a spin flip. It is apparent that only the first harmonic of the spin-orbit cou-
pling induces a Landau level coupling, whereas the third harmonic only results in a splitting
of the Landau level in Eq. (2.153) due to the different eigenvalues of J,.1° There is no simple
(analytical) treatment to find the eigenvalues of Eq. (2.153). In general, this operator has to
be diagonalized numerically [100]. However, there exist special cases where a closed form
solution can be achieved.

10 This is the reason why by neglecting the first harmonics, which are typical for two-dimensional systems, the
qualitative result of the HLN calculation is recovered.
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2.3.2 Dresselhaus Spin—-Orbit Coupling

If either Qr; = 0 or Op; = 0, the L operator can be treated analytically [7]. In this section, we
assume a pure Dresselhaus spin-orbit coupling as described by Eq. (2.78) (€2r; = 0) and skip
the index “D”. The £ operator for the triplet state becomes

L= % +ic{a,a"} - 20,viry (]+a +]_aT) +2(0, 2 +1,095) (2- 7). (2.154)

We define the D’yakonov-Perel’ spin—orbit scattering rates in analogy to Eq. (2.102),

1
— =2(Qr, + A1y), (2.155)
Tso

1
— =20, (2.156)
TSO

and the corresponding effective magnetic fields,

By, 1

L 2.157
B KTso ( )
B! 1
== (2.158)
B KTeo
as well as the inelastic field,
B; 1
- = (2.159)
B KT
Then the £ operator can be written in the form
Lt B; 2B} B
—= {a,a"} + El - BS" (]+a +]_aT) + % (2-77)., (2.160)

which becomes a 3 X 3 block matrix structure in the product space of eigenfunctions of
the operator {a, aT} with the eigenfunctions of J, with quantum numbers S, = {1, 0, —1}.
This corresponds to Landau levels with quantum number n, which are split with the spin
projection in z-direction. Each Landau-level {n, S, = 0} is intermixed with the Landau-level
{n-1,5,=1} aswellas {n + 1, S, = —1}. The Landau levels with S, = +1, however, are only
connected to one other Landau level each. Therefore the matrix block diagonalizes in a 3 X 3
structure.!! Note that in the general case, with both, Rashba and Dresselhaus contributions,
this block decomposition is not possible because both processes, for example increasing of a
Landau level by lowering and enhancing the J, quantum number, have to be considered. For
n > 0 we find for the Dresselhaus case:

(n-1)+14 BB J2080 0
£ 2nB; 2(n+1)B}
— = _ /% n+%+% _ /% , (2.161)
0 —w/% (n+1)+ 1 4 Btbe

11 In the case where only the third harmonic of the spin-orbit interaction is considered, the result are simply
disconnected Landau levels, which are split due to the magnetic quantum number S,. This reduces to the HLN
case.
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<« term mixes different Landau levels.

To solve the sum of inverse eigenvalues in Eq. (2.151), we use

Zml i = zml |ler|, (2.162)

where | - | denotes the determinant and £,,,,,, are the minors of the matrix £, which are derived
by removing rows and columns of one diagonal element (see Ref. [112]).12 The determinant of
Eq. (2.161) is given by

where only the single winding B

(n) B B!
LK = (a,, + %) Ap_1Gns1 — 2? [(2n + Da, — 1], (2.163)
where we define
1 B;+B
an=n+ o+ %, (2.164)

and the sum over the minors of diagonal elements is

2

m

(n)

mm

K

’

B B
=3a% + 2an§ —1-22n+ 1)%. (2.165)

In addition we have to consider the triplet term n = 0 with the reduced matrices (see Fig. 2.11)

1 Bi+2Bso ZBéD
Lo [zt 7B NTB £

1 Bi+Bgo
” — o s . = (é + T) . (2166)
S0 1 it Dso
7B 1tzt7F"
We find for the sum over inverse triplet eigenvalues
y 1 2ap+1+Be oy 3 +2a, 52 —1-202n + 1) 2
n,m Em(n)  ao a (ag + %) - 2%‘) n=1 (an + %) An-1Gn+1 — 2%‘) [(2n + 1a, — 1]
(2.167)

The discussion above has been concerned with the triplet part. For the singlet part, we find
only one eigenvalue and consider the sum

f;zw(l_,_&)_q)(l_,_ﬁ) (2.168)

Linplid 2 B 2 B
B, 1 B
~n (22— =+ 2, 2.169
(5] -0 %) @1en

where we assumed B, to be very large, as discussed in Eq. (1.70).

12 The sum over inverse eigenvalues of a symmetric n X n matrix is given by the negative ratio of coefficients of
the linear and constant term of the characteristic polynomial. The constant term is given by the determinant.
The linear coefficient is given by the sum of determinants of matrices that are created by replacing one diagonal
element by (—1) and the entries in the corresponding rows and columns with 0 [112].
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Figure 2.11: Effective Landau level splitting. Fach effective Landau level is split in three sub-levels
with magnetic quantum numbers {—1,0, 1}. The linear Dresselhaus contribution
couples these different Landau sub-levels for different magnetic quantum numbers.
Except for the two lowest sub-levels, three sub-levels are coupled at a time.

Joining the calculated parts, we find the final formula'® for the Cooperon quantum correction
in a magnetic field for the case of a Dresselhaus-like spin-orbit coupling:

B
B

—_ =
o a; (a() + %) —-2=

60(B) = ——

ez 1 2a9 + 1+
27h

B

T 3 + 2a, B2 — 1 - 2(2n + 1) B
) B, (2.170)
n=1 (an + %) an-1an+1 — 232 [(2n + Da, — 1]

1 B By o 3
—+—|+2In|—|-) —+3
+¢(2+B)+ n(B) Zn+ yEM],

n=1

where we used the Euler—-Mascheroni constant,

X0 L
yon = lim (Z £ —n n) : (2.171)
k=1
and the transport field is given by
h
By = ; 2.172
' 4€D1'1 ( )

which is assumed to be large. Note that the cutoff in the sum is magnetic field dependent and
determined by the transport field np,y = Bu/B. We show the magneto-transport for different
ratios of Bi/B,, in Fig. 2.12. A comparison of the ILP-theory and the HLN-theory is plotted in
Fig. 2.13. Even if the response for solely single or triple spin winding shows a qualitatively
similar behavior, the single winding contribution yields a much more pronounced magnetic

field dependence.

13 Note that the sum starts with 1, not 0. This is correctly shown in the original paper Ref. [7], but not in the
review, Ref. [101].
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Figure 2.12: Magneto-transport for linear and cubic Dresselhaus spin—orbit coupling. In these
plots, the effective fields are chosen to be B; = 0.08 T, B, = 0.3 T, By ~ co. The
zero magnetic field resistivity for the magneto-resistivity (MR) plot is chosen to
be 500 Q. The case Bi/B,, = 0 corresponds to the purely cubic spin—orbit coupling
of a quasi three dimensional Dresselhaus case (blue curve); Bi/B,, = 1 corresponds
to the purely linear spin—orbit splitting (green curve). In between, the cases of
B,/Bs, = 0.5 (violet curve) and Bi/B,, = 0.9 (red curve) are shown.
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Figure 2.13: Magneto-transport in ILP-theory for the two limiting cases: Bw/B,, = 0 (red line) and

B/Bs, = 1 (green line). In these plots, the effective fields are chosen to be B; = 0.08 T,
Bso = 0.3 T, By ~ co. The zero magnetic field resistivity for the magneto-resistivity
(MR) plot is chosen to be 500 Q. The case Bi/B,, = 0 corresponds to the solely
triple spin winding. Bi/B, = 1 corresponds to the solely single spin winding,
which is a more realistic scenario in quasi two-dimensional systems. Although the
signals are similar for small external magnetic fields, the curve for the single spin
winding shows a much stronger dependence on the magnetic field. Whereas the
HLN-theory in D’yakonov—-Perel’ approximation gives identical results to the red
curve, the result for the isotropic scattering HLN-theory is different for the same

parameters (blue curve).
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In a narrow quantum well, (kg) can become quite large, which means €2; > (25 for realistic
Dresselhaus interaction. By considering small angle scattering, we find

n2¢2
2

1—-cosng =~ (2.173)
and 7; = 973. However, when the scattering does not depend on the angle, 7; = 735. Therefore
the ratio 71/ is restricted,

T
1<+ <o. (2.174)
73

In realistic cases B}, ~ Bs,, which signifies that the cubic contribution Q27, ~ 0 does not play
a major role [7]. The ILP-theory has been successfully used to explain magneto-transport data
and provided considerably better fits to experimental curves than HLN-theory [101, 111].

Even if the expression Eq. (2.170) uses the exact (inverse) eigenvalues of the L operator,
it still contains a sum over all effective Landau levels, which has to be treated numerically.
It is the term containing the single winding contribution, B, that causes the difference in
comparison to the HLN formula: by neglecting this term, ILP showed that the HLN result is
recovered, but with slightly different characteristic fields.!* In the following, we derive this
kind of HLN result by keeping only the 1/z, relaxation. First, we find

e? 1 2a0 + 1+ % Tmax 3afl + Zan% -
do(B) = ~oh _
2 o ag (a() + %) n=1 (a,, + %) An-1an+1
(2.175)
1 B By 3
+P|-+—=]+2In{—]|- ) —+3 .
VP (2 B) ( B — + 3vem
n=1
As ay.1 = a, £ 1 we can separate the triplet sum into several parts oc 1/n+x,
3a% + 2a, 2 — 1 1 1
> ——" => + + (2.176)
n=1 (a,, + %) An-1Gps1  n=i| Gnm1 o Gn (an + %)
1 1 2 1
N Y A (2.177)
as a4 4\ an (an N Bl;o)
1 1 1 2 1
= — - + Y [ = — (2.178)

B
1 20+ 1+ = 2 1
:————B+E —_t — . (2.179)

d g (ao + %) n=o | %n (an + %)

14 This formula was actually first derived by Altshuler et al. (AALKh) [22] in 1981, one year after the HLN
publication. As discussed previously, the authors used a spin splitting in the Hamiltonian to introduce a
D’yakonov-Perel’ spin—orbit relaxation, but treated the calculation in close analogy to the Elliott-Yafet relax-
ation used in the HLN appraoch. Apparently, this approach neglects the single spin winding contribution.
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2.3 lordanskii—-Lyanda-Geller—Pikus Theory

The last step enables to use the \-function Eq. (1.70), and the final result for the magneto-
conductivity is

e? B +Bi\ 1_(2Bx+Bi\ 1. (B
Aoc(B) = — |¥ +-v (= -=¥|=]{. (2.180)
h B 2 B 2 |\ B

which is identical with Eq. (2.64). This result can also be found by taking the linear terms to
zero directly in Eq. (2.161). Note that this equals Eq. (2.46), however, in the present case the
result is derived by starting from a Hamiltonian describing a spin-orbit splitting and not by
an artificial extension of the HLN equation. As long as the triple spin winding dominates the
Fermi surface, the magneto-conductivity is only dependent on the spin relaxation times that
are used for the D’yakonov—Perel’ mechanism in HLN-theory [7, 22, 100]. If, on the other
hand, only the linear Rashba (or linear Dresselhaus) term is kept in the Hamiltonian, another
limit of the ILP result can be obtained that can be expressed analytically. This is the topic of
the next section.

2.3.3 Rashba Spin-Orbit Coupling

When only the single spin winding contribution in the Bloch vector is considered, again the
magneto-conductivity within ILP-theory can be expressed in a closed formula [113]. This cor-
responds to the linear Rashba Hamiltonian, Eq. (2.87) (or a Dresselhaus Hamiltonian, Eq. (2.78)
where the triple winding contribution is negligible) and provides a useful fitting tool for
experimental data in systems with strong Rashba effect [113].

In this case, the £ operator takes the form

Lt_ + Bi .
?—{a,a}+§+z

2Bs,
B

(]JraJr —]_a) + % (2-77), (2.181)

which becomes again a 3 X 3 block matrix structure in the product space of Landau levels n,
which are eigenfunctions of the operator {a, a"'}, with the eigenfunctions of J, with quantum
numbers S, = {-1,0, 1} for n > 0:

B;i+Bs, . 2nBg,
-y it [ o
LW 2nB Bi+2B 2n+1)B
— . nBg, 1 i +2Dgo . n so
P —iTE" ntgt =g W= | (2.182)
0 —iw/—z("Jré)Bs" (n+1)+3+ —B”BBS"

In this Rashba case, we find that the lowering of a Landau level is combined with a decrease of
the spin projection quantum number, and the increase of a Landau level with the increase of
the spin projection quantum number. Each Landau-level {n, S, = 0} is intermixed with the
Landau-level {n —1, S, = =1} as well as {n + 1, S, = 1}.1% As this matrix still has the same

15 This is just the reversed case as in the Dresselhaus case, Eq. (2.161), where an increase of a Landau level is
combined with a decrease of spin projection quantum number.
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

structure as in the Dresselhaus case, the solution for the sum over inverse eigenvalues is quite
similar:

B
1 1 2a0 + 1+ =%
=+ B (2.183)
triplet = " 4o ai (ao + %) - %
Mimae 3a2 +2a, 52 — 1-202n+1)5e

+ Z : (2.184)
n=1 (an + %) An-1an+1 — 2% [(2n + 1)a, — 1]

where B . )
— = = ~Qir,. (2.185)
B KTso K

As in the previous section, the sum over Landau levels can be achieved by using the {-function
if it can be expressed in terms of I/n+x. According to Ref. [113], the sum over inverse triplet
eigenvalues (including the zero term) can be written in the form

s 4B?
Z :Z( Z : )+B2_4(Bi+Bso)2’ (2‘186)

1Ly B _
triplet ~ n=0 \s=0,%+1 n+ 2 + B~ Us

where

302 + 4v (Bso/B) + 5 (Bso/B)? + 4 (Bi/B) (Bso/B) — 1

Us = , 2.187
T (v — o) (2187
s'#s
21
Vs = 2¢ coS [9 - ?(1 - s)] , (2.188)

o= \/ 1 —4(Bi/B) (Bw/B) — (Bso/B)z’ (2.189)

3

1 Bso 3 2B;
0 = —cos! l—( /B) (1+—)
3 [0 By,

Following the steps of the previous section, the magneto-conductivity can be expressed as

(2.190)

e? 1 B 1 B

Ao = — s - T = —Us| — - T =

7 Znh[Zuw(z-'-B U) II)(2+B)
5=0,+1 (2.191)

B; 4B?
=2In|—|+ > +C|.
B 4(Bso+Bi) — B?

The constant C provides the vanishing of the magneto-conductivity in zero field:

C=-2In (1 + %) —In (1 + ZBSO) + 8 cos”! ( (B/ba) ~ 1 ) . (2.192)
B B V7 + 16 (Bi/B,,) V[(2B/B,) +3]* - 1
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2.3 lordanskii—-Lyanda-Geller—Pikus Theory

For B < Bg, the HLN result is derived with the effective fields of the D’yakonov-Perel’
approximation [113], see Fig. 2.13. In the high-field limit B > By, the behavior differs
considerably from the HLN result. We find

us ~ 1, (2.193)
vs ~ S (1 - ZB];]f”) : (2.194)
o~ % (1 _ 23;1530)’ (2.195)
0 ~ %’ (2.196)

and for large magnetic fields Eq. (2.191) reduces (up to a constant) to [113]

B;
Zﬂh lzw —ZSBSO)_ZIH(E)

and the spin—-orbit coupling acts like a shift in B — 2sBs,, restoring the positive magneto-
conductivity. Note that the sum is only over s = +1, as the s = 0 term cancels with the singlet
contribution. The crossover appears for B = By,, where a pronounced WAL dip develops.

An interesting case appears when both, linear Dresselhaus and linear Rashba spin-orbit
splitting are of similar strength [100]. Whereas both terms produce additive contributions for
the spin relaxation time, they are not additive in the magneto-conductivity. Even more, if the
first harmonics in Eq. (2.104) have the same strength €,

sin ¢ — cos ¢))

sing — cos ¢/’

, (2.197)

Q(k) = Qi(k) ( (2.198)

there is no WAL signature in the magneto-conductivity, because the spin winding number is
zero in this case.

2.3.4 Anisotropic Rashba Splitting

In this section, we go beyond the derivations found in the literature. We discussed in Sec. 2.2.2
an anisotropic Rashba Hamiltonian, which is described by the Bloch vector Eq. (2.98),

Qr(k) = X [(S:; Z) + (_zg; (é‘é?))] (2.199)

This Bloch vector is useful for the description of one of the involved band pairs in the six-band
model of LaAlO3/SrTiO3 heterostructures, which we will discuss in Sec. 3.1.3.Following the
calculation in Sec. 2.3.1, we find again a two spin formulation with the singlet part

1
L5=Dg* + —, (2.200)
T
and a triplet part
1
L'==+Dg ++2 (2= J) (11 + 13) Q4 + 2i%\Dry (Joq+ — J-q-) . (2.201)

T
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

In the following, we adjust the definition of the effective spin-orbit scattering rate to the
anisotropic Rashba Hamiltonian,

1
— =2( + 13) 2%, (2.202)
Tso

1
— =2r,0% (2.203)
TSO

By using the quantized momentum operator in a magnetic field, Eqgs. (2.146)—(2.148), this
yields

£ B
—= {a,a"} + 5 (2.204)
-Lt_ + Bi 2 Bso . ¥ ZBéo

7_{a,a }+§+(2_JZ)_B +1(]+a—]_a)\/—B ) (2.205)

The eigenvalue of the singlet channel can be found directly, see Eq. (2.152). To find the
eigenvalues of the triplet channel, we have to diagonalize the block-diagonal matrix similar to
Eq. (2.161). For n > 0 this matrix for Landau level n and in the J, basis {1, 0, -1} is given by

1 Bi+Bso : ango
(Tl — 1) + 3 + 5= i /T 0
LW _ 2nB, Bi+2B 2(n+1)B,
= —j s 1 Bi+2Bs i [ 2t D) Bso . .
” i n+ i+ 2 i =g (2.206)
. [2(n+1)B; 1 Bi+B
0 —i\ T2 (n+ )+ T

The basis of this matrix is the same as in the Dresselhaus case, but the structure of the entries
is similar to the Rashba case. Its determinant is formally identical to the Dresselhaus case
Eq. (2.163), as are its minors and the end result, apart from the different effective spin—orbit
fields. The first and third harmonic are of same size in the anisotropic Rashba Hamiltonian,
therefore the full summation over Landau levels has to be achieved to find the solution. The
magneto-conductivity is given by

(:‘2 1 Bi Bi
where
B B 2 B B!
2a0+ 1+ =2 5 3a;, +2a,=2 —1-22n+ 1)=2
S(B) = & 4 %0 B, B 7 %np (2n+ V7 (2.208)

B B;
g (ao + %) -23 A (an + %) An-1ans1 — 252 [(2n + Da, — 1]

and a, is given by Eq. (2.164),
1 B; + By,
ap=n+ -+ ——>,
2 B
Note that the transport field enters again in the upper limit of the summation.
As 13 is restricted by the condition n/9 < 73 < 77 according to Eq. (2.174), the ratio of first

and third effective spin—orbit field is limited by

(2.209)

’

B
0.5 < ﬁ <0.9. (2.210)

SO
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2.4 Multiband Cooperon

Although of roughly the same order, the field B, plays a slightly major role in the magneto-
transport. The results for the anisotropic Rashba interaction therefore is in between the HLN
result (where B}, < B;,) and the ILP result for regular spin—orbit splitting (where B;, ~ Bs,)
and its signature in magneto-transport is comparable to the red curves in Fig. 2.12.

2.4 Multiband Cooperon

2.4.1 Cooperon Equation for Multiband Models

The HLN-theory is not sensitive to complicated anisotropic Fermi surfaces or multiband
effects, and only an effective diffusion constant as well as effective scattering rates have to
be considered, leaving the general structure of the formula Eq. (2.31) unchanged [114, 115].
However, this is not true for the ILP-theory, where the specific band structure has a major
influence on the magneto-transport, as we discussed in the previous section. Having a more
complicated multiband model for oxide materials in mind (see Chap. 3), we like to approach
a Cooperon evaluation where not only one, but two band pairs are involved. This step goes
beyond the calculations in the literature and can be achieved in several ways:

« Two independent bands, where each band is individually spin—orbit split into sub-bands.
In this case, the Dyson equation has to be solved for each of the band pairs following
the ILP calculation. We show the results for this case in this section.

« Four bands with non-diagonal entries between arbitrary bands. The spin-orbit coupling
allows mixing of all quantum numbers. Although a general solution is challenging
to obtain, we examine a special case that can be solved in close analogy to the ILP
calculation in Sec. 2.4.2.

« Beyond that, a combination of HLN and ILP approach is conceivable. For example,
two uncoupled spin—-orbit split band pairs can be mixed by local (spin—orbit) scattering
events. ILP-theory describes the dispersive spin mixing within each band-pair, whereas
the HLN-theory takes care of the local mixing between bands. This case is not covered
within the framework of this thesis.

In the following, we focus on the implementation of dispersive spin mixing in a multiband
Hamiltonian. Generally, to calculate the Cooperon in this case, we start with Eq. (2.106) and
Eq. (2.107),

So(w — 0) = —2e“NpDr? Z / Cappalq), (2.211)
af q
where the Cooperon is found by solving the Dyson equation,
2
, Mimp |ka’|
Cayﬁ&(k’ k', q) = T(SaﬂayS
Nimp d2g

h? (2)?

Z VigVok —gGly (0.8 + G2 (w0, —g)Cyups (8. k', @)
v,
(2.212)

In Eq. (2.212), the greek indices can take four different values, referring to spin and band index
degree of freedom.
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Figure 2.14: ILP for two uncoupled bands: Single winding spin—orbit coupling. In these plots,
the effective fields are chosen to be B; = 0.08 T and B, ~ 0. The zero magnetic
field resistivity for the magneto-resistivity plot is chosen to be 250 Q. Shown
are magneto-transport results for two uncoupled bands with single spin winding
spin—orbit coupling, B, = Bs, = 0.3 T (blue curve). If By, of only one of the bands
is reduced (to Bs, = B, = 0.03 < B;), the signature of WAL is lost (red curve). If
B, is reduced for both band pairs, only the WL is left in the transport signature
(green curve).

For the special case of two independent bands, the Green’s functions involve the Hamiltonian

ke (ho - QY(K) 0
= —+ s
2m 0 ho - Q¥(k)

H (2.213)

where the (zero) off-diagonal entry is an entity of 2 X 2 spin space. The calculation of the
Cooperon separates into two parts, where the Cooperon equation can be solved in each
subspace individually. For both bands, the classification into singlet and triplet contributions
is still valid. However, the spherical harmonics of the Cooperon might be different for each
of the subspaces and require individual relaxation times for each band index. Each of the
bands contributes additively to the conductivity, and the result is a mixture of two distinct (but
eventually equal) contributions to the magneto-conductivity:!®

Ac(B) = Ac) (B, B, M, QS)) + Ac® (B, B,z Qﬁf)) : (2.214)

where n = {1, 3}. For the case when the relaxation times and spin orbit fields are similar for
the individual band pairs, the magneto-conductivity gains a simple factor of two in comparison
with the single band result.

In the following, we compare different combinations of Rashba and Dresselhaus spin—orbit
couplings for the individual band pairs, see Figs. 2.14-2.16. In general, if the effective spin—
orbit field becomes smaller than the effective inelastic field, By,, Bf, < Bj, the signature of WAL
is suppressed and only WL is recognizable in the transport data. For different combinations
of single and triple winding spin-orbit coupling for the individual band pairs, generally the
band with smaller spin-orbit coupling field dominates the magneto-transport curve. Note that

16 Note that this additivity is different to the case when both, Rashba and Dresselhaus spin-orbit coupling take
place within the same sub-band splitting: in that case the linear effects might even cancel each other exactly.
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Figure 2.15:

ILP for two uncoupled bands: Triple winding spin—orbit coupling. In these plots,
the effective fields are chosen to be B; = 0.08 T and B, ~ oo. The zero magnetic
field resistivity for the magneto-resistivity plot is chosen to be 250 Q. Shown
are magneto-transport results for two uncoupled bands with triple spin winding
spin—orbit coupling, B;, = 0, By, = 0.3 T (blue curve). If By, of only one of the
bands is reduced (to Bs, = 0.03 < B;), the signature of WAL is lost (red curve).
If B, is reduced both band pairs, only the WL is left in the transport signature
(green curve).
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Figure 2.16: ILP for two uncoupled bands: Single and triple winding spin—orbit coupling. In these

plots, the effective fields are chosen to be B; = 0.08 T and B, ~ oo. The zero
magnetic field resistivity for the magneto-resistivity plot is chosen to be 250 Q.
Shown are magneto-transport results for two uncoupled bands, one with single
winding spin-orbit coupling, B, = By, = 0.3 T, and the other with triple winding
spin—orbit splitting B, = 0, B, = 0.3 T (blue curve). Curves are shown for a
reduced linear term (to By, = B, = 0.03 < B;, red curve) as well as a reduced cubic
term (B;, = 0.03 < B, violet curve). In both cases, the WAL signature becomes
very weak. The WL signature is given when both terms are reduced (green curve).
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

the contributions of the two bands can even compensate each other for small fields, when
WL and WAL of the same amplitude come together. In higher fields, however, the negative
magneto-resistivity will dominate in any case. In this sense, the effect of WL has a stronger
impact than the effect of WAL.

2.4.2 The Spin-3/2 Model

A special case of four level system is the equivalent to the spin-3/2 Hamiltonian:

h*k?

2m

H

+hS-Q, (2.215)

where the vectors S and Q act in the xy-plane. The general components of S are given by

0 V3 0 o0 0 V3 0 0 30 0 0
S_«/§0 2 0 5_1_\/50 2 0 g |01 0 o0
X 0 2 0 V3| Y7il o -2 0 V3 >“lo o -1 of
0 0 V3 0 0 0 -3 0 00 0 -3
(2.216)

and S defines an algebra for angular momentum 3/2. In the picture of two band pairs of
basis {1 T,1 |,2 1,2 |}, Hamiltonian Eq. (2.215) allows spin mixing only between the spin
down level of band (1) with the spin up state of band (2), but not the mixing of the spin up
state of (2) with the spin down state of (1).

« Advantages of the model: The spin-3/2 case allows to define ladder operators. The
Cooperon equation can be classified by symmetric and anti-symmetric contributions
of the two-spin problem for a spin-3/2 system. Beyond that, this Hamiltonian clearly
conserves time reversal and rotational symmetry by construction. In this sense, the
spin-3/z scenario provides a generic model for a multiband WAL calculation.

« Deficiencies of the model: This clearly can only be a toy model for the description of
electron spins. However, it can be considered as a system with spin-1/2 quantum number
and a band index that acts as a pseudo-spin.

For the inhomogenous Cooperon equation, we find in analogy to the ILP calculation,
2
Pimp [V |
72
21 animpro
h

Cer(q) =

d
/fIVgJ«IZ{ 1= =i (Vg )~ 5+ R) (0@ + Q)
- ToTq [(vg +q) +(S+R)- Ql]z

—T073 [(S + R) . 93]2 } Cg)l)(’

(2.217)

where we introduced R as the spin-3/2 operator in the second Green’s function. In the following,
we assume that only one type of spin—orbit coupling, either Rashba or Dresselhaus type, is
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2.4 Multiband Cooperon

relevant. For this example, we take the (single and triple winding) Dresselhaus case. We find
for the £ operator,

2 2 2
1 viT 7,85 + 7,0
et W e WA [(SX+RX)2+ (sy+Ry)2]
5 2 2 (2.218)
+ 110pQ1 [(Sy + Ry) gy — (Sx + Re) gx] -
The addition of angular momentum is defined by
S+R
J=—-, (2.219)
2
and it follows
Sy + Ry 2 S, +Ry)?
( S &R =J2+ J2, (2.220)

4 4

with eigenvalues j(j + 1) — JZ, where j = {0, 1, 2, 3} is the quantum number of total spin. By
using the general ladder operators,

Je = L+ iy, (2.221)
g+ = gx * iqy, (2.222)

the £ operator reduces to

1

L(j,m) = —+ D¢ +2 (0,2 + 0, %) [i G+ 1) - 2] - «v2rD(Jegs + J-q-),  (2.223)
1

where we used the definition of the two-dimensional diffusion constant, Eq. (A.93). Using the

relations for magnetic field quantization of momenta, Eqgs. (2.146)—(2.148), and the relations in-

volving the D’yakonov-Perel’ relaxations, Egs. (2.157)—(2.159), the £ operator for the different

spin sectors is

Bso
B

L(j,m) :{

K

aa'}+ 2+ G+ ) -] o2 (e sal). (@220

The magneto-conductivity is given by the sum over inverse eigenvalues of the £ operator,
2 Nmax

e‘K 1 1 1 1
Ao=— |- >y > == ) . (2.225)
2zh 4\ EO(n) (m) E(n) (m) EX (n) (m) ES)(n)

The set {m} has to be chosen dependent on the j = 0, 1, 2, 3. It is essential that the argument
regarding symmetric and anti-symmetric contributions, Eq. (2.139), still applies for the spin-3/2
case.

In analogy to the ILP spin-1/2 calculation, only the single winding contribution in the Bloch
vector mixes spins of distinct Landau levels. The solution of this two-spin problem separates
into different sectors that can be classified as singlet, triplet, quintet, and septet sector (see
Fig. 2.17). For each sector, we use the corresponding ladder operators, which are constructed
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

Figure 2.17: Coupling of Landau levels. Each effective Landau level is split according to the
quantum numbers of quintet or septet (each blue rectangle represents the split
group of Landau level with index n). The maximum number of coupled Landau
levels (red) is five for the quintet and seven for the septet.

via the general relations (see, e.g., Ref. [116]),

Gm'| J2 jm) = j(G + DS, (2.226)

Gm'| Jo ljim) = mSmpy, (2.227)
Gm’| Jo lim) = Sprme1ViG + 1) — mm’, (2.228)
Gm'| J-1jim) = Sprm-1Vj( + 1) — mm’. (2.229)

In the following, we analyze the contributions from different spin sectors individually. To keep
the notation in the calculation as compact as possible, we generalize the notation of Eq. (2.164),

1 Bi Bso
=n+-4+—+b—, 2.230
nb =1 2 B B ( )

where n is the label for the Landau level and b enumerates the additive contributions from the
spin—orbit field.

First, we consider the case where Bi/B = 0, and no Landau levels are intermixed. The sum
over inverse eigenvalues can then be calculated directly. For each of the spin sectors,

K 1
— = , — , (2.231)
;E%) Jzzmn+%+%+% G+ 1) - 7]
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Figure 2.18: Triple winding spin—orbit coupling in the spin-3/2 model. In these plots, the effective
fields are chosen to be B; = 0.08 T and B, ~ co. The zero magnetic field resistiv-
ity for the magneto-resistivity plot is chosen to be 250 Q. Plots show the cases
B, = 0T (solid green curve), Bs, = 0.1T (solid red curve), and By, = 0.3 T (solid
blue curve). For a comparison, the corresponding curves for two uncoupled bands
with the same third harmonics are shown as dashed lines. The WAL signature is

more pronounced in the uncoupled model.

and the magneto-conductivity is given by

2 Mmax
e 1
Ao = ( _
2mh — an.o
1 2
+ +
a a
w2 ol (2.232)
1 2 2
Qan,6 an,S Qn,2
1 2 2 2
+ + + +

an, 12 an,11 ap,g  Q4n3

Without spin—orbit coupling, this reduces to the WL case for one spinless band, multiplied by

four.
By using Eq. (1.70), the \-function, Eq. (1.67), and the notation combining 1\-function and

logarithm, Eq. (1.75), the magneto-conductivity is given by

2

Ao(B) = e lqj B; + 12B,, Ly B; + 11Bs, Ly B + 8B4,
mh 2 B B
1 B; + 6B, B; + 5B B; + 3B,
-y | 2y [ ) [ = (2.233)
2 B B B
_l\y w + ¥ Bi + Bso — l\y % .
2 B B 2 B

A plot for the magneto-transport curves for the triple multiband winding is shown in Fig. 2.18.
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By deriving the low field limit of the magneto-conductance, we find

Ao ( > B — 0; By, > B;) ¢ B (048 1 (2.234)
o(s=—;B—0; )Vxr ——|—-=|- .
2 Y rh4s | B2, B
Compared to the spin-1/2 result,
1 e’ B (225 1
A =—B—>0;Bso>»Bj))x —— | 55— - =|, 2.235
O-(S 2 SO 1) ﬂh 48 (Bgo B12) ( )

we find the impact of the spin—orbit coupling in the spin-3/2 model is much smaller. The
formula for higher half-integer spin models with triple winding spin—orbit coupling can be
derived analogously.

A single winding contribution to the spin-orbit coupling changes the £ matrix from a
diagonal into a tridiagonal matrix. The sum over inverse eigenvalues is computed by consider-
ing the determinant of the matrices and their diagonal minors via Eq. (2.162) (details of this
calculation are listed in App. B). Whereas the triple winding Bloch vector for spin-3/2 shows
no qualitative difference compared to the spin-1/2 case, the single winding contribution results
in an additional “shoulder”-like structure in the magneto-conductivity (see Fig. 2.19).

In the original ILP-theory, the two spins forming the Cooper channel can build a singlet and
a triplet state. In the triplet state, the magnetic field splits the threefold degenerate eigenvalues
into Landau levels of different total spin quantum number. The single winding term in the
Hamiltonian (but not the triple winding term!) mixes these split Landau levels for different
spin quantum numbers, which finally creates a magneto-resistivity with stronger amplitude
than HLN-theory. In the spin-3/2 case, besides the singlet and triplet, also quintet and septet
contributions have to be considered. A single spin-winding term in the Bloch vector now mixes
the states within triplet, quintet, and septet and results in a much stronger coupling of the
effective Landau levels: the coupled Landau level ladder becomes considerably larger in this
scenario. In this sense, it is the physics of coupled Landau levels in the higher spin channels of
the Cooperon that determines the magneto-resistivity of two-dimensional multiband systems.
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Figure 2.19: Dresselhaus spin—orbit splitting in the spin-3/2 model. In these plots, the effective
fields are chosen to be B; = 0.08 T, By, = 0.3 T and B, ~ oo. The zero magnetic
field resistivity for the magneto-resistivity plot is 250 Q. Bi/Bs,=0 corresponds to
the solely triple winding spin—orbit coupling (blue curve). Bi/By,=1 corresponds to
the solely single winding spin—orbit coupling (green curve). In between, the cases
of Bi/B,, = 0.5 (violet curve) and Bi/B,, = 0.9 (red curve) are shown. Plots in the
middle are a closeup of the upper plots in the smaller field region. Whereas the
over-all shape is similar to the spin-1/2 case, the single winding spin-orbit coupling
introduces a richer structure to the magneto-transport. In the lower plots, we
compare the single winding spin-3/2 case (solid line) with the case of two uncoupled
spin-1/2 bands (dash-dotted lines). For very small spin—orbit coupling, the results
are similar, but for larger magnetic fields, the two cases differ considerably.
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2 The Role of Spin—Orbit Coupling in Weak Anti-Localization

Summary of Chapter 2

In this chapter, I examined the impact of spin-orbit coupling on the theory of weak localization.
Spin-orbit coupling results in weak anti-localization, a quantum correction that decreases
the resistance, opposite to weak localization. Transport in magnetic fields shows a positive
magneto-resistivity for small magnetic fields, and a negative magneto-resistivity when the
magnetic field outreaches the effect of the spin-orbit coupling. Beyond these very general
results, the microscopic picture of the spin-orbit coupling influences the explicit shape of the
magneto-resistivity in several ways.

First, I reviewed the Hikami-Larkin-Nagaoka-theory (HLN). This theory is based on spin-
orbit scatterers and the Elliott—Yafet spin relaxation. From a microscopic point of view, this
theory cannot explain a positive magneto-resistivity in quasi-two-dimensional systems, because
the relevant spin—orbit scattering rates for Elliott—Yafet processes vanish in the two-dimensional
plane. Iordankii-Lyanda-Geller-Pikus-theory (ILP) describes spin—orbit coupling in systems
with broken inversion symmetry, where the bands are spin-split and D’yakonov—-Perel’ spin
relaxation becomes important. The spin winding at the Fermi surface of the spin-split bands
has a significant influence on the magneto-resistivity. A triple spin winding in ILP-theory
produces a very similar result for the magneto-resistivity as does HLN-theory by considering
spin—orbit scatterers. However, single spin winding, which is typical for the Rashba and
Dresselhaus effect in two-dimensional systems, results in a much more pronounced amplitude
of magneto-resistivity that cannot be achieved with HLN-theory. I emphasize that ILP-theory
has to be chosen for the correct description of WAL in low-dimensional oxide materials. The
magneto-resistivity result does not depend on specific broken symmetries like in the Rashba
or Dresselhaus effect, but rather on the dominant spin winding number at the Fermi surface of
the spin-split bands.

In the next chapter, I will discuss magneto-transport data obtained from oxide materials. In
preparation for this discussion, I extended ILP-theory for spin-orbit coupling that is relevant for
the LaAlO;/SrTiO; heterostructure. I introduced an isotropic Rashba Hamiltonian with triple
spin winding as well as an anisotropic Rashba Hamiltonian with single and triple spin winding
components. I showed that ILP-theory applies also to these models and gave constraints for
the expected spin—orbit scattering rates. Beyond these effective band models, I extended the
ILP-theory to a spin-3/2 system. This four-level Hamiltonian is a generic model for a multiband
ILP theory, which is highly relevant for the description of oxide materials. Whereas the triple
spin winding for the spin-3/2 case shows no particular difference compared to the spin-1/2
case, the single spin winding revealed an additional structure in the spin-3/2 case in form of a
“shoulder” in the magneto-resistivity, produced by the coupling between Landau levels in the
quintet and septet channel of the Cooperon.
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In the previous chapters, we introduced theories describing WAL and the sMIT in two-
dimensional electronic systems. Now this formalism will be employed to investigate ex-
perimental data observed at interfaces of oxide materials.

Nowadays, the physics of silicon-based semiconductors is the driving force behind electronic
devices all over the world and in everyday life. In semiconductors, electronic behavior is mainly
determined by s- and p-symmetric orbitals, and a free electron gas description with effective
masses offers a satisfying description. However, it becomes challenging for the semiconductor
industry to push the limits of technical possibilities regarding speed and miniaturization of the
devices.

In the search for new applicable materials, oxides emerged as promising candidates, pro-
viding new kinds of functionality for electronics and spintronics (see, e.g., Refs. [117-120]).
Prominent examples are high-T, superconducting cuprates, colossal magneto-resistance man-
ganites [121, 122], iridates with conjectured spin-liquid behavior [123], and the LaAlO3/SrTiOs
heterostructure [124], which will be in the focus of this chapter.

One key feature of oxide materials is certainly the role of oxygen. Its electronegativity
produces much stronger local fields in the unit cell then usually found in semiconductors. In
addition, the electronic counterpart is often played by a transition metal: the metal’s electrons
of s-orbital character are transferred to the oxygen, and the electrons residing in correlated
d-orbitals determine the Fermi surface properties. These correlations seem to introduce rich
physics like magnetism, high-temperature superconductivity, metal-insulator transitions, and
multiferroicity. Due to the strong local interplay of charge, orbital, spin, and lattice degrees
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3 Anti-Localization in Oxide Heterostructures

of freedom, physics generally appears to be much richer as in conventional semiconductors.
These different electronic phases are often very sensitive to external parameters as well as
growth conditions, opening a door for tuning, controlling and switching between specific
ground state properties. The demonstration of ordinary [125] and fractional quantum Hall
effect in oxides [126], beforehand only detectable in very clean silicon and graphene based
materials, had been acknowledged a hallmark regarding the high control in growth techniques
now available for oxide materials. However, high-purity semiconductor interfaces are still
superior regarding a high electron mobility, whereas electron densities are often higher at
metallic oxide interfaces by an order of magnitude or more [127].

Interfaces and surfaces (which are interfaces with the vacuum) bring another dimension
to the functionality of such materials, as is well known for semiconductor devices [128].
Interfaces of oxide materials aim to combine properties of the parent compounds. However,
another important aspect is the breaking of inversion symmetry at the interface. The symmetry
breaking can lead to drastic changes of the sensitive ground state in oxides, which can induce
fundamentally different behavior at the interface that cannot be found in the bulk compounds.
One example is the building of a two-dimensional electron gas between two bulk insulators,
which are not only stronger confined than the two-dimensional electron gas of semiconductor
quantum wells, but also feature several separated quantum wells parallel to the interface [127,
129-132].

Thanks to experimental collaborators, we have the opportunity to analyze experimental
data obtained from three very different oxide interfaces:

« LaAlOs/SrTiOs heterostructures. The interface between the non-magnetic band insulators
LaAlOs and SrTiOs; shows a metallic interface with superconducting and magnetic
ground-state properties and has a high potential for applicable devices [117, 130, 133, 134].
Physics in these systems seems to be controlled by the correlated d-orbitals of the
transition metal titanium. Data is provided by Zabaleta and has been measured in the
group of Mannhart at the Max Planck Institute for Solid State Research Stuttgart [9, 135].
Magneto-transport is examined under hydrostatic pressure.

o Thin metallic monolayers of BaPbO3; grown on SrTiOs. Data is provided by Meir and has
been measured in the group of Hammerl at the Chair of Experimental Physics VI at the
University of Augsburg [136, 137]. Presumably, the electronic structure is determined by
s- and p-symmetric orbitals, incorporating a strong spin—orbit coupling by the heavy
metal lead.

« Superconducting bilayers of BaPbO3/BaBiOs; grown on SrTiOs. These only recently inves-
tigated heterostructures are also in the focus due to topological and superconducting
properties. Again, the electronic structure is presumably determined by s- and p-orbitals,
as well as the strong spin—orbit coupling of the heavy metals lead and bismuth. Data is
provided by Meir [136, 137].

In the first section of this chapter, we review theoretical and experimental investigations on the
LaAlOs/SrTiOs heterostructures from recent years. Besides its many other intriguing proper-
ties, magneto-transport measurements on SrTiO5 surfaces and LaAlO;/SrTiO3 heterostructures
revealed a pronounced signature of WAL. Its origin, however, as well as the specific microscopic
picture, are still under debate. One issue is that the WAL structure is often hidden by multiband
Hall effects, and there has not been a convincing treatment for the multiband data so far. We
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analyze experimental data applying the theories discussed in Chap. 2 to the LaAlO3/SrTiO3
system by disentangling the multiband and WAL contributions in a self-consistent fitting proce-
dure. Subsequently, we analyze recent data gained in thin films of BaPbO3; and BaPbO3/BaBiOs.
We close this chapter with the recommendation to search for the sMIT in oxide interfaces, a
phase transition that has not been observed so far.

3.1 LaAlO3/SrTiO; Heterostructures

3.1.1 Two-Dimensional Electronic Interface

One important class of oxides is the ABO; perovskite structure. Along the [001]-direction,
the perovskite structure is formed by alternating layers of AO and BO; (see Fig. 3.1). A and
B can be occupied by a great diversity of metallic cations and the structure compatibility
allows to grow heterostructures by stacking layers of different oxides [126]. The perhaps most
prominent perovskite in this regard is SrTiOs, nowadays a standard substrate material that can
be produced in form of high quality single crystals.

In the ideal bulk ABO; perovskite structure, the B-ion is surrounded by six oxygen ions in a
cubic symmetry (see Fig. 3.2). This octahedral coordination of the metal ion, in this case the
titanium atom, results in a crystal field that splits the degenerate d-orbitals into three-fold
degenerate tyg orbitals {yz, zx, xy} and two-fold degenerate e, orbitals {x* — y?, 3z% —r?} (see,
e.g., Ref. [138]).

The crystal field depends strongly on the local environment, and an interface with vacuum
or another oxide can shift the energy levels and deforms the orbitals considerably. For the
surface of the bulk insulator SrTiOs, it appears that the titanium t;; bands are pushed below
the Fermi energy and metallic behavior and even superconductivity occurs [108, 139-142].
Composing different heterostructures on a SrTiOs; substrate defines a key mechanism to tune,
control and change the properties of the t,4 orbitals.! It has turned out that not only the chosen
perovskite material changes the interface properties, but also environmental conditions during

1 This seems not to be the case in the BaPbO3 and BaBiO3 based samples that are are grown on a SrTiO3 substrate
and discussed in Sec. 3.3—the electrons examined there presumably originate from the lead and bismuth atoms,
and physics is controlled by s- and p-orbitals.
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Figure 3.2: Octahedral coordination of the transition metal and level splitting. (a) The transition
metal ion (magenta) is surrounded by oxygen in a cubic symmetry (gray). (b) This
causes the degenerate d-orbitals to split into doubly degenerate e, orbitals and
threefold degenerate t;; bands.

crystal growth, like oxygen background pressure or the number of layers grown upon the
interface.

In 2004, Ohmoto and Hwang discovered a conducting interface in LaAlO3/SrTiOs heterostruc-
tures [143]. Both bulk materials are band insulators with a large energy gap of 5.6 €V in LaAlOs
and 3.2 eV in SrTiO;, and the lattices are matching well with lattice constants of 3.789 A and
3.905 A, respectively [143]. To provide the conducting interface, SrTiO3 has to be terminated
with a TiO, layer, which can be achieved by etch treatment of the SrTiO3 substrate [144, 145].
The charge carriers in the electronic interface showed a high mobility of y ~ 10* em*/vs and a
high electron density n ~ 10'7 1/em? [143]. Quantum oscillations did not change under rotation
of the magnetic field, and it has been concluded that the electronic layer reacts like a three-
dimensional system regarding electronic transport [143, 146]. Furthermore, it is debated that
this specific electron liquid extends several hundreds of micrometers through the substrate and
forms due to oxygen vacancies, because it vanishes for higher oxygen background pressure
during the crystal growth [146]. Also, the properties of this electron liquid are in agreement
with earlier experiments on doped SrTiOs [147]. Structures of this kind are often referred to as
LaAlOs3/SrTiOs_s, to underline the importance of oxygen vacancies.

A different kind of electron liquid has been generated by using a higher partial oxygen
pressure during the cooling process, reducing oxygen vacancies: Thiel et al. [148] have found
that the interface became conducting with a minimum of 4 LaAlO; layers grown on the
SrTiO5 substrate, whereas below the critical thickness, all samples have shown insulating
behavior [148, 149]. Removal of the top layer of a conducting sample produces an insulating
sample, indicating a different mechanism for the conductive layer than bulk oxygen vacancies.
This electron liquid features a much lower density of n ~ 10!% 1/em? and a mobility of y ~
10% em?/vs [148]. The electron liquid can be widely tuned via back- or top gating, depending on
whether the SrTiO; substrate or the top LaAlO; layer is taken as dielectric [150]. A striking
argument for two-dimensionality is the signature of quantum oscillations in these samples,
which strongly depend on the magnetic field orientation [151]. This electron liquid has been
found to become a superconductor for temperatures around 200 mK and the superconducting
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layer has been approximated to a thickness below 10 nm [152]. Furthermore, experiments
with conducting-tip atomic force microscopy [153, 154] and photo-electron spectroscopy [155]
have revealed that the electron liquid in these samples is confined within at most 10 nm at the
interface and behaves like a two-dimensional system.

Several exciting characteristics have been found in these structures: besides the superconduc-
tivity in the interface system, some samples showed magnetic order at low temperatures [156],
and even the coexistence of both, superconductivity and magnetism, has been observed with
in-plane magnetic moment at the interface [157-159]. Further theoretical [160] and experimen-
tal [161] investigations relate this magnetism to titanium dyy orbitals or oxygen vacancies. Even
at room temperature, Ref. [162] has found in-plane ferromagnetic domains when the charge
carriers are depleted. Beyond that, also the vicinity to a ferroelectric quantum critical point
in SrTiOs is discussed to strongly influence the physics at the interface [163]. Furthermore, a
strong spin-orbit coupling has been detected, which is tunable by gate voltage [95, 164] or
current driven [165], and transport seems to be strongly influenced by dislocations [166].

Although the LaAlO3/SrTiOs heterostructure has been investigated intensively, the exact
mechanism for the emergence of this two dimensional electron liquid is still under debate.
Mechanisms that received broad acceptance are the polar catastrophe scenario [167], or charge
carriers induced by intermixing, or defects (see also the recent reviews, Refs. [168-170]):

« Defect induced charge carriers. This scenario pictures the emergence of conducting
electrons at the interface via oxygen vacancies. An oxygen vacancy provides two
electrons that populate the t; bands.

« Charge carriers provided by chemical intermixing. Directly at the interface, lanthanum
ions might substitute strontium ions. Because lanthanum offers an additional electron in
comparison with strontium, this mechanisms acts again as electron doping,.

« Intrinsic mechanism: Avoiding a polar catastrophe. This scenario is supported by the
critical layer thickness of the polar LaAlO;. The planes of (LaO)* and (AlO,)~ create
atomic layers with alternating charge. On top of the unpolar TiO; termination, this
results in an electric potential that increases with layer thickness of LaAlOs. At a critical
thickness, electrons are transferred from the top of the heterostructure to the interface,
avoiding the “polar catastrophe”. This mechanism is also discussed in similar polar
heterostructures like LaVO3/SrTiO3 [171].

Although the polar catastrophe scenario is supported by ab initio calculations [135, 172-175],
several experimental findings seem to disagree with this picture, e.g. the absence of a measur-
able polar potential [176, 177] or the formation of an electron liquid also for amorphous or
un-oriented LaAlO3 on top of SrTiOs [178, 179]. More recently, combinations of the mecha-
nisms described above are discussed in the literature, like an emergence of oxygen vacancies
at the top layer of LaAlOs, induced by a rather small polar discontinuity effect [169].

3.1.2 Effective Six-Band Model

Several experimental investigations at the interface of LaAlO3/SrTiO; heterostructures have
contributed to a picture of a multiband system with charge carriers of the several titanium t;,
bands [156, 180-186]. To investigate the strong spin-orbit coupling in the heterostructure, an
effective six-band model for the ty, bands at the SrTiOs interface (with special focus on the
LaAlO3/SrTiO3; heterostructure) has been established based on ab initio calculations [187-192].
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In the following, we discuss a Hamiltonian in second quantized form,

H = Z CIH,C,. (3.1)
k

where C' and C are creation and annihilation vectors in the product space of the tye OI-
bitals {yz, xz,xy}, and spin. The dispersion along the t;, orbitals is highly anisotropic and
requires the implementation of heavy and light effective charge carrier masses mj and my,.
Furthermore, the surface of the perovskite structure provides a confinement potential and
affects the ty; bands according to their spatial symmetry. As the dy, and dy, orbitals have
a larger overlap in z-direction as the dyy orbital, these bands are shifted apart by an energy
gap A,. The resulting kinetic part of the Hamiltonian matrix is then specified by

R

2my, 2my 0 - 0
0 Pk Ik
Hy = 0 o T T 0 ® 0y, (3.2)
nekz | Rk}
0 0 2my 2my - AZ

where 0y is a unity matrix in spin space. To take the electric field of the titanium cores into
account, an atomic (momentum independent) spin—orbit coupling is introduced via
0 io, —ioy
H = Agso | —i0y 0 ioy |, (3.3)
ioy —iox 0
with spin—orbit strength A,s,. The third ingredient is an orbital mixing due to the interface
potentials, described by?

0 0 ik
H = An| 0 0 iky |® oo, (3.4)
—iky —ik, 0

where Ay, is the energy of the orbital mixing.
The full Hamiltonian matrix in momentum and spin dependent orbital space is consequently
given by

to\T . .
cyz, kT flzz 0 Aaso 0 iAmky —Aaso Cyzk, 1
T . .
Chutel 0 e 0 —iAgso Asso iAmky || cynicy
cxz,k,T —ilAaso 0 l}(cz 0 lAmky Aaso Cxz,k, T
H =
; ¢! 0 iA 0 X in iAmk, || c
xz,K, | aso k aso mity xz,k, |
Ciy,k, 5 —ifmky  Daso  —Dmiky =il & = A, 0 Cxy k1
ciy,k,l Do —iAmky  —ilggo _iAmky 0 ‘:rl):y AY Cxy,k, |

(3.5)

2 In Joshua et al. [193], a relative minus sign is between the ky and the ky entry of the orbital intermixing
Hamiltonian. Note that this produces a different sign in the winding number of the spin quantization axis at
the Fermi surface.
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We consider values provided by DFT calculations [190],

Mp = 6.8Me, (3.6)
my = 0.41me, (3.7)
A, = 50 meV, (3.8)
Asso = 9.65meV, (3.9
Ap = 20meV. (3.10)

The bands of Hamiltonian Eq. (3.5) for these parameters are shown in Fig. 3.3. Whereas the
orbital mixing term, Eq. (3.4), vanishes at the I point and mixes the bands considerably only near
the band crossings, the spin-orbit coupling, Eq. (3.3), mixes the bands momentum independent.
Both effects combined result in an effective momentum dependent spin—orbit coupling of
the three t;; bands, Eq. (3.2). The momentum dependent band splitting is shown in Fig. 3.4.
The six-band model is consistent with band structure measurements using X-ray absorption
spectroscopy and ARPES on LaAlO;/SrTiOs interfaces as well as SrTiOs surfaces [139, 140,
182, 194].

An electric gate field controls the charge carrier density at the interface and the gap of the
effective spin—orbit splitting changes filling dependent. Therefore, this Rashba-like effect does
not necessarily show a linear dependence in momentum due to its multiband origin.

The spin—-orbit splitting of the bands is strongly anisotropic. For the ky-direction (ky, = 0),
the splitting of the lower and upper band pair is nearly linear at the I'-point, whereas the
middle band pair splitting is cubic for small momenta. The splitting of the upper band pair
in very small this direction. For the (kX = ky)—direction, the situation is different. Again, the
lower and upper band pair splitting is nearly linear in momentum, but the splitting for the
middle band pair is negligible near the I point. Near the avoided crossing, the splitting in the
lower band pair decreases fast with momentum, whereas the splitting in the middle band pair
increases strongly.

In the following, we discuss some unsolved issues regarding the simplified six-band model.
The ab initio calculations show that there are actually many more bands involved, originating
from deeper titanium layers in the substrate, and which might not be adequately captured
in the six-band model. The xy-band from the interface titanate layer seems to have too low
energy to be identified with the one measured in magneto-transport experiments [195]. Instead,
the lower edge of the xy-bands of the first and second titanate layer are quite close to the
Fermi surface. Unlike the interface xy-band, the charge carriers in those bands are not that
strongly confined in two dimensions and these bands also have a much smaller spin-orbit
splitting due to the weaker orbital mixing [195]. Recent DFT-based simulations have come
to the conclusion that until the fourth titanium layer, xy bands can contribute to the charge
carriers at the interface [135]. The xz/yz carriers, a priori less confined, even contribute
beyond the sixth layer and therefore feature a more three-dimensional-like behavior [186].
This theoretical picture is in agreement with experiments, where for n = 0.9 X 10! 1/ecm? the
electron concentration at the interface sharply drops at a depth of 2 nm and then builds a tail
until a depth of 11 nm. The sharp concentration drop can be related to the xy carriers, the tail
to the xz/yz carriers [185].
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Effective six-band model of the electron liquid at the LaAlO3/SrTiOs interface. Pa-
rameters are taken from DFT calculations [190]: my = 6.8m., m; = 0.41m,,
Apso = 9.65meV, Ay = 20meV. (a) Spin-degenerate three-band model for the
tye bands with shifted d,, band (blue). The dy, (green) and dy, bands (red) are
strongly anisotropic. (b) The ty; bands with atomic spin-orbit coupling included.
The three bands are still double degenerate. (c) tp; bands with interface induced
inter-orbital mixing. These bands are also still double degenerate. (d) Six band
model of the LaAlO3/SrTiOs ty; bands with interface induced inter-orbital mixing
and atomic spin orbit coupling. The bottom band pair (blue and violet) has a strong
dyy character near the I'-point. The middle (red and orange) band pair and the upper
band pair (solid light green and dashed dark green) have a mixed d,/dy, character.
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Figure 3.4: Effective spin—orbit splitting in the six-band model. The effective splitting is strongly
anisotropic in momentum space. (a) Along the ky-direction (ky = 0), the splitting
in the lower and upper band pairs is linear in momentum, but cubic in the middle
band pair. (b) Away from the avoided crossings at ka ~ 0.3, the splittings reach a
maximum, before decreasing for high momenta. (c) In the (k¢ = ky)-direction, the
splittings in the lower and upper band pair are still linear in momentum, but with
a slightly higher slope. The splitting in the middle band pair does nearly vanish
for small momenta. (d) For higher momenta in the (kx = ky)-direction, the role
of upper and lower band pair is exchanged in comparison with the ky-direction.
Beyond the avoided crossing, the almost degeneracy passes onto the lower band
pair.
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3.1.3 Spin Structure and Effective Spin—-Orbit Hamiltonians

The expectation value of the spin operator o is a meaningful quantity only for a single, spin-
split band pair. However, the effective six-band model includes three band pairs of different
orbitals, and we can define a spin operator for this Hamiltonian by considering a {yz, xz, xy}
basis,
oy, O 0
G=| 0 oy O | (3.11)
0 0 Oy

where the diagonal entries represent the spin operators for each band of {yz, xz, xy}-orbital
character. Due to the non-diagonal terms in the Hamiltonian Eq. (3.5), the orbitals are becoming
intermixed. The expectation value of the full spin Eq. (3.11) is then given by (complex) linear
combinations of spin states from the different bands. As a result, the individual spin eigenstates
for each band pair are no longer normalized.

To consider the spin winding number around the Fermi surface, we introduce a winding
number w; as defined in Eq. (2.83) for each band, as well as a winding number W = }’; w; for
the complete system. We investigate the spin structure in the six-band model and picture the
normalized spin states in Fig. 3.5. If we consider the spin expectation value allocated to the
three band pairs, we find the following characteristics:

« For the lower band pair, the spin structure is similar to that of the Rashba Hamiltonian,
see Fig. 2.7. Although the splitting becomes anisotropic near the avoided crossing, the
spin at the Fermi surface follows the Rashba-like spin topology and has winding number
wy, 2 = +1 for each Fermi surface of the spin-split pair of bands.

+ The spin structure of the higher band pair is similar to the cubic Dresselhaus spin-orbit
coupling, see Fig. 2.6, though rotated by 30° and winding in opposite direction, which
results in a spin winding number ws ¢ = —3 for each Fermi surface. However, contrary
to the cubic Dresselhaus effect, the band splitting is anisotropic and linear in momentum,
at least near the I'-point.

+ The middle band pair shows different spin windings at the two Fermi surfaces: the lower
band shows a Rashba-like spin structure with winding number w3 = +1, but the higher
one shows a Dresselhaus-like spin structure with winding number wy = —3. Still, the
spin-structure along the (ky = 0)-direction as well as the (ky = 0)-direction is similar to
the anisotropic Rashba Hamiltonian, see Fig. 2.9.

If only the lower band pair is partially filled, the winding number of the complete system is
given by W = +2. As soon as the middle band pair becomes filled, we find a winding number
of W = 0. Filling of the upper band pair changes the winding number to W = —6. The different
topologies of the middle band pair make it evident that the separation into distinct band pairs,
as often discussed in the literature, is only an artificial arrangement.

From theoretical and experimental investigations, we expect only the lower and middle band
pair to be of relevance (see Sec. 3.1.2). To construct an effective spin—orbit Hamiltonian for the
band pairs, both, spin structure and band splitting have to be considered. The lowest band pair
can be well described by the Rashba Hamiltonian, as often discussed in the literature [108, 124].
We assume that the Hamiltonian near the I" point can be written in the form [191]:

HY" = —a™ (o x k) - 2. (3.12)
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Figure 3.5: Spin structure of the six-band model for LaAlO3/SrTiOs. For different fillings, the
Fermi surfaces and the corresponding direction of the local spin quantization axis
in momentum space are shown. The winding numbers w; of the spin quantization
axis is from lowest to highest band: +1, +1, +1, —3, —3, —3. Remarkably, the middle

band pair features two very different topologies.
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Apart from the global minus sign, the properties of this Hamiltonian are described in Sec. 2.2.1.

However, the picture is not that clear for the middle band pair. The two Fermi surfaces
exhibit a different topology of spin winding, which cannot be captured by an effective two-
band model. Despite the unfitting winding numbers and the strongly anisotropic splitting in
the middle band pair, it has been assumed in the literature that the middle band pair can be
approximated as an effective cubic Rashba-type [108, 196]. Only recently, a suggestion for
the middle band has been given by an anisotropic Rashba description in Ref. [109], where the
anisotropic band splitting is taken into account. Likewise, we suggest the following effective
spin—orbit Hamiltonian for the middle band pair near the I" point:

Hmid = gmid (ki - kg) (o xK)- 2. (3.13)

This Hamiltonian Eq. (3.13) has been discussed in Sec. 2.2.2. The eigenvalues contain a degen-
eracy for ky, = ky, whereas the six-band model encounters only approximate degeneracy, and
the spin winding number is no meaningful quantity in this case. However, except for these
points of degeneracy, the model captures the correct spin structure at least roughly and the
dispersion of the middle band pair of the full six-band model is reproduced quite well.

We will compare the above models to an effective WAL investigation of magneto-transport
data in the following sections. However, a crucial difference of the spin structure of the six-
band model and the effective band pair Hamiltonians is that the spin vectors of the individual
bands are not normalized within the six-band model. In fact, only the lowest band pair shows
nearly normalized spin states. In the middle and higher band pairs, the linear combinations
of anti-parallel spins lead to a very small weight of the spin vector, partly only 0.5% of the
weight found in the lowest band pair (see also Ref. [197]). Also, the spin weight is generally
different in the two bands within one pair due to the mixture of spins from all original orbitals.
This also explains how the spins can appear parallel in Fig. 3.3 within one band pair. It is
very doubtful whether these band-pair models are a good description of the six-band models,
because apparently a single band pair of that model, taken for itself, does not provide the
necessary basis for the spin quantity in the six-band model. The full multiband nature can only
be captured by computation of the Cooperon for the full six-band Hamiltonian. Unfortunately,
so far there seems no strategy to be known for solving this issue, except possibly a numerical
investigation (see also the discussion in Chap. 4).

3.2 Data Analysis I: LaAlO3;/SrTiO3; Under Pressure

Due to the strong interplay of lattice, orbital, charge and spin degrees of freedom, physical
properties of oxide materials depend strongly on the microscopic lattice structure. Pressure is
therefore a powerful tool for investigations in these materials and for tuning the ground state.
For example, it has been reported that epitaxial strain can turn paraelectric SrTiOs films into
ferroelectrics around room temperature [198]. Also, the critical thickness of LaAlOs layers to
create the two-dimensional electron liquid is altered under pressure [199-201].

Recently, the effect of hydrostatic pressure on the electronic interface of LaAlO3/SrTiO; has
been examined [135]. Whereas uniaxial or biaxial pressure, as used for example in Ref. [199],
primarily alters the shape of the unit cell, hydrostatic pressure changes the cell’s volume. At
room temperatures, a large drop of the resistivity has been found, whereas the resistivity at
low temperatures shows a slight increase. These results are similar to the reports of Fuchs
et al. [202]. A simplified analysis using a single charge carrier type hints at a considerable
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3.2 Data Analysis I: LaAlOs/SrTiOs Under Pressure

increase of the electron density by around 100% for 1.6 GPa, whereas the mobility of the charge
carriers drops significantly to less than 50% compared to ambient pressure [135]. This increase
of charge carriers at the interface has been found to be reversible up to ~ 2 GPa. Supporting
ab initio calculations indicate that the discontinuity of the LaAlOs layer, accountable for a
reduction of charge carrier density for ambient pressure, is reduced under pressure [135].
Furthermore, pressure decreases the dielectric parameters of both LaAlO3 and SrTiO3 and
therefore defects and impurities are less screened, which hints to an enhancement of scattering
processes and an effective decrease of the mobility.

After a review of the current state of research on magneto-transport in the LaAlO3/SrTiOs
interface, we analyze experimental data gained under hydrostatic pressure. This analysis
involves multiband effects and WAL and goes beyond the simplified one-band picture used in
Ref. [135].

3.2.1 Magneto-Transport up to Date

Transport in magnetic fields is a useful tool to investigate transport properties like two- or
three-dimensionality [203], multiband behavior, or quantum corrections to the conductivity.
Admittedly, magneto-transport in LaAlO3/SrTiOs interfaces has been puzzling and the contra-
dicting findings are heavily discussed in the literature [170]. In the following, we review some
of the findings that are relevant for our data analysis.

Magnetic field out-of-plane

Hall measurements, as well as Shubnikov-de-Haas oscillations, have proven the presence of
several kinds of charge carriers in the heterostructure [146, 151, 180, 181, 204-209]. A Lifshitz
transition (see Ref. [210]) has been described in Ref. [193], where the electron system changes
from one-band behavior to an effective two-band system when the electron sheet density
exceeds the critical value of n, ~ 1.68 X 10'*1/ecm?. The multiband effect can be tuned via gate
voltage [164].

As a second ingredient, spin—orbit coupling plays a dominant role at the interface. Beginning
in 2010, WAL was identified in LaAlO3/SrTiO3 heterostructures by tuning through a large
range of effective spin—orbit splittings with a gate voltage [95, 96, 158, 164, 211, 212]. For low
electron density, negative magneto-resistance is found at the interface, indicating WL. By
increasing the charge carrier density, the magneto-resistance curves become flatter and a WAL
dip occurs. The maximum of this dip becomes more and more pronounced when the electron
density is further increased. This has been interpreted as an effective spin—orbit field that
grows strongly with gate voltage (and electron density), which is in agreement with multiband
models. Interestingly, superconductivity seems to set in when the spin—orbit splitting reaches
a maximum, which is at the Lifshitz point [193]. A precise understanding of WAL in these
systems can therefore also hint to the mechanisms responsible for superconductivity. However,
the WAL structure is often overlaid with the dominant multiband effects, prohibiting a simple
analysis.

Regarding the multiband structure and the WAL, mainly two scenarios® are discussed in
the literature [108] as a possible interpretation of the experimental data in LaAlO3/SrTiOs
heterostructures:

3 As well as a quasi-one-dimensional scenario not discussed here [108].
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« For low electron filling, only the lowest d,, band is occupied. As this band can be
described by an effective Rashba Hamiltonian, ILP-theory with single spin winding
should provide good agreement with the data.

« If a higher filling is realized, transport is dominated by the d,/dy, bands, and is described
by a cubic spin-orbit splitting near the I" point. The cubic Rashba effect has been discussed
for interfaces of transition metal oxides as well as semiconductors [108, 108, 196, 213-215]
and correspond to a triple spin winding at the Fermi surface.

So far, there has been no clear confirmation whether one of these two scenarios is actually
realized. Furthermore, we stress that neither the cubic splitting nor the triple winding Hamil-
tonian provides a good approximation of the middle band pair of the six-band model and we
strongly disagree with that proposal (see Sec. 3.1.3). However, a clear identification of the
orbital nature of the charge carriers involved in transport would shed some light into the still
debated origin of superconductivity in these systems [108].

Magnetic field in-plane

Transport measurements for a magnetic field parallel to the interface can be used to determine
further insights into the material’s properties. For example, Maekawa-Fukuyama theory
predicts a positive magneto-resistance that saturates for higher fields [69] (see Sec. 2.1.2). On
the other hand, electron-electron interactions also can produce a positive magneto-resistance
in parallel as well as perpendicular field, in contrast to Maekawa-Fukuyama theory [216, 217]
(see Sec. D.2). However, parallel magneto-resistance measurements at the LaAlO3/SrTiOs
heterostructure give a so far unresolved picture, and more questions have been raised instead
of clear answers.

In many reports, the parallel magneto-resistance is negative and highly anisotropic. If
the magnetic field has an out-of-plane component, magneto-resistance becomes positive
immediately [203, 218-220]. In some reports, the magneto-resistance appears to be positive for
small fields and becomes finally negative for higher fields [95, 211, 221]. This in-plane magneto-
resistance effect has not been observed in non-polar SrTiO3-based heterostructures and could
be an effect of the special band structure of the heterostructure of the polar catastrophe
scenario [222]. Indeed, the Lifshitz point seems to separate between different qualities of
anisotropic behavior [223]. Explanations for this behavior in the literature vary from a coupling
to local magnetic moments [224, 225] to Boltzmann theory with extended scatterers in the
three-band model [218].

3.2.2 Multiband Weak Anti-Localization Analysis

After this review of magneto-transport reports in the recent literature, we apply the theories
described in Chap. 2 in combination with a multiband treatment to analyze experimental data
measured in the LaAlO3/SrTiO; heterostructure under pressure. The samples have been grown
and measured by Zabaleta in the group of Mannhart at the Max Planck Institute for Solid State
Research in Stuttgart [9, 135]. The results of the analysis are published in Ref. [9]. Here, we
seize the opportunity to discuss the analysis in detail.

The magneto-resistance has been measured for different pressures and temperatures in
two different samples (Sample A, see Fig. 3.6, and Sample B). For ambient pressure, the Hall
measurement (transversal magneto-resistance, Ryy) shows a strong multiband signal with
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linear as well as cubic contributions in the magnetic field dependence. Longitudinal magneto-
resistance shows a quadratic upturn. Surprisingly, it is only under pressure that the multiband
character becomes sufficiently suppressed to reveal the WAL contribution. Therefore pressure
seems to be a useful tool to single out the multiband and WAL effects in these heterostructures.

In earlier reports on SrTiOs surfaces, where a similar response in magneto-transport has
been found, the multiband Hall effect has been identified via the quadratic behavior in higher
magnetic fields and has been treated as a background to extract a WAL contribution [196].
However, this is a biased evaluation, because it might be suitable for the assumption of triple
winding spin-orbit coupling, but not for single winding, where the WAL magneto-response for
larger magnetic fields is quite considerable, see Fig. 2.13. Instead, we develop a self-consistent
separation of the multiband Hall contributions and the WAL correction in this section for the
full measured magnetic field range.

Before discussing the results, we reflect the preconditions for the fitting procedure:

« We find directly in the data that the sheet Resistance Ry, grows quadratically with
magnetic field. For small fields, a dip is visible, indicating a WAL contribution, see
Fig. 3.6. The Hall resistance R,y is approximately linear, but has a noticeable cubic
contribution.

« Due to the quadratic upturn in the magneto-resistance and the cubic contribution in
the Hall measurement, we use a multiband description for the Hall effect. We assume
two efffective bands involved in transport. This also is the maximum number of bands
that can be resolved using the information of constant, linear, quadratic, and cubic
contribution in the magnetic field dependence, because two charge carrier densities,
n; and ny, as well as two mobilities, p; and p;,, are required as fitting parameters. The
multiband Hall effect is expressed in the form

Ryn = ao + @B, (3.14)
ny =aqB+ a3B3. (315)

» Regarding WAL, we find no indication for a four-band spin—orbit coupling with single
winding spins (compare with Fig 2.19).

+ Therefore, we assume that only one of the charge carrier types contribute to WAL. This
introduces three additional fitting parameters, the inelastic scattering field B;, the single
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winding field B, and the full field Bg,, see Eq. (2.170). We leave it to the fitting to adjust
single and triple winding spin-orbit coupling.

« We expect a single spin winding result in case the dyy, band dominates the WAL, see
Eq. (3.12), and a mixture of single and triple spin winding if the dy,/dy, dominates the
WAL, see Eq. (3.13).

+ Unfortunately, as discussed before, the magneto-resistance in parallel field configuration
is rather complicated and cannot contribute to a clearer picture in this heterostructure
(see additional information in Ref. [9]).

« We neglect superconducting fluctuations in the analysis (see App. D.1), because the
superconducting transition temperature, T, & 200 mK is an order of magnitude below
the lowest temperature in the measurement.

The details of the fitting procedure are described in Sec. C.2. We find remarkable agreement
with theory throughout the whole data range. Examples of fitting curves are shown in Fig. 3.7.
First, we like to address the results for the WAL. In all fits, we find that B}, = 0, and only B,
is finite. This relates directly to a spin—orbit coupling with triple spin winding at the Fermi
surface. In fact, testing the simpler (HLN-like) formula Eq. (2.180), which results from triple
winding spin-orbit coupling in the first place, we find fits can be achieved likewise, but no fits
can be found using the single spin winding formula Eq. (2.191), as shown in Fig. 3.8. The fitted
value for the spin-orbit field is By, ~ 0.2 T in both samples, even for different temperatures
and pressures, see Fig. 3.9. The effective inelastic field is B; ~ 0.005 T for 2K and B; ~ 0.015T
for 4K, in agreement with the generally expected temperature dependence. Like it is the case
for Bso, the values for B; are very similar in both samples.

Next, we discuss the singled out multiband results. The Hall measurement shows directly
that a; > 0 and a3 > 0 for almost all curves. This already indicates the presence of two
distinguished charge carrier types, where one is electron-like and the other is hole-like (see the
discussion in Sec. C.1.3 as well as Sec. C.2.1). The self-consistent evaluation actually confirms
one electron- and one hole-type charge carrier for all measured curves. The specific multiband
parameters are shown in Fig. 3.10. We find that the density of the electron-like charge carriers
increases by 170% at 1.13 GPa with respect to ambient pressure, whereas the mobility drops to
50% of its ambient pressure value, similar to the results of the simplified single-carrier analysis
in Ref. [135]. The effect is opposite for the hole-like carriers, which have not been extracted
before, and where the density drops strongly for even slight pressure.

Generally, in a multiband system, it matters which of the charge carriers introduces the
WAL into magneto-transport. However, we show in Sec. C.2.2 that this effect is negligible
in our case. Neither the multiband parameters nor the WAL parameters change qualitatively
and the finding of holes is independent of the assignment of the WAL. Therefore, it remains
open whether the electron- or hole-like charge carriers are affected by the strong spin-orbit
coupling. However, is it reasonable that the high mobility electron-like charge carriers are
linked to the WAL.
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Figure 3.7: Self-consistent fits for magneto-resistance (MR) in LaAlO3/SrTiO3 under pressure. Some
examples of the 2K data are shown. We separate the multiband contribution (MB)
from the WAL contribution in a self-consistent fitting procedure. Whereas pressure
suppresses the multiband character (compare the black and blue curves for sample
A), even higher pressures (red curve) lead to a small increase of the MR. The data in
the samples A and B are very comparable. This figure is also partly shown in [9];
Data courtesy of Zabaleta.
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an example the results for sample B at 2K and 0.80 GPa. Triple winding spin—orbit
coupling Qs, using Eq. (2.180), is in good agreement with the experimental data
for B; = 6 mT and By, = 0.2T (blue). By using single winding Q; and Eq. (2.191)
with the same parameters for B; and Bs,, agreement is only found for low magnetic
fields (green). On the other hand, the high field curve can be fitted using single
winding, but the fit overshoots in the low field regime (red). For the single winding
spin—orbit coupling, no choice of parameters allows to fit the data for all measured
fields. This plot is also shown in Ref. [9]. Data courtesy of Zabaleta.
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Figure 3.9: Fitting results for WAL parameters. In all fitted curves, the single winding field B is
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zero. The parameter Bg,, describing solely triple winding in this case, is finite and
quite consistent for different samples, pressures and temperatures. The inelastic
scattering field shows the expected temperature behavior (apart from one value of
the 4K measurement) and is also very similar in the two different samples. This
plot is also shown in Ref. [9].
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Figure 3.10: Fitting results for the charge carrier densities n and mobilities . The fitting proce-
dure reveals one electron-like as well as one hole-like charge carrier type. The
specific values for n and p are comparable in both samples. Whereas the density
of the electron-like carrier increases and the mobility decreases under pressure,
the behavior is opposite for the hole-like charge carrier. The individual sheet
resistance Ry, for each charge carrier on its own has a larger value for the hole-like
charge carrier. This plot is also shown in Ref. [9].

93



3 Anti-Localization in Oxide Heterostructures

In the following, we discuss how further attempts to explain the data without a of hole-like
charge carrier can be ruled out. This discussion covers the anomalous Hall effect (AHE),
electron—electron interaction and a negative curvature of the bands in the six-band model.

« Anomalous Hall effect. AHE (see Sec. D.3 for a general discussion) has been reported
in several samples of LaAlO3/SrTiO5 [164, 223, 225]. It has an impact on the transverse
conductivity, where it results in two linear regimes in the Hall signal for different
magnetic field ranges. The slope of the second regime, when a hypothetical averaged
magnetization saturates, must be smaller than in the low field regime. Such a signature
can be clearly excluded in the data of samples shown here. However, in Ref. [225], an
AHE has been found that increases not linearly in small fields, but with a larger power
than one. In this special case, the slope of the low and high field regime are nearly
the same, but the signature of the AHE shows up in an intermediate regime, where
the curvature of the Hall signature changes. Therefore, this kind of AHE can create
an effective positive cubic Hall contribution. However, we do not detect a change of
curvature in the examined samples.

« Electron—electron interaction. In the following, we address the question of electron-
electron interaction as a possible origin of the unusual magneto-transport (see Sec-
tion D.2). Similar to the data presented here, Fuchs et al. found parabolic magneto-
resistance for low temperatures and ambient pressure, and a much weaker signal under
pressure, reminiscent of WAL. Therefore, these data are comparable with the data by
the Stuttgart group. The coexistence of the positive magneto-resistance as well as
increasing resistance with lower temperature has been interpreted in terms of quantum
corrections originating from interaction [202]. However, replacment of WAL with the
interaction contribution in the fitting routine does not result in meaningful fits for
the data. Instead, the puzzle of increasing resistance and the presence of WAL can be
resolved within the multiband picture. One of the bands shows metallic behavior, while
the other displays insulating behavior and might be localized at lower temperatures,
which would be consistent with measurements by other groups [95, 158]. The combined
measurement of both parallel channels then still provides an increasing resistance for
lower temperatures.

« Negative curvature. Although the curvature of the bands in the six-band model becomes
negative near the avoided crossings, see Fig. 3.3, this is no indication for the appearance
of holes in the Hall effect. For the latter, the cyclotron mass, not the band mass is to be
considered. The description of electrons and holes is completely equivalent, however, it
is easier to consider the closed orbits, where the standard multiband equations, Eq. (C.13)
and Eq. (C.14), result [227]. For the expected filling in the six-band model, all occupied
states are electron-like and have to be described by closed orbits.

Finally, we discuss a possible error in the cubic Hall term, as. Although the relative error
within the fitting procedure is less than a percent in all cases, a systematic error in the small
cubic contribution is imaginable. In the following, we examine if such a systematic error in the
cubic term can be responsible for the observation of hole-like charge carriers. For this purpose,
we keep the values of a; and a; constant and change only a;. The critical value, when the
interpretation of electron-hole transport switches to electron-electron transport, is shown

4 And also with the report by Lin et al. [226]. The latter, however, used HLN-theory to explain the data.
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A | P(GPa) | T(K) | Aas (%) |[B | P(GPa) | T(K) | Aas (%) | P(GPa) | T(K) | Aas (%)
0 2 12 0 2 14 |[ 0.81 2 362
4 4 4 13 4 386
0.75 2 180 0.32 2 26 || 1.16 2 286
4 181 4 21 4 276
1.65 2 511 0.53 2 135 || 1.56 2 351
4 528 4 159 4 276

Table 3.1: Hypothetical critical error in the cubic Hall parameter as assuming electron—electron
transport. By keeping ay, a1, and a; in Eq. (C.13) and Eq. (C.14) konstant, we examine
a hypothetical experimental error in a; assuming electron—electron transport instead
of the actual extracted electron-hole transport. We find that for ambient pressure,
the measurement is in the vicinity of electron—electron transport, but under high
pressure transport is deep in the electron-hole regime.

in Table 3.1. For ambient pressure, the critical value for electron—electron transport is not
inconsiderably far from the measurement, 12-14% at 2K and 4-13% at 4 K. However, under
pressure the sample clearly enters a different regime and electron-electron transport is far
from interpreting the measurement consistently (see Fig. 3.11). For this reason, we argue that
electron-hole transport is the reasonable explanation for the complete data set.

We conclude that the finding of holes is a stable result of the fitting procedure and cannot be
easily linked to the standard six-band model. First of all, a surface hole band, predicted by ab
initio calculations [228], has been observed in experiments only when a capping layer of SrTiOs
is grown on the heterostructure [228, 229], which is not the case for the samples discussed
here. Furthermore, the isotropic triple winding spin splitting only provides a description for
the highest band pair, which has so far not been considered from the experimental side.

However, we like to mention an analysis by Lechermann et al., where a DFT+DMFT calcu-
lation including oxygen vacancies had been performed. These vacancies produce an e, type
band [230] that might appear hole-like for typical fillings at the interface [231]. Clearly, further
investigations are necessary to resolve the nature of these hole carriers.

To close this section, we summarize the results from the fitting procedure:

« We find no indications for electron—electron interaction or an AHE in this data set.

+ The data can be fitted remarkably well by a self-consistent treatment of WAL and the
multiband Hall effect.

« The WAL is best described by a triple winding spin—orbit coupling. Although there have
been reports about this result in the literature (see most recently, Ref. [232]), we disagree
that it can be easily linked to the established six-band model of LaAlO3/SrTiOs.

« For ambient pressure, we find a low-density, high-mobility electron-like charge carrier
and a low-mobility, high-density hole-like charge carrier.

+ Under pressure, the WAL parameters do not change considerably, whereas the multiband
parameters approach each other.

« Strong spin—orbit coupling and high electron densities, as well as the absence of electron-
electron interactions, suggest a detectable sMIT in these materials.
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Figure 3.11: Cubic contribution to the Hall signal. Fits for the cubic contribution of the Hall
signal are plotted as solid lines. We find the critical cubic contribution as (dashed
lines) by changing a; until the interpretation of electron-hole transport switches to
electron-electron transport. Whereas for ambient pressure, the electron-electron
regime could be brought in agreement with the measurement, the curves gained

under pressure are far in the electron-hole regime. This figure is also shown in [9].

Data courtesy of Zabaleta.

3.3 Data Analysis II: Thin Films Based on Barium Oxides

Recently, a new type of two-dimensional oxide material has been investigated in the group
of Hammerl at the Chair of Experimental Physics VI at University of Augsburg [136]. The
samples, which provide the data shown in this thesis, have been grown and characterized by
Meir [137]. These samples are created from thin layers of BaPbO3 as well as bilayers of BaBiOs
and BaPbOs; on a SrTiO; substrate.

Charge density wave ordered bulk BaBiOj; is not only a superconductor, but provides a

topological insulating phase under electron doping, as found in ab initio calculations [233].

Also, bulk BaPbO; can be tuned to a topological metal under electron doping [234], and

becomes superconducting under lead-doping with transition temperature above 20 K [235, 236].

Heterostructures of these materials have the great potential to bring together strong spin-orbit

coupling, topology, and superconductivity along with the reduced symmetry of the interface.

In the following, we study the signature of strong spin-orbit coupling, incorporated by the
heavy elements lead and bismuth, by analysis of magneto-transport in these samples. Details
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on the growth of the samples are provided in the doctoral thesis of Meir [137]. Note that
these first samples have not been structured for electric measurements, and the significance
of the results from the fitting procedure is limited. However, structured samples have been
grown quite recently by Bartel in the group of Hammerl [237], and will soon be in the focus of
investigations regarding anti-localization [238].

3.3.1 Monolayer of BaPbO;

First, we investigate magneto-transport data on the metallic BaPbOs; monolayers on SrTiOs.
Magneto-transport data, see Fig. 3.12 (a), shows a clear signature of WAL: the magneto-
resistance is positive for small magnetic fields and a maximum occurs at intermediate fields.
The Hall resistance (not shown here) is linear [137], indicating a single charge carrier system
with a high electron density. Due to the unstructured measurement, the sheet resistance, Ry,
is only known up to a geometrical factor f, which might depend on external parameters,

Ra = R, (3.16)

thus this factor has to be included as parameter in Eq. (C.14),

R(B) - R(0) _ 1 .
R(0) 1+ fR(0)Ac(B)

(3.17)

where the magnetic field dependent quantum correction to the conductivity, Ao, is given by
the expression from ILP-theory. Fits are shown in Fig. 3.12 (a) and describe the experimental
data very well. Exactly as in the LaAlOs/SrTiO; case, the spin-orbit coupling is determined by
triple spin winding at the Fermi surface, whereas the single winding contribution is zero. The
geometrical factor is f =2.4+0.15 throughout the complete measured temperature range, see
Fig. 3.12 (b). The spin—orbit field is given by By, ~ 0.16 T throughout the temperature range,
see Fig. 3.12 (b). Note that even for 20 K, the WAL signature is still clearly visible in the data.
To estimate the temperature dependence of the inelastic scattering rate, we assume /7 oc T?.
In a log-log plot of the temperature dependent inelastic scattering field, see Fig. 3.12 (d), we
identify two different temperature regimes. In each regime, we estimate the exponent p via

Bi(T2)
In ( Bi(Th) )

= —T N

In(%)
and find p ~ 1 in the regime between 2K and 6 K and p ~ 1.75 between 7K and 20K, in
agreement with other two-dimensional systems (see Sec. 1.4.1). As will be discussed in Sec. 3.4,

these samples of thin BaPbO3; monolayers are of great interest for the sMIT, and further
experiments in the near future are expected to be promising [10].

(3.18)
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Figure 3.12: Magneto-resistance in thin films of BaPbOs. (a) Fits using ILP-theory (white curves)
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are in good agreement with the experimental data. The spin—orbit coupling is
characterized by triple spin winding, whereas the contribution from single spin
winding vanish, similar to the LaAlO;/SrTiO; data. (b) The fitted geometrical factor
is f = 2.4 £ 0.15 and very stable throughout all temperatures. (c) The parameter
for the spin—orbit coupling, Bs,, is also very stable for all temperatures. (d) By
showing the inelastic scattering field, B; o« T?, in a log-log plot, we determine the
exponent p ~ 1 for temperatures between 2K and 6 K and p ~ 1.75 above. Data
courtesy of Meir [137].



3.3 Data Analysis II: Thin Films Based on Barium Oxides
3.3.2 Bilayers of BaBiO3;/BaPbOs: First Glance

Bilayers of BaBiO3/BaPbOs3 on SrTiOs (the stacking order is SrTiOs/BaBiO3/BaPbOs) are much
more intriguing than the monolayer. Quite remarkably, this kind of bilayer shows stress-
induced two-dimensional superconductivity around T, ~3-4K [136]. Near the transition
temperature, magneto-transport is expected to be controlled by superconducting fluctuations,
besides the WAL, induced by the strong spin—orbit coupling of bismuth.

The magneto-resistance (see Fig. 3.13) for small fields is positive, and shows a faint maximum
at intermediate magnetic fields, which is a hint for WAL. However, the amplitude of the positive
magneto-resistance grows strongly with decreasing temperature, which cannot be explained
by WAL alone, but reminds of Maki-Thomson superconducting fluctuations (the relevant
superconducting fluctuations are discussed in more detail in Sec. D.1). Hall measurements
indicate a single charge carrier picture with high electron density [137]. Like the monolayer
samples discussed in the last section, the bilayers are unstructured, and the geometric factor f
has to be adapted in the fitting.

First, we neglect the superconducting fluctuations and fit the magneto-resistance with ILP-
theory for adjusted geometric value fMR. Although the fitting curve agrees well with the data,
see Fig. 3.13 (a), the values for fMR deviate considerably. The factor is fMR = 2.4 for 8K, but is
enhanced continuously up to fMR = 6.7 at 5K. A similar sample (not shown here) confirms
this effect. As the zero-magnetic-field value of the resistance does not change more than ~ 2%
throughout the same temperature range, this scenario seems to be very unlikely despite the
convincing fits. Still, the higher temperature fits might be valid, because superconducting
fluctuations are small in this case. Furthermore, the value for the geometric factor is similar than
in the metallic monolayer sample, which is produced under similar conditions (see Sec. 3.3.1).

The vicinity of the superconducting transition causes further quantum corrections appearing
in magneto-transport (see Sec. D.1). We analyze the temperature dependence of the resistance
in order to examine the parameters for the superconducting fluctuations. Both, WL, Eq. (2.42),
as well as WAL, Eq. (2.44), cause a logarithmic temperature dependence in the conductivity.
However, the prefactors in the WL and WAL formulas include a different sign. On the other
hand, Coulomb interaction in the diffusion channel (ID) also enters in the temperature de-
pendence via a logarithmic term [239], and the consideration of all three effects results in an
effective fitting formula

2
5o WL/WAL+ID _ e_ha/ In (TZ) i (3.19)
T o

where T, is an effective temperature scale determined by elastic scattering and
a’ = (ap+0C) (3.20)

where in case of WL, a = 1, in case of WAL a = —1/2, and the exponent of the temperature
dependence is of order p ~ 1-2. The Coulomb contribution in the diffusion channel is considered
to be of order unity.
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Figure 3.13: Magneto-resistance and temperature dependent resistance in thin bilayers of
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BaBiO;/BaPb0s. (a) Magneto-transport can be well fitted with WAL (solid curves).
However, the geometrical factor fMR in this case deviates from fMR = 2.4 at high
temperatures to fM? = 6.7 for the 5 K measurement. Considering the supercon-
ducting transition temperature T, = 3.77 K from the R(T) curve, fits using weak
localization (WL) and Maki-Thompson fluctuations (MT) lead to good agreement
in low fields below 1T, but deviate considerably for higher magnetic fields. (b) The
temperature dependence of the resistance can be well described by a combination
of superconducting fluctuations (AL and MT) and the logarithmic term containing
WL or WAL as well as interaction in the diffusion channel (ID). However, the
geometric factor in this plot is fT = 0.32 and is not in agreement with the value
from the MR fit. For T < T, a BKT transition takes place [136]. Data courtesy of
Meir [137].



3.3 Data Analysis II: Thin Films Based on Barium Oxides

The temperature dependent contribution of superconducting fluctuations is described by
Aslamazov-Larkin (AL) and Maki-Thomson (MT) fluctuations® (see Sec. D.1)

2 2 2 In %
SohleMT _ € T " In ( ) , (3.21)
7h Sln(%) 4(1n(%) —5MT) Snr
where o fR )
e“ TfRy 1
OMT = — In|l— . 3.22
TR s n(e2 2 fRO) (3.22)

We follow the description in Ref. [239] and use the reference resistance value Ry = R(50K) as
reference, where it is assumed that all quantum contributions are zero. The fitting formula for
the temperature dependent resistance is given by

T 1
R(T, {Tc,f ,a ,To}) = Rlo + fT [5O-AL+MT ({Tc,fT}) + 8aWLID ({7, To})]’ (3.23)
The fitting values are given by
T. = 3.77K, (3.24)
fT=0.32, (3.25)
a’ =21.67, (3.26)
Ty = 63K. (3.27)

The best fit is shown in Fig. 3.13. The values for a’, fT and T, are very stable: they do not
differ considerably when the reference value R, is changed. However, the variable fT deviates
considerably from the value fMR,

In the following, we discuss the results of the R(T) and MR(B) fits:

« A WAL fit with triple winding spin-orbit coupling is in good agreement with the magneto-
resistance data, when the geometric factor is allowed to change between fM}(10K) = 2.4
and fMR(5K) = 6.7. The 10K value is similar to the value in the monolayer samples that
are produced under comparable conditions (see Sec. 3.3.1).

+ The value for T; in the R (T) fit is slightly larger than the temperature of the Berezinskii-
Kosterlitz-Thouless transition Tggt reported in Ref. [136], as is expected:

T. ~ 3.77K > 3.23K ~ Tggr. (3.28)

« Apparently, the fitted geometric factor from the magneto-transport measurement and
from the R(T) curve, fT = 0.32, do not agree. This issue should be solved by measure-
ments in a structured sample, where the geometric factor is fixed.

+ The value for a’ in the R(T) fit seems to be rather large, but the prefactor for the WL
term is given by fa’ = 6.93, which is reasonable. If we assume that f = 2.4, we find
a’ = 2.89, a value that would be composed from WL (a = 1), the temperature coefficient
p =~ 1 — 2 and the ID contribution C ~ 1. However, by keeping the value f = 2.4 fixed
during the fitting process, no useful fits can be produced for the R(T) curve.

> Note that Eq. 3.21 is in agreement with [88, 240, 241], but not with [242], where dp is replaced by dmrT/T..
However, the fitting results do not deviate considerably between these two versions, because this contribution
will only become noticable at T ~ T,.
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« When the T, = 3.77K is used in a MT correction for magneto-transport (AL fluctuations
are neglected for 5 K and above), the resulting amplitude is much larger than the measured
signal. We stress that WAL as well as interaction would increase the positive magneto-
resistance even further. WL results in a negative magneto-resistance and is the only
combination with MT fluctuations to explain the data. However, this combination can
only fit the data for weak magnetic fields below 1-2 T, and the negative slope of the
curve for higher fields cannot be captured.

Apparently, the fits of R(T) and R(B) are not in agreement with each other for the bilayers.
From the above evaluation we conclude that WAL gives the best explanation for the magneto-
transport data, when the geometric factor is allowed to change with temperature. Maki-
Thomson fluctuations are expected in magneto-transport, but their amplitudes seem to be
smaller than expected for this temperature range.

For future projects, structured samples grown by Bartel will be examined to narrow down
interfering effects [238]. Possibly, also electron—electron interaction has to be considered. On
the other hand, also the combined theory of spin—orbit coupling and superconductivity for
these materials should be revisited.

3.4 Symplectic Transition in Oxide Heterostructures

The theory of scaling, as shown in Sec. 1.3.2 and Sec. 1.3.3, is a one-particle theory. In the
1980s, Finkel’stein [243, 244] and Castellani et al. [245] included electron—electron interaction
into the renormalization equation of the non-linear 0-model. Contrary to the expectation that
interaction will have no qualitative influence on the scaling arguments, it has been found that
interaction in a weakly disordered system can overcome localization, indicating a metallic
state at low temperatures. However, this perturbative approach breaks down for too low
temperatures and the interaction strength in the spin-triplet channel diverges. This has been
interpreted as a magnetic instability [246], and the metallic state at low temperatures has not
been taken seriously at that time.

Therefore it came as a surprise when a MIT in two dimensions actually has been observed
in experiment. In 1994, Kravchenko et al. discovered a MIT for the electron liquid in Si-
MOSFETs [247-249] (for a review see [4]). By applying an external electric gate field, the
electron density in the two-dimensional plane is tuned, what in turn changes the screening of
the charge carriers, and with it, the interaction strength. The latter can be estimated via the
Wigner—-Seitz radius (r) in two dimensions, which is found by considering the mean area per
particle, n (r)? = = 1, where n is the sheet density. The dimensionless Wigner-Seitz radius r;

is defined by [4]

1
re = (3.29)

aE\/nn’

where aj, the Bohr radius of the semiconductor, which is given by

m
ay =¢ (—e)a , 3.30
ba () ap (330)
where &, is the relative permittivity, m, is the free electron mass, m is the effective mass and
ap is the Bohr radius. The Wigner-Seitz radius rs can be expressed as [4]

&
roc ——, (3.31)

Ekin
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because in two dimensions, &, o n and ec o« €*/(r) o V/n.

The ultra clean Si-MOSFETs allow measurements for charge carrier densities as low as
n = 10! 1/em?, where screening of Coulomb interaction is weak. Estimations for these systems
yield ec = 10 meV, whereas the Fermi energy er = 0.6 meV. As a result, these samples actually
comprise a strongly correlated electron liquid with a Wigner—Seitz radius r; ~ 10 rather than
an electron gas [4].

Kravchenko et al. have found scaling behavior on both sides of a MIT. This scaling behavior
does not obey a scaling law as described by Eq. (1.38) and shown in Fig. 1.8, but rather shows a
temperature dependent separatrix. To explain the experimental data, Punnoose and Finkel’stein
considered a two-parameter scaling theory in the early 2000s, where one scaling parameter
corresponds to disorder, the other to electron-electron interaction [250, 251]. It has turned out
that valley degeneracy, a common phenomenon in semiconductors, is crucial for the finding of
a reasonable solution. The above mentioned magnetic instability becomes suppressed very
fast by the number of valley degeneracy. The double degenerate valleys in silicon seem to be
sufficient to explain the experimental data in terms of the two-parameter scaling theory without
any fitting parameters [252, 253]. The experimental data is also in agreement with many other
interacting two-dimensional systems like SiGe, AlAs, and GaAs/AlGaAs heterostructures [4].

A magnetic field leads to a considerable change of the transition properties. The magneto-
resistance enhances sharply with the magnetic field and saturates when the spins in the
system are fully polarized [254-256]. In this regime, the MIT is suppressed and the sample is
insulating [254, 257, 258]. Also, in the vicinity of the MIT, an increase of the spin susceptibility
is found [259-261]. This increase seems to be only dependent on the interaction strength r,
and not on the effective mass, or the disorder [262]. This has also been interpreted as evidence
that this MIT is purely interaction driven.

So far, the MIT observed in two-dimensional semiconducting devices has been interpreted
successfully in terms of the interaction driven metallic state. What about identifying the spin-
orbit driven sMIT? In oxide materials, spin-orbit is relatively strong and the electron densities
are rather high: in LaAlO3/SrTiOs heterostructures, electron density range between n ~
103 1/em? and n ~ 10 1/ecm?. To estimate the Wigner-Seitz radius in analogy to semiconductors,
we use the relative permittivity, which is €, ~ 5-15 for low temperatures, and for the effective
mass we have m"/m, ~ 0.41 for the light xy-type charge carriers. For the low electron densities,
rs = 2 is still comparable to that in Si-MOSFETs. However, we find r; < 1 already for slightly
higher fillings even still below the Lifshitz transition. In this case, the sMIT might be observable.

In fact, a MIT has been observed in LaAlOs/SrTiOs heterostructures by tuning of electron
density [148, 212, 263]. Beyond a critical density n., ohmic electric transport has been confirmed.
Below n., conductivity sets in only above a threshold voltage in the electric field, which grows
approximately linear with the distance from n. [212]. However, a sMIT has not been confirmed
to far in this heterostructure.

We recommend the following procedure, following the investigations in semiconductors:
critical behavior in potential devices can be confirmed with the scaling law Eq. (1.38), see
Fig. 1.8. Instead of disorder strength (W, — W), the reduced density (n — n.) can be used
as a control parameter by changing the gate voltage. For low temperatures (considerably
below 1K), resistance curves should fall into two classes above and below a critical electron
density. If the separatrix of critical density is temperature independent, the data is described
by a one-parameter scaling theory, in contrast to the interaction driven MIT in Si-MOSFETs,
where the separatrix is strongly temperature dependent. Furthermore, we expect that the
spin susceptibility and a parallel magnetic field will not play the roles that they do in the

103



3 Anti-Localization in Oxide Heterostructures

interaction driven phase transition. We recommend to search for the sMIT in two-dimensional
oxide materials at even lower temperatures then before, using pressure, and/or gate voltage as
control parameter. Corresponding samples as well as experiments are expected soon, provided
by the group of Hammerl [10].

Summary of Chapter 3

I have applied the theoretical results on WAL, described in detail in Chap. 2, to the analysis of
magneto-transport data obtained in three different two-dimensional electron systems in oxide
materials:

« heterostructure of LaAlO3/SrTiOs,
« monolayer of BaPbOj (on SrTiOs),
« bilayer of BaPbO3/BaBiO3 (on SrTiOs).

The LaAlO3/SrTiOs heterostructure, widely discussed in the literature, often shows multiband
behavior along with WAL signatures in magneto-transport. Hydrostatic pressure, used by our
collaborators [9], leads to a significant exposure of the WAL contribution. In my self-consistent
data analysis, I find WAL that is assigned to a triple spin winding at the Fermi surface, consistent
with reports in the literature based on cruder fitting routines. Furthermore, the multiband
evaluation reveals an unexpected hole-like charge carrier type. Both findings are very robust,
but cannot be resolved within the standard six-band model for the LaAlO3/SrTiO3 interface.
Future investigations are necessary to solve this issue.

The analysis of the BaPbO; monolayer sample reveals single-band behavior and a clear
signature of WAL in magneto-transport. Like in LaAlO3/SrTiOs, the corresponding spin-orbit
coupling has triple spin winding at the Fermi surface. I propose a detectable sMIT—never been
observed so far—for this material on account of the higher charge carrier density compared
to semiconductor quantum wells. This results in a better screening of electron—electron
interaction effects and rules out the interaction driven MIT.

Evaluation of the data on BaPbO3;/BaBiOs bilayers have not yet lead to solid conclusions.
The vicinity of the superconducting transition introduces fluctuations, which cannot be simply
included into the WAL fitting. Further experimental and theoretical investigations will help to
understand this exciting new material.
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In the conclusion of my thesis, I like to address the questions that motivated this project in
the first place. I give decisive answers to several of these questions, but I have also found
many further interesting questions, raising in progress of this thesis. I emphasize that the
theoretical work regarding the analysis of magneto-transport data goes hand in hand with the
experimental investigations of our collaborators. This has given me the opportunity to discuss
recent data and contemplate upcoming steps for further experiments jointly.

The central topic of this thesis is the disordered two-dimensional electron system in oxide
materials with strong spin—orbit coupling. I have discussed the two limiting cases of weak
disorder, related to weak anti-localization (WAL) as well as strong disorder, providing a sym-
plectic metal-insulator transition (sMIT). The following questions have been pursued in this
thesis:

« What are the characteristics of WAL in two dimensions? The well known weak localization,
formulated in diagrammatic perturbation theory for disorder, results in a reduction of
conductivity, induced by self-interference of scattered charge carriers. Under consid-
eration of spin-orbit coupling, the same self-interference leads to the contrary effect
of WAL. Hikami-Larkin-Nagaoka-theory involves Elliott—Yafet spin relaxation, where
spin-flips take place at scattering events, and which is permitted even when the spatial
inversion symmetry is not explicitly broken. This theory has already been discussed in
more recent textbooks. However, the WAL theory for the D’yakonov—-Perel’ relaxation,
where the spin—orbit coupling is incorporated in the kinetic term of the Hamiltonian, is
less known. This theory has been established by Iordanskii, Lyanda-Geller and Pikus
for electron systems where the spatial inversion symmetry is broken. Remarkably, even
if the microscopic pictures of these theories are very different, the qualitative results
are comparable: the resistance is decreased by the spin—orbit coupling, and magneto-
transport in perpendicular field is positive for small fields as well as negative when
the external field becomes considerably stronger than the spin—orbit coupling effect.
However, the dispersive spin—orbit coupling leads to distinct quantitative results when
the spin winding number around the Fermi surface is one or three. For a threefold
winding, the result is similar to the spin scattering scenario. For single spin winding, the
amplitude of the magneto-resistance is much more pronounced. I emphasize that the
dispersive spin—orbit coupling provides the correct description for the observed WAL
in oxide heterostructures, because the spin-orbit scattering scenario produces no WAL
signature for magneto-transport in two-dimensional systems.

« What are the characteristics of the sMIT in two dimensions? The sMIT is described by a one-
parameter scaling theory (which is given by the disorder strength) and is characterized by
a critical exponent of v &~ 2.75. Unlike the three-dimensional case, the conductivity does
not vanish at the transition, but is given by a finite critical value. It should be possible
to confirm the sMIT in a measurement of the temperature dependent conductivity for
different values of some control parameter, assuming that the material really obeys the
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one-parameter scaling theory. Control parameters, amongst others, can be charge carrier
density (controlled by an external gate field) or hydrostatic pressure.

Can we understand the unusual magneto-transport in LaAlO3/SrTiOs heterostructures?
Partly. Magneto-transport for magnetic fields parallel to the interface is still poorly
understood. However, I have shown that magneto-transport data for the perpendicular
magnetic field configuration can be fitted very well by considering a multiband Hall
effect along with WAL in a self-consistent analysis to separate the two very diverse
effects. This self-consistent procedure goes beyond the analysis in the recent literature
and is unbiased regarding different microscopic mechanisms for the spin-orbit coupling.
The detailed analysis of the two effects actually leads to more specific questions, which I
address in the following.

What microscopic mechanism controls WAL in two-dimensional oxides? The multiband
WAL theory that I developed results in a magneto-transport signature that is distinguish-
able from the single band theory only for dominant single winding spin—orbit coupling.
However, this particular signature is not detected in the data set discussed in this thesis.
Therefore, I have used a dispersive spin—orbit coupling for only one effective band pair
in the fitting procedure. These fits are in remarkable agreement with the data from the
LaAlO3/SrTiOs heterostructure, as well as the BaPbOs; monolayer, and show very clearly
that the WAL is exclusively generated by a triple winding spin-orbit coupling. This
result is in agreement with earlier reports on the LaAlO3/SrTiOs heterostructure based
on cruder fitting routines, and is now confirmed in my self-consistent analysis. However,
the triple spin winding interpretation disagrees with common effective band models for
LaAlO3/SrTiO3, where single spin winding is dominant for realistic fillings—this issue
has to be investigated in the future. The same triple spin winding result for the BaPbOs
monolayer is a new finding and identifies the strong spin—orbit coupling in this material.

How to construct a more realistic WAL model for complicated multiband systems like in the
LaAlOs/SrTiOs heterostructure? I extended WAL for dispersive spin-orbit coupling by
derivation of the magneto-resistance for a spin-3/2 Hamiltonian. This model describes
a spin-split four-level system that can be related to conventional spin and additional
pseudo-spin index, introduced by a second band pair. I found that the response in case
of a triple spin winding at the Fermi surface is very similar to the corresponding single
band pair results and does not permit a distinctive decision regarding the number of
involved bands. The single spin winding case, on the other hand, introduces an additional
structure in the magneto-response. It is an open question how to further generalize the
spin-3/2 Hamiltonian to more advanced four-level Hamiltonians and still allow for an
analytical solution of the Cooperon equation. A numerical approach that calculates the
WAL for the six-band model of LaAlO3/SrTiO5 directly still has to be tested.

What is the orbital character of charge carriers involved in magneto-transport at the
LaAlOs/SrTiOs heterostructure? Strikingly, this is not known for the data set presented in
this thesis. I expected to find two different kinds of electron-like charge carriers, which
can be assigned to the dyy and dy,/dy, charge carriers of the established six-band model
of LaAlO3/SrTiOs. My finding, however, is fundamentally different: within the standard
multiband Hall effect scheme, an irrevocable result for the LaAlO3/SrTiO5 samples is
the existence of one high-mobility, low-density electron-like charge carrier, as well as



one low-mobility, but high-density hole-like charge carrier. I stress that this result is
independent of different pressures and temperatures used in the experiment. The origin
of these hole-like carriers is not yet settled, nor is the orbital character of the electron-like
charge carrier.

« Why has the sMIT not been observed in experiments yet? During the 1990s, a metal-
insulator transition was actually identified in two-dimensional semiconductor devices.
This MIT shows behavior controlled by a two-parameter scaling theory, instead of the
one-parameter scaling theory of the sMIT. This transition is found for very low charge
carrier density and has been tracked down to be disorder as well as interaction driven,
because electron—electron interaction is only poorly screened for this case. So far, all
devices showing a MIT have been allocated to the two-parameter transition. Apparently,
spin-orbit coupling has been too weak and electron—electron interaction too strong to
observe the sMIT in semiconductor devices.

« Can we expect the sMIT to be observed in two-dimensional electron systems of oxide ma-
terials? Yes. Electron densities are much higher in oxide materials as they are in semi-
conductor quantum wells, and the screening of electron-electron interaction is much
stronger. Paired with the very strong spin—orbit coupling of the involved materials, the
sMIT cannot be ruled out by a simple interaction strength argument. Instead, I propose
the sMIT to be realized in two-dimensional oxide materials.

Beyond this thesis, there are several directions where to take this project in the near future:

o Experimental realization of the sMIT. Several samples of low dimensional oxide materials
are grown now in our group in Augsburg to search for the signature of the sMIT [10].
On the other hand, also recent developments regarding artificial lattices with cold atoms
give cause to hope for a discovery of the sMIT.

« Understanding the WAL in complicated multiband models. Golub and Glazov expanded the
theory of WAL to the ballistic regime, where a modified Cooperon allows for corrections
due to closed paths with only very few (like three) scattering events [264-266]. This
theory has successfully been used to fit experimental data in high mobility samples
[266-270]. Based on this approach, a numerical simulation for WAL has been suggested
recently [271]: By modeling a random walk in two dimensions, a high amount of
self-intersecting paths is created. Along each of these paths, the particle propagates
between collisions with the corresponding Hamiltonian, time step after time step. By
following these paths and their time-reversed counterparts, the WAL contribution to
the conductivity can be simulated for an arbitrary Hamiltonian. So far, it is an open
question whether this numerical investigation is applicable for the six-band model of
the LaAlO3/SrTiO;5 heterostructure, but this would provide a clear answer whether this
effective model is sufficient for a correct description of magneto-transport. In this respect,
it will also be very interesting in general to test the universality classes for multiband
systems.

« Explanation for the observed hole band in LaAlOs/SrTiOs. The origin of the hole band,
which I have identified in the analysis of magneto-transport in LaAlOs/SrTiOs, still lacks
an explanation. I like to address two scenarios that are currently actively pursued in
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our group to provide an answer to that issue. The first scenario involves an evaluation
of the conductivity in the LaAlO3/SrTiOs six-band model in magnetic field by exact
diagonalization, investigated by Lettl [272]. First results hint to interesting hole features
even far below half filling. Another scenario involves oxygen vacancies that enable
hole-like e, states near the Fermi surface, as described first by Lechermann et al. in
2014 [231]. Recent investigations indicate that this scenario also can explain the observed
hole band.

Strong spin—orbit coupling in strongly correlated systems. Recently, those systems have
attracted considerable interest where spin—orbit coupling and electronic correlations are
of likewise importance. These systems cannot be classified by the conventional symmetry
considerations based on the single-particle description. This topic relates to the physics
of correlated topological systems, as well as many-body localization [273-275], where
the inclusion of spin-orbit coupling will be definitely fascinating.

I emphasize that research on low-dimensional oxide materials with strong spin—orbit cou-
pling will certainly provide exciting physics also in the near future.

108



A Disordered Electronic System

Contents
A.1 Impurity-Dressed Green’s Function . . . . ... ... ... ... .. 109
A.2 Drude Conductivity . . . . . .. .. .. ... ... oL 116
A.3 Boltzmann Conductivity: Taking the Ladder . . . . . ... ... .. 122
A.4 ElectronDiffusion . . . . ... ... .. o 00000000 123

In this appendix, we examine the impact of disorder in one-particle Green’s functions as well
as in particle-hole propagators. We derive expressions for the Drude as well as the Boltzmann
conductivity, and, in the last section, we discuss the diffusion pole in the electron density
response. Many parts of this calculation transfer to the Cooperon calculation in Chap. 1 and
Chap. 2. The principles discussed in this chapter can be found in more detail in standard
textbooks on quantum transport like Castro & Raimondi [33], Mahan [276], Nolting [277],
Rammer [70], and Coleman [23].

A.1 Impurity-Dressed Green’s Function

In this section, we follow mainly the derivation shown in Ref. [70]. We define the impurity
potential, as well as the local electron density, in second quantization,

V(r) = Z Vimp(r - rj)a (A1)
J
n(r) = ¥ (Y (), (A.2)
where the impurities are located at positions r;. In momentum space, this translates into
V@ =) [ dlre V()
J
= Z e—iq~rj / dd(r — rj)e_iq.(r_rj)vimp(r - rj) (A3>
J

— —iq-Tj
=V Z e
J

109



A Disordered Electronic System

and

1 : 1
n(q) = T2 / dreiaT Z e ik _k)'rc]t,ck

kk’

1
_ i
- L_d Zkl Ck—qck’ (A.9)
1 i
7 2.5 G,
k

where L¢ is the volume of the system and we introduced
k, =k (51- (A.5)

The impurity interaction Vp in the Dirac picture can therefore be defined as

Vo(r) = L—ld 3N eyl (0 (), (A6)
J kq

where 7 denotes imaginary time. Equation (A.6) allows for a shift of momentum, but conserves

energy, describing elastic impurity scattering.

In the following, we calculate the contributions of elastic scattering to the Matsubara
Green’s function in a perturbational approach (see standard textbooks like Refs. [276-278]).
The Matsubara Green’s function is defined for imaginary time 7 = it, where 7 is defined in the
interval 0 < 7 < hf}, and B = 1/ksT. The Green’s function can be evaluated for a perturbation
Vp(7) in diagrammatic perturbation theory by considering all the different, but connected
diagrams,

- . g
Gk,7)=- Z (—%) /dT1 "'/dTn <TTCk(T)VD(T1) e VD(Tn)c;;(O)> , (A7)
n=0 0 0

where T is imaginary time ordering and the expansion of the Matsubara Green’s function can
therefore be written as

.
Gk 1) = —<TTck(T)c;£(0)> +% / dr, <TTCk(T)VD(T1)c;£(0)> 4o (A.8)

0
= g()(k’ T) + gl(k’ T) +-- (A9>

where G is the bare Green’s function.

However, in a disordered system, translational symmetry is generally broken and momentum
is not conserved. By allowing a scattering k’”” — k, we find the following contribution G, in
first order perturbation theory in the scattering potential:

g
Gk K. D) = ﬁZZe-"q’% / dn (T (@)e], (e, (M, ), (A10)

Kk qr _] 0
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where
'é =k’iq?,. (A.11)
The only connected term gives
hp
Gk K", 1) = % Zze—iq«rjvq, / dry (T (o), (1)) (Teci ()6, (0))
Kq J 05/3 (A.12)

1 —iq’ 1 ,
=3 Z Z e 14 "Wy / dr; Go(k, 7 — 11)Go(k + q, 1) 1q k-
qQ J 0

However, the impurity potential results in a breaking of translational symmetry. It is restored
by considering an impurity average, which is achieved by taking the average over an ensemble
of subsystems with different impurity distributions, but equal impurity density [70]. The
impurity average of the scattering potential in Eq. (A.12) is given by

<Z e—i‘rff> = NimpSq.0- (A.13)
m

Jj imp
where Njp, is the number of impurities. By defining the impurity density, Nimp/L? = njpp, we
find for the impurity averaged Green’s function

g
/ dry Go(k. 7 — 1)Golk. 71), (A14)

0

nimpV -0
Gilk. ) = ===
where the momentum is conserved formally by averaging. We change into frequency space by
Fourier transformation of Eq. (A.14) as well as replacing the Green’s functions by their Fourier

expansion,
1 —iwnT .
G(r)= 3 Z T G(ioon), (A.15)
where the fermionic Matsubara frequencies are discrete, w, = @r+D7/ng, we find
g hp
Gk o) = o0 > / r / dre e Gk, ian)Gofk, o)
e =T (ﬁﬂ)2 "
lmqu 0

[Go(k, iw,)]?

ﬁgo(k, iwn)21(k, iw,)Go(k, iwy),

(A.16)
where we defined the energy contribution for single scattering,
21 = I’limqu:(). (A17)

This process can be depicted in momentum space using Feynman diagrams, see Fig. A.1 (a). This
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Q@ % Q ®Q R >

Go(k) Go(k) Go(k) Go(k) Go(k) Go(k) Go(k') Go(k)
@) (b) ()

Figure A.1: Lowest order energy contributions of elastic scattering to the one-particle Green’s
function. (a) A single scattering contribution, recognizable by the single dashed
line, does not change the momentum during the propagation. The energy contri-
bution from this event results in a constant shift. Second order scattering can be
decomposed into two single scattering events (b) or a double-scattering process at
the same impurity (c). Process (b) also results in a constant shift of energy. Process
(c) results in a non-trivial contribution to the energy, because momentum is not
conserved between the first and second scattering process.

contribution is of order njy, and appears as constant shift to the Hamiltonian, because it carries
no frequency dependence. It can be absorbed into the chemical potential or renormalized to
Zero.

For the second order contribution, G,, we consider the impurity average over

<Z e l1Tj e—i(I2'r1> — <Z e—i(Q1+QZ)'rj + Z e i) g =g T

Jjl imp Jj=1 J#l imp (A18)

= imp(JVimp - 1)5(11,05(12,0 + Nimp(sqﬁ(k,o’

where the first term corresponds to scattering from two distinct impurities and can again be
shifted into the chemical potential, see Fig. A.1 (b). The second term corresponds to double
scattering at the same impurity and is of order nj,,. We can depict this event by considering
a transfer of momentum to the impurity at one scattering event and transferring the same
amount of momentum back at the second scattering event, see Fig. A.1 (c). This multiple
scattering process at the same impurity yields a non-trivial contribution. Similarly as in lowest
order, we find for the only connected diagrams

_ Nimp
gz(k, T) - _thd Z Z Vq/Vq//aq/’_q//X

k/’k// q/’q//
hg B
/dTI/de <TTck(r)clt,_(Tl)> <TTCk’+(T1)ClJ£Q(T2)> <TTCk¢(T2)Cl(0)> (A.19)
0 0

hp hp

— imp k K k
= Tagd Z ViVq | dri | dr2 Go(k, 7 — 11)Go(k + q, 71 — 2)Go(k, 72),

! 0 0

where
K/ =k + q?. (A.20)
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® L% ®n Q% ® ® %
Go(k) Go(k) Go(k) Go(k) Go(k) Go(k") Go(k) Go(k)
() (b)
X X I
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(© (d

Figure A.2: Energy contributions origin in three scattering events. Triple scattering events can
be separated into three different contributions. Three independent scatterings,
depicted in (a), are of order n?mp and result in a redefinition of the energy scale.
Combinations of one single scattering event and a double-scattering event are
depicted in (b) and (c). These are of order niZmp and can be neglected. Only the
contribution of scattering three times off the same impurity yileds a nontrivial
energy contribution of order njy.

Note that each Green’s function absorbs a minus sign. Inserting the Fourier transforms, we

find

Nimp

Go(k, iwy) = 72Ld

2, Golk ion)V-gGo(k + q, i) VaGo(k, iwn). (A:21)
q

If we allow a continuous q variable, the relevant energy contribution according to Eq. (A.16)
can be expressed as

Mimp d’q .
3 va—qvq—kQO(q, iwp). (A.22)

22(1(’ lwn) =

Note that each interaction term comes with a factor L~¢, where one of those factors is absorbed
into the impurity density njy, and the remaining factors are absorbed into the momentum
integrals.

Considering higher order terms, we separate the triple scattering event into different con-
tributions, see Fig. A.2. There is one contribution of order njy,,, where triple scattering takes
place at the same impurity. The double scattering processes contain one dangling impurity

line; these contributions are therefore of order nizmp, whereas three single scattering events are

of order n?mp. For the triple scattering energy contribution, we find
Nimp ddql ddq2

h? @2m)d J (2r)d

23(k7 la)n) = Vk—q1 go(‘h, iwn)Vql—ngO(qZ’ iwn)qu—k- (A23)

In fourth order in the scattering, we find three interesting diagrams, see Fig. A.3. All these
diagrams obey different momentum conservation conditions.

Proceeding and considering higher and higher order in perturbation theory creates more
and more diagrams, which all contribute to the impurity dressed Green’s function. As we have
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Figure A.3: Combinations of two double scattering diagrams. Double scattering events appear in
different combinations in the fourth order perturbation theory. Two individual dou-
ble scatterings (a), two intertwined double scattering processes (b), and one double
scattering encapsuled by the other (c). All provide different energy contributions
and obey different momentum conservation conditions.

shown, these diagrams can be represented by combinations of free propagators and distin-
guished, complicated scattering events. All these diagrams can be captured self-consistently
by a Dyson equation [277, 278]

1
G=Go+ ﬁg‘)zg (A.24)
which defines the self-energy X and is formally solved by

go(ke lwn)
1- %go(k, lwn)z(k’ lwn)
h
iho, — & — 2(k, iw,)’

Gk, iwy,) =
(A.25)

where for the last step we used the representation of the bare Matsubara Green’s function,

h

gg(k, lCL)n) =

The full self energy, however, is a complicated object. Using the Born approximation, we neglect
all multi scattering processes involving triple scattering or higher (see, e.g., Chap. 3 in Ref. [70]),
and we are left with all possible combinations of double scattering events. Furthermore, we
neglect all diagrams containing crossed impurity lines, because they produce terms of higher
order (see also Ref. [70], pp. 153).

The diagrams that are left for the evaluation (which are still infinitely many) are the so called
rainbow diagrams, which can be described by the X, energy contribution, see Fig. A.3 (c) and
Fig. A.4. If we expect the interaction strength to be independent on the momentum transfer,
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> >

Figure A.4: Rainbow diagrams. The so-called rainbow diagrams represent the Gaussian ap-
proximation and contain all double-scattering processes without intersecting or
dangling impurity scattering lines. Still infinitely many, these diagrams can be
included up to all orders self-consistently.

the second order energy contribution, Eq. (A.22), simplifies to

Vznimp dk4 h
n ) () ihon - &

Zo(iwn) =

°0 . (A.27)
=V nimpNp [ dé——,
”llmp F/ fl.hwn _f
-
where we transformed the momentum integral into an energy integral by using
h’k*
k) = - U, A.28
€ = S~ (A.28)

where p is the chemical potential and take the density of states at the Fermi energy Nr (per
spin) as a factor into account. In the following we are interested in the imaginary part of the
self energy and absorb the real part into the chemical potential. As the Fermi energy ¢ is the
largest energy scale, we set y ~ ep = oo and find

(o9

3 {Zz(ia),,)} = —VznimpNF / dof

—00

howy,
&2 + (howp)?

- A2
= —VznimpNFfﬁ; = )

2
J, P+ (hin)z

= —nV? nimpNFsgn(a)n),
which only depends on the sign of w,. To calculate the next rainbow diagram, the self energy
has to be included into the Green’s function of Eq. (A.27). Because the result does only depend

on the sign of w,, the result is already self-consistent. Therefore, in Born approximation, the
self-energy up to all orders is given by

h
I {Z(iw,)} = —ﬂVznimpNFsgn(a)n) = —z—sgn(a)n), (A.30)
To
where we defined the elastic scattering rate

h
— = 27 Nimp NFV2. (A.31)
To
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A factor of 2 is taken into account for the spin degeneracy. The disorder-dressed Matsubara
Green’s function results in [276-278]

h
6(k.i) =

ihwn — & + ﬁsgn(wn)’

(A.32)

and the real time Green’s functions are obtained by taking iw, — w + i0" and sgn(w,) —
sgn(£0"), thus the retarded and advanced disorder-dressed Green’s functions are given by [276-
278]

h

Gret/adV(k, w) — .
ho — & + &

(A.33)

A.2 Drude Conductivity

We begin with Kubo’s linear response formula [279] in thermal representation using Matsubara
Green’s functions [280]. For an external perturbation that is specified by momentum q and
(bosonic) Matsubara frequency iw,,

n

. 1 ) e’n
0ap(q, iwn) = — [Haﬁ(q, i) + 75(15 , (A.34)
hp

1 .
,p(q, icon) = — dre’ "™ (T, ju(q, 7)jp(—q,0)) , (A.35)

hL?

0
where the conductivity tensor o, is given by a diamagnetic part, proportional to the charge
carrier density n, as well as the current—current correlation function IT, 6> where j is the current
density operator. The bracket denotes impurity averaging. The representation using retarded
Green’s functions is derived by analytic continuation

T — it (A.36)
iw, = o, (A.37)
which yields
i e’n
0ap(q, ) = - I 5(q, w) + ?%ﬁ , (A.38)
i ] -t ’ . R ’
Map(@.0) =~ [ dte 000 - ) |jela .7j(a. )] ) (A39)

where © is the Heaviside function. In perturbation theory for impurity scattering, different
particle-hole propagators between current vertices have to be considered, see Fig. A.5. In
lowest order, the bare particle-hole propagator with disorder-dressed Green’s functions yields
the Drude conductivity, which we will derive in this section. Taking the so-called ladder
diagrams of impurity scattering between the particle and hole propagators into consideration,
the Boltzmann conductivity is derived, which we will discuss in the next section. The maximally
crossed diagrams are in the focus of Chap. 2 and provide the WL and WAL contributions, which
is the first order quantum correction to the conductivity.
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+ e

Figure A.5: Disorder-averaged current—current correlation function. Perturbation theory for
impurity scattering yields qualitatively different particle-hole diagrams between
the current vertices. A current vertex (black circle in the picture) contributes
a factor efk/m. Evaluation of the bare particle-hole propagator (with disorder-
dressed Green’s functions) leads to the Drude conductivity of isotropic scattering.
The ladder diagrams treat non-isotropic scattering and result in the Boltzmann
conductivity. The maximally crossed diagrams result in a quantum correction
called weak (anti-)localization and are in the focus of Chap. 2.

The current operator in second quantized form is given by

i) = —Zi—ni '@yl - [Vy' 0]y}, (A.40)
which is in Fourier space
@)=~ [ dlre v (g0 [vy@] - (79 0] vo)
=- mzerid / dire § I + ikl o (A.41)
== Zk: fike] ¢, .

Therefore, each current vertex contributes a factor ¢2k/m to the correlation function,

2 hﬁ
T(q, iwn) = —ﬁ / dre'ont 3 3 ik - K) <TTck+G(r)cLU(T)ck,_ 0), 6,(0)>. (A.42)

0 oo’ kk’

Using Wick’s generalized theorem [277], we separate the correlation function into products of
one-particle Matsubara Green’s functions,

(Tt o (O, (e O, O) = (T, (D) {Teey, O, . 0))

— <TTCk+U(T)C;/+U,(0)> <TTCkLg'(O)CLg(T)> ' (A.43)
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The first term in Eq. (A.43) corresponds to Green’s functions with no dependence in 7, and
this term does not contribute to the integration in Eq. (A.42). We evaluate the second term by
perturbative expansion of the Matsubara Green’s function. As a first step, we approximate

(Tt (D)}, (D o (O)cy, () = ~Go ks, DGE ), Sidgq-  (A44)

However, the term Eq. (A.44), which contains the bare particle-hole propagator with only bare
Green’s functions, gives no contribution to the conductivity [276]. The next order is given by

(Tt o (], (D) O, 1 0) = =G ks, DG, ~0)s, BBy (A45)

which describes the bare particle-hole propagator for impurity-dressed Green’s functions.
This contribution will result in the Drude conductivity. After summation over the spin index,
we find

hp

/dre”‘)"f Z RkokpG ks, )G k-, 7). (A.46)

0

Mapla.ion® = -

In the following, we replace the Green’s functions G(+7) by their Fourier transforms, described
by Eq. (A.15) with (fermionic) frequencies w;,, w,/, and change the discrete momentum sum
into an integral (see also Eq. (1.40))

dkd
Lid Zk: ~ / @) _/ (447
k

thus

: 0) _ ﬂ (wp—wh+wn)T ’”
Map(q, ion) ¥ = hLdmzZ hzﬁz Z / dre! =t G ks, iwp)G (k- i,

2¢? h? ka
= hldm? Z - Z Gk, ioy, )Gk, iw;, ) (A.48)
(" o

2¢% 1 , N
= Wﬂ_h Z / thakﬁg(k+, iwn’+)g(k_7 l(‘)n,—)
iwy, k

where we defined w;, , = w;, + @n/2.
For the evaluation of the particle-hole propagator with impurity-dressed Green’s functions,

we use the complex function
1

This function has poles on the imaginary axis at z = iw, = i#n+1)/s4, and the residuum for
each pole is given by —1/z4. This allows us to use analytic continuation iw, — z and [33, 278]

e~ Phonn 1 eiBhzn 1

— = —— dz——— R A.50
ﬂh;iwn—ek 27ric efhz 4 1z — g (A4.50)
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Figure A.6: Green’s functions and contour integrals. (a) Sum over all poles in the Matsubara
Green’s function, represented by a contour integral, see Eq. (A.50). (b) Splitting of
the contour, see Eq. (A.51). (c) Deforming of the contour parallel to the real axis
results in integrals over retarded and advanced Green’s functions.

where we use the factors involving n = 0" forn > 0 and n = 0~ for n < 0 as a cutoff and
the contour C encloses only the poles on the imaginary axis (see Fig. A.6). Now we split the
contour into two parts, where the poles for positive imaginary part and the poles for negative
imaginary part are integrated separately,

—Bhwnn iphz0* ifhz0~

e 1 e 1 e 1

Z = ‘;gdz—— +j§dz—— . (A.51)
ﬁh iy — 2mi ePhz 41z — ¢ ePhz 41z — g

(& C

We deform the contour to follow the real axis and change the direction of C,. The integral is
well defined for large, positive values of R{z} = w, but for the negative values the additional
factor exp(Bhw0™) is needed for both integrals to ensure convergence. We find [33, 278]

e —Bhonn 1 ood 6"8th+
= w
,Bh Z iy — 2mi efho 41

—00

1 1

w— €+ i0t  w—e+i0”

(A.52)
1 +
= / dwf (hw)eP " |G™(k, ©) — G*¥(k, w)] ,
i
where f(Aw) is the Fermi function.
For the two-particle correlation function, we find products of Matsubara Green’s functions

in Eq. (A.52). We need to separate the cases whether w}w’ 2 0, that is, if both poles lie in the
same or in different half planes. For w;, ., _ > 0, we find analog to Eq. (A.52),

. 2 X
M p(q )0 = % / Wk okg / dow’ { F(@)) [ ks, )] = flel) [GadV(k_,wL)]z}.
k 00

(A.53)
The last expression can easily be calculated if zero temperature is considered, where

f(e,T — 0) = O(-¢), (A.54)
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where © fixes the upper integration limits for each of the additive terms in Eq. (A.53). Further-
more, it directly follows from Eq. (A.33) that

2 0
[Gret(adv) (O))] - _ a_ Gret(adv)(w)7 (A.55)
w

and the result for the correlation function gets independent of w,

-2
11 0),> _ _ e / 2 . ret (o _ adv k_ ] A.
ap @7 = == [ Wk Gk, 0) - G k-, 0) (A56)
k
In the limit ¢ — 0, we find
G™(k, 0) — G*¥(k, 0) = 2iJ {G*'(k,0)} = —2ind(hw — ep), (A.57)
and by using
5(ﬁa) - EF) = NF5(k - kF), (A.58)

where N, again, is the density of states per spin, and further replacing the angle average

dSy(k) 1
= — A.59
[5i=a (459
where S is the unit sphere in d dimensions and er = #*k/2m as well as
4N,
n= EF (A.60)
d
then we find
(0), > ezn
0, w)"™~ = —— (A.61)

—
This contribution exactly cancels the diamagnetic part of the conductivity in Eq. (A.38).

However, in the case w;, ,©;, _ < 0 we find poles on both sides of the complex plane and
have to combine retarded and advanced Green’s functions, employing Eq. (A.52):

lez r ’ ’ ’ re 4 aav ’/
M, p(q )< = — / dw / Rkokp [f(@}) = f(@))] Gk, 0})G* (ko )
—00 k
. 2 *
I /dw' / hzkakﬁ [f(0 + o) — f(0)] Gk, 0" + 0)GV(k_, ")
mhm?
—00 k

(A.62)

Regarding Eq. (A.38), and shifting &’ + v — «’, we find for the conductivity

2 f(h' — hew) - f(ha')

—00

/ Rk okpG (ks )GV (k_, 0 - o).
k

(A.63)
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We take the limit of ¢ — 0 and split the momentum integral into an angular and an absolute
value part. Since the product of Green’s functions is strongly peaked at the Fermi energy, we
use

dkd 2 ret adv ’
Gyt ke Gl NG (k, 0" — w)
(A.64)
k
%/dsg( )hzk%/deret(k,w’)GadV(k,w'—a)),
d

We transform the latter momentum integral into an energy integral, see Eq. (A.27) as well as
Eq. (A.28),

/ dkG™(k, )G (k, 0’ — ) = Np / d& Gk, 0" )G (k, w0 — w) (A.65)
r K K
= / déic ih ih (A.66)
b —ho' = 30 & — Mo’ — w) + 51
2
__Ne (A.67)
1 -iwr

which is independent of w’. The last step follows directly from the residue theorem. The
angular integral yields

h2k?2 2
/ dSq 22 g2 = F(saﬁ ’ZgF Sup (A.68)

and

[ aor Lt =t firer) 1 A9

hw h

—00

Furthermore, the electron density is given by Eq. (A.60). We find the final result for the bare
particle-hole propagator with impurity-dressed Green’s functions,

Saps (A.70)

which is structure-wise identical with the Drude conductivity [281, 282].

In the next order of impurity perturbation, we take scattering events between particle and
hole propagator into account, the so-called ladder diagrams. In the next section we will find a
similar result than Eq. (A.70), only the isotropic elastic scattering time 7y, will be replaced by
an effective transport time, 7.
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Figure A.7: Ladder diagrams and dressed vertex. The contribution from the ladder diagrams can
be written in terms of a dressed vertex. This allows to formulate a Dyson equation
for the dressed vertex and to calculate the contribution self-consistently. The bare
verex contributes a factor ev.

A.3 Boltzmann Conductivity: Taking the Ladder

To include disorder directly into the linear response evaluation, we consider an impurity
vertex I' in the current-current correlation function, see Fig. A.5. We neglect any diagrams
that contain crossed impurity lines. Those contributions are smaller by a factor //e:r and are
discussed in Sec. 1.4. For the ladder diagrams, we can express the dressed vertex as (see Fig. A.7)

Nimp

evg(K)I(iwy, iw;,) = evp(k) + / [V(k - k)|*GK, iwy, JGK, iwy, (i, io,)evg(k'),

72
k/

(A.71)
where v = 7k/m. We multiply with vg(k) and assume that the scattering potential is only
dependent on the angle ¢, but not on the absolute value of (k — k’),

’ Mimp 2 ~rety1,’ | Nadvirys 7
I'w,w)=1+ 2 / [V(P)I"G™ (K, 0")G*(k', 0" — )T cos(¢), (A.72)
k/

because we are only interested in the case where the poles lie in different complex half planes.
Next we separate the angular and the absolute value part via

Nimp

hZ

IMNowow)=1+

F/ dsgik/) cos(@)|V($)I* / kG (K, 0 )G (K, o - ). (AT3)

Note that for an isotropic scattering potential I' = 1, and the Drude result is obtained. For
general V(¢), the angular integration yields

/ dsgik’)

and the integral over the Green’s functions has been evaluated in Eq. (A.67). By defining

1

cos@IV@)? = /

-1

L) cos@IVIP = s DIVAE, (A7)

S| St

= 2 NecoS@IV (DI, (A.75)

the Dyson equation yields

(A.76)
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Figure A.8: Ladder diagrams in the density—density correlation function. Disorder in form of lad-
der diagrams evaluated in the density—density response results in the phenomenon
of diffusion. The density vertex contributes a factor e.

__®._

Defining the transport time 7,

h h h

— = — — = = 27nimpNe[1 — cos(P)] [V (§)]?, (A.77)
Ttr 70 T
we find for the dressed vertex )
T'= Eﬂ (A.78)
7o 1 — iwTy

The conductivity is therefore given by

Oup = —501/5’ (A.79)

which has the same structure as the Drude conductivity Eq. (A.70), but with the elastic scattering
time 7y replaced by the transport scattering time, ;. Due to the angle dependence, low angle
scattering does not contribute to the relaxation of the current, while back scattering dominates.
This relates to the Boltzmann result for the conductivity of disordered Fermi systems. For
isotropic scattering, the transport time becomes the elastic life time and the Drude result is
obtained.

A.4 Electron Diffusion

Diffusion is phenomenon that is revealed by evaluation of the density—density correlation
function. We derive the diffusion pole in this section for isotropic scattering but finite external
momentum q, because its calculation is directly related to the evaluation of the quantum
corrections in the current-current correlation function.

We consider ladder diagrams between density vertices instead of current vertices, see
Fig. A.8. Each density vertex contributes a factor e. We follow the notation and argumentation
of Ref. [33] and Ref. [23]. In analogy to Eq. (A.41), the momentum dependent electron density
is given by

n(q) =e Z Cli, C, (A.80)
k
and the density—density correlation function, is similar to Eq. (A.42) given by

hp

. 62 iwont
X ion) = = / drein ZZ(TTCM(T)CLU(T)%_ A0), 0,(0)>. (A.81)
0 oo’ kk’/

By following the evaluation of the previous sections, we find
. 262 1 . / . !’ . !’
x(q,iw,) = ?,B_h Z G(k,,iw, Ik, q,iw,)Gk_,io, ), (A.82)

iwy, k
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A Disordered Electronic System

Figure A.9: Dressed vertex for diffusion. Again, the dressed vertex enables to calculate the
contribution of disorder in the density—density response self-consistently.

where Iy denotes the ladder diagrams in the density—density propagator.
The Dyson equation for the dressed density vertex (see Fig. A.9) yields

n
eTu(k, q, i, iw)) = e +e ;;‘P / V(k - K)PGK,, iw), )GK.,iw), k', q, iw)). (A.83)
k/

We assume that the scattering potential V(k — k’) = V does not depend on the momentum.
Therefore, the left hand side cannot depend on k. The momentum dependence of the dressed
density vertex Iy is, regarding only the frequency dependence,

Nimp

V2
g ion) = 1+ "2 [ G0, )G 1], Ty(q.i07)
k/

(A.84)
Nimp V2

=1+ —

T1(q, iwn, iw,)Tu(q, io),),

where the iw, dependence is lost, analog to Eq. (A.67). We find

, 1
Tu(q i) = g (A.85)

Nimp

hZ

I1(q, iwn, iwy, )

where the particle-hole propagator is given by

1(g.iwni0f) = [ G, 10, JGH. 0, ) (A.56)
k/

To calculate the latter integral, we use again Eq. (A.65) and

2
b = fox ke g+ O (a87)

Note that it is essential for the result to keep the q dependence, in contrast to the evaluations
of the current-current correlation functions. We neglect just the quadratic order in q in com-
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A.4 Electron Diffusion

parison with the Fermi momentum, where the integrand will yield its dominant contribution.
For w;, ,w;, _ < 0 we solve

as,k’) [ h h
H<(q’ i(x)n) = NF/ ;( ) /dfk’ - - 2 P - = —
d J zhwn,+—§k—ﬂk’-q+2—mlhwn,_—§k+mk’-q—a
- Ny / dSq (k") i27h?
Sa  il(w}, . — wp,_) = hvek’ - q + 2

ds,(K') 1
= 27 hNj
TRAFT0 ,/ Sa 1+ |wnlto + iToveq cos(¢p)’

(A.88)

where we find again that the particle-hole propagator is independent of iw;. Using the
expression for the elastic scattering rate for each spin degree, Eq. (A.31), we find

nimsz < . / de(k,) !
- = A.89
R2 (g ieon) Sa 1+ |wn|re + ilq cos(¢) (489

where the mean free path [ is given by
Ty = L. (A.90)

In the diffusive limit, we assume lqg < 1 as well as small frequencies, |w,|7p < 1 and can
expand Eq. (A.89) up to the first non-vanishing contribution, which comes with order I*¢°.
Note that this quadratic order in g gives a larger contribution as in the approximation Eq. (A.87)
due to the [ factor, which is proportional to the Fermi momentum:

1
1+ |wn|7o + ilg cos(¢) -

1 - |wn|to — ilq cos(¢) — I2q* cos®(p) (A.91)

and find that in the integration, the imaginary part vanishes and only the momentum squared
contributes to the result

g V2
“;’2 1<(q, iwn) = (1 = |wa |70 — Dg*10) (A.92)
where
VETo
is the diffusion constant. We find
1
70
Da?
I = lwn| + Dq (A.94)
1

To calculate the charge susceptibility, we insert the calculated vertex into Eq. (A.82). Analog to
Eq. (A.61) we find, if the poles are in the same half-plane, the static susceptibility

x(0,0)” = —2¢*Ng. (A.95)
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If the poles reside in different half-planes, we have to perform the integral

1

_ A.96
To|wn| + T0Dg? ( )

daion =215 [ Gk, 0600}, )

iwy, k

However, as there is already the diffusion pole present, we can set ¢ = 0 and w, — 0 in the
Green’s functions only, but keeping the two poles on different half planes. This results in

2¢% 1 h?

h ph iw%k/ (ihwn & + lﬁ) (ihw,, §k——)(ro|a>n| + 70Dg?)

Q

x(q, iwn)~

2¢?Np 1 /d 1
p Z To|wn| + T9DG? §(§_ e, — z’—fo) (g hor + IZ)) (A.97)

Lo

2

N Z 1 27Ty
p o Tolwn| + ©0Dg? A

where the integral has been evaluated using the residuum theorem. The condition “<”, which
is ©(—w;w_), yields the constraint

’ Wn
n<’_
2

, (A.98)

Wn
——l < w
2

and the sum over the fermionic Matsubara frequencies w;, results in |n| equal contributions,
while the bosonic frequencies are given by

2r|n
h,lB | = |wp|. (A.99)
Therefore,
i <=22N&, A.100
(g 100" = 26 Ne (4.100)
and the final result is
. |(’~)n| 2 qu
, =—2¢’Np |1 - —2—|=-2 —_— A.101
x(q, iwn) € INF ( on| + D2 F|wn| T D ( )
For real frequencies, this defines the charge susceptibility,
D 2
x(q, w) = —2€°Ng (—2 9 - ) . (A.102)
Dg® —iw
This result can be used to derive the conductivity [23, 33]:
o = lim hm —)((q, w), (A.103)
w—0 g—0 q

where 2NpD = n7/m according to Eq. (A.60) and Eq. (A.93), and the Einstein relation is revealed:

ezm'o

o = 2¢’NgD = (A.104)

m

126



B Matrices for the Multiband Cooperon

For the spin-3/2 Dresselhaus Hamiltonian, Eq. (2.215), we list for each spin sector the corre-
sponding matrices of the £ operator. In addition, we list the determinants D = |£/«| of those
matrices as well as the sum over diagonal minors, M = Y}, |Lmm/x|. The sum over inverse
eigenvalues is given by M/», and the magneto-conductivity can be calculated via Eq. (2.225).

Spin singlet j = 0 sector

The spin singlet is described by a one-level system without any internal structure. The solution
is equal to the singlet contribution in the ILP calculation.

L0
— =ap,o, (B.1)
K
where the sum over inverse eigenvalues is given by

1
_Zﬁﬁzéj, (B.2)

- — an,0

Spin triplet j = 1 sector

The spin triplet case is described by a three-level system; the solution is equivalent to the
triplet contribution in the ILP calculation. The spin matrices are given by

0 V2 o 0 0 0 10 0
Jo=lo o 2|, J=[v2 o of, J=|0o 0 o] (B.3)
0 0 0 0 V2 o 0 0 -1

The corresponding L operators are identical to the ILP calculation,

B/
An-1,1 =/ —an - 0
L0 > 1) ; .
__ﬁT__:_/%% ans _ A B | (B.4)

0 - B An+1,1
and
(1) a —V e (1
LYn=0,m=0) 0.2 B LYn=0,m=-1)
= s = do,1- (B.5)
K B K
-\ B 1
For the triplet sector, we find the ILP result,
Nmax 2 — — B_;‘J
1 apq +ags a; | +2ap1a,2—1-2(2n+1) 5

ad >
Zawza*___7+z . (B.6)

nm a1G0,2 = 27" =1\ ane (afl - 1) - ZBTE" [(2n + Dan1 — 1]
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B Matrices for the Multiband Cooperon

Spin quintet j = 2 sector

The spin quintet corresponds to a five level system where each Landau level splits into five
sub-levels. The spin matrices are given by

02 0 0 0 0 0 0 00 200 0 0
00 V6 0 0 2 0 0 00 010 0 0
Jo=lo o o 6 of, J.=|lo V6 0o o0 of, J,=|l0 00 0 o0
00 0 0 2 0 0 V6 0 0 000 -1 0
00 0 0 0 0 0 0 20 000 0 -2

(B.7)
Due to the finite number of possible increments of the J, quantum number, the £ operator
becomes block diagonal in a five-dimensional space of Landau levels with distinct level and
magnetic quantum number,

an-2,2

4(n—1)Bl,
- 0 0 0

LO(n>2)

_ 4(n-1)Bg,
B
0 _ ’énggo

an-1,5

an,6

6(n+1)Bj,
0 0 —/ —F=
0 0 0

D(n > 2) = ap-220n-1,50n,60n+1,50n+2,2

- 2% [2(n + 2)an—22an-1,5an,6 + 3(n + 1)an_2 2an-1,5an+2,2

’

6nB;,
-4/ 35 0 0

_ [6(n+1)Bg,
B

an+1,5

_ /4(n+2)B;0
B

+3nan-2,2an+1,50n+2,2 + 2(n — 1)an,6an+1,5an+2,2]

0 , (B.8)
4(n+2)B;,
_ /T
An+2,2
(B.9)

B\’
+38 (ﬁ) [3n(n +2)ap-s2+2(n—1)(n+2)ane+3(n-1)(n+ 1)a,,+2,2] ,

B

M(n 2 2) = an-22an-1,50n,64n+1,5 + An-2,2n-1,50n,60n+2,2

+ ap-2,24n-1,50n+1,58n+2,2 T+ An-2,20n,60n+1,54n+2,2 * An-1,50n,64n+1,5n+2,2

B/
- zf [2(’1 +2)an-—22an6 + 3(2n + 1)an_22an422 + 2(n — 1)an,6an12,2

+2(n = 1)ane6an+1,5 + (5n + 7)an—22an-1,5 + (51 = 2)an+1,50n+2,2

(B.10)

+ 2(n + 2)an-1,5an,6 + 3(n + 1)an-1,5an+2,2 + 3NaAn_22an+1,5

B\’
+8(f) (8n* +8n-7),
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and

aop, 5 —ﬂ % 0 0
'GBQO ’123;0 0

, (B.11)
K 0 12B;, 12B;,
NBr @s  —\p°
0 0 e gy,
’ B’ 2
D = ay,5a1,6a2,5a3,2 — 6? (2a0,5a1,6 + 2a0,5a3,2 + a,5a32) + 72 (%) , (B.12)

’

SO
M = ay5a1,6az5 + A0,501,6a3,2 + A0,502,503,2 + G1,602,503,2 — 6_B (4a0,5 + 2a1,6 + az 5 + 3as2) ,

(B.13)
and
B/
(,10’6 —\IGTSD 0
L(Z)(n =0,m=0) B B
. =|VE as (B.19)
B’
0 B aw
Bl
D= ap,641,502,2 — 2% (4‘10,6 + 3(12’2) , (B15)
’
M = ag6a1,5 + ag,6a2,2 + a1,5a22 — 14§, (B.16)
and
@ ao,s \/4B§°
) — |35
n=0m=-1 ’ B
L7 ) = s (B.17)
K [4BL,
"N B a2
Bl
D= ao,541,2 — 4%, (B18)
M= ap,5 + dy,2, (Blg)
and
@n=0,m=-2
L ( Kj’ ) = ag’z, (BZO)
D= ao, 2, (BZl)
M=1. (B.22)

Similar to the singlet channel, this contribution is assigned with a minus.
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B Matrices for the Multiband Cooperon

Spin septet j = 3 sector

The spin matrices for the septet sector are given by

0 v6 0 0 0 0 0 0 0 0 0 0 0 0
0 0 Vvio o o0 0 0 Ve 0 0 0 0 0 0
0 0 0 23 0 0 o0 0 vio o o0 0 0 0
Je=lo o o o 23 o of, _=l0 0o 2¢3 0o 0o o0 o0,
00 0 0 0 V10 o 0 0 0 2v3 0 0 o0
00 0 0 0 0 6 0 0 0 0 V10 0 o
o0 0 0 0 0 ©0 0 0 0 0 0 6o
3000 0 0 0
0200 0 0 0
0010 0 0 0
,=lo o oo o o o],
0000 -1 0 0
0000 0 -2 0
0000 0O 0 -3
(B.23)

and the £ operator becomes block diagonal in a seven-dimensional subspace,

LB > 3) 3

K

an-33 2B 0 0 0 0 0
—\/ % an-2,8 -4 % 0 0 0 0
0 —\/% an-1,11 —\/% 0 0 0
0 0 - % an,12 -/ % 0 0 ,
0 0 0 —\/% an+1,11 —V% 0
0 0 0 0 - % an+2,8 —\/7%
0 0 0 0 0 - % an+3,3

(B.24)
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D= an-3,30n-2,80n-1,114n,120n+1,112n+2,84n+3,3

’

SO
—2=2 [3(n + 3)an-3,3an-2,8@n—1,11an,12an+1,11 + 5(n + 2)an—3,3an—2,8an-1,11an,124n+3,3

+6(n + 1)an-3,3an-2,8an-1,114n+2,84n+3,3 + 6Nan_33an-2,8An+1,114n+2,84n+3,3

+5(n = 1)an-3,3an,128n+1,114n+2,8An+3,3 + 3(N = 2)an_1,11an,12n+1,114n+2,8n+3,3

S

Bl 2
+4 (?0) [18(n + 3)(n + 1)an—3,3an—2,8an-1,11 + 18n(n + 3)an_3 3an-2,8an+1,11

’

(B.25)

+30n(n + 2)an-3,3an-2,8an+3,3 + 15(n — 1)(n + 3)an—3,3an,12an+1,11

+25(n — 1)(n + 2)ap—3,3an,12an+3,3 + 30(n — 1)(n + 1)an-3,3an+2,8an+3,3

+9(n - 2)(n+ 3)an-1,11an,12an+1,11 + 15(n — 2)(n + 2)an—1,11an,12an+3,3

+

18(n — 2)(n + 1)an-1,11an+2,8an+3,3 + 18n(n = 2)an+1,11@n+2,8an+3,3]

3
— 144 (%) [5(n — 1)(n + 1)(n + 3)an—3,3 + 3(n — 2)(n + 1)(n + 3)an—1,11

+3(n = 2)n(n + 3)an+1,11 + 5(n — 2)n(n + 2)an+3,3] .

M = an-33an-2,8an-1,11an,12an+1,11Gn+2,8 + An-3,30n-2,84n—1,114n,12dn+1,11Gn+3,3

+an-3,30n-2,84n-1,114n,128n+2,84n+3,3 + An-3,30n-2,84n-1,114n+1,114n+2,84n+3,3

+an-3,34n-2,80n,120n+1,118n+2,84n+3,3 + An-3,30n-1,114n,124n+1,114n+2,84n+3,3

+an-2,84n-1,110n,124n+1,114n+2,84n+3,3

’

SO
- Z_B [(8'1 +19)an-3,3an-2,84n-1,11an,12 + 3(n + 3)an-3,3an-2,8an-1,11an+1,11

(B
+4[=2
B

— 144
5

’
S

+3(n + 3)an-3,3an-2,8an,12an+1,11 + 3(1 + 3)an-3,3an-1,11an,12an+1,11
+3(n + 3)an-2,8an-1,114n,12an+1,11 + 6(n + 1)an—33an—2,8an-1,11an+2,8
+6Nnan-3,3an-2,80n+1,118n+2,8 + 5(n = 1)an—3,30n,12Gn+1,114n+2,5

+3(n - 2)an-1,11an,12an+1,114n+2,8 + (11n + 16)an—3,3an-2,8an-1,11n+3,3
+5(n + 2)an-3,3an-2,8an,12an+3,3 + 5(n + 2)an-3,3an-1,114n,124n+3,3
+5(n + 2)an-2,8an-1,119n,12dn+3,3 + 6NAn-33Gn-2,8An+1,114n+3,3

+5(n — 1)an-3,3an,12Gn+1,11n+3,3 + 3(n = 2)an-1,11an,12Gn+1,114n+3,3
+6(2n + 1)an-3,3n-2,84n+2,8n+3,3 + 5(n — 1)an-3,3an,12@n+2,84n+3,3
+6(n + 1)an-3,3an-1,114n+2,8n+3,3 + 6(n + 1)an—2,8an-1,118n+2,84n+3,3
+3(n — 2)an-1,114n,120n+2,84n+3,3 + (110 = 5)an-3,3n+1,114n+2,84n+3,3 (B.26)
+6Nap-2,8an+1,110n+2,8n+3,3 + 3(N = 2)An—1,11an+1,110n+2,80n+3,3

+ (8n = 11)an,128n+1,11n+2,84n+3,3
2
°) [6(11n% + 31n + 9)an—3 3an—2,8 + 18(n + 1)(n + 3)an—3,3an-1,11

+5(n—1)(8n + 19)ap—3,3an,12 + 3(n + 3)(11n — 5)ap_3,3an+1,11
+30(n? - 1)an—3,3an+2,8 + 5(17n% + 17n — 16)an—3,3an4+3,3
+18(n + 1)(n + 3)an-2,8an-1,11 + 18n(n + 3)an—2,8an+1,11
+30n(n + 2)an-2,8an+3,3 + 3(n — 2)(8n + 19)an—1,11an,12
+9(n—2)(n+3)an-1,11an+1,11 + 18(n = 2)(n + ap-1,11an+2,8
+3(n - 2)(11n + 16)an-1,11an+3,3 + 3(n + 3)(8n — 11)an, 12an+1,11
+5(n +2)(8n — 11)apn, 12an+3,3 + 18n(n — 2)an+1,11an+2,3

+ 18n(n — 2)an+1,11an+3,3 + 6(11n° = 9n — 11)an+2,8an+3,3)

’

B 3
ﬁ) [16n° + 24n* — 58n - 33],
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and
as e g 0 0 0
10B., 24B/,
T Y LT 0 0
[24By, [36B,,
.£(3)(7’l = O, m= 2) 0 "N B 612,12 N B 0 0

K ’ /
36B 40B
0 0 3 @au V7m0
40B; 30B;
0 0 0 NTF Wz NTE

30Bl,

D= aop,8A1,1102,1243,11044,8045.3
’

SO
- Zf [15610,801,1102,12613,11 + 20a0,8a1,11a2,12a5,3 + 18a0,8a1,1144,805,3

+12a0,3as3,1144,805,3 + 502,1203,1104,805,3]

’

2
+ 20 (f) [54610’3611,11 + 36a0,3a3,11 + 48(10’3615’3 + 15612’12(,13’11 + 20612’1205,3 + 18614,8615’3]

B \}
— 10800 (ﬁ) ,
B

(B.238)
M= ap,801,1102,1203,1104,8 T A0,841,1102,1203,1145,3 + 4o,801,1102,1204,805,3
+ 40,801,1103,1104,805,3 + do,802,1203,1144,805,3 + 41,1142,1203,1104,805,3
’
SO
- 2? [35610,8611,11612,12 + 15a¢,8a1,11a3,11 + 1840, 8a1,1144,5 + 3840, 8a1,1145,3
+ 1540, 802, 12a3,11 + 20a0,8a2, 12053 + 12a0,8a3,1144,8 + 12a0,3a3,1145,3 (B.29)

+ 304,804,853 + 15a1,1142,1203,11 + 20a1,11a2,12a5,3 + 18a41,11d4,805,3

+5d3,1203,1144,8 + 502,1203,1105,3 + 542, 12048453 + 17(13,11614,8615,3]

’
SO

B 2
+ 20 (?) [138(1()’8 + 54(11’11 + 35(12’12 + 51(13’11 + 18a4,8 + 86(15’3] s
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and

ao,11 —\/@ 0 0 0

_\/@ ai, 12 —\/@ 0 0
£On =Ko,m DI —\/@ 41— \/@ o | ®30)
0 0 _\/@ as,s —\/@
0 0 0 _\/@ Q4,3

D= ap,1141,1242,1143,804,3

’

SO
- 6_B [4610,11611,12612,11 + 5a0,1101,1204,3 + 440,1103,804,3 + 2612,1103,8614,3] ,

(B.31)
B \?
+ 72 (?) [8(,10’11 + 4(12’11 + 5(14’3] R
M = ag 11a1,1202,11a3,8 + G0,1141,1202,1144,3 + do,1141,1203,304,3
+ 4o,1102,1103,844,3 + 41,1202,1103,804,3
’
SO
- 6? (9610,11611,12 + 4ap,11a2,11 + 4a0,11a3,8 + 9a0,1144,3 + 441,12a2, 11 (B.32)
+5ay,12a4,3 + 2d2,11a3,5 + 2d2,11a4,3 + 643 504,3)
B \?
+ 1224 (f) ,
and
12B.,
aop,12 Y 0 0
12B., 20B.,
LO(m=0,m=0) VB ai,11 B 0
= s (B.33)

K / / [ ,
20B 18B,
0 _ Bso a2,8 _ Bso
[ 18B;
0 0 - TSO as,s

B/ B/ 2
D = ap,12a1,1102,843,3 — 2% (9ao,12a1,11 + 10aq,12a3,3 + 63,343 3) + 216 (f) ,  (B.34)

M = ap,1241,1142,8 + Ap,1201,1143,3 t Ao,1202,843,3 + A1,1102,803,3

/ (B.35)
- 2% (19610’12 + 9611’11 + 6a2,3 + 16a3,3) ,
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and
B/
do, 11 —\/me 0
LV =0,m=-1) _ 10B., 12B., (B.36)
. SN ws TR '
B/
0 3 /12}35o a5
B,
D = ag,11a1,8G2,3 — 2? (6610,11 + 502,3) , (B.37)
’

M = ag 11023 + a1,8a2,3 + ap,11a1,3 — 22 50, (B.38)

and
LOm=0om=-2) | % TV 5
— = , (B.39)
o 6B,
B a3
’

D= ap,8d1,3 — 6%, (B40)

M= ap,g + ay s, (B41)
and

O =0,m=-3

L ( K, ) = (,10,3, (B42)

D= aop, 3, (B43)

M=1. (B.44)
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C Fitting Multiband Data
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For the theory of WL and WAL in magnetic fields, it is assumed that the mean free path of
the particle is much smaller than the magnetic length, and that the all-dominant effect of the
magnetic field is the quantization of the Cooperon momentum. However, this is not always the
case in an experiment. Especially in multiband systems, the observed results might drastically
deviate from the magneto-conductivity formulas in Chap. 2 due to the multiband Hall effect.

In this appendix, we construct a tool to explain magneto-transport data for experiments
where the multiband Hall effect and the WL/WAL corrections have similar impact. We treat the
electron quantum mechanically in terms of the corrections to the resistance, but semi-classical
in terms of the Hall effect. In the data analysis we discuss in Sec. 3.2, we use the results of this
appendix for the fitting procedure.

C.1 Disentangling Hall Effect and Quantum Corrections

C.1.1 One Charge Carrier Type

To determine the classical Hall effect, we first discuss the cyclotron motion of an electron in
electric and magnetic fields. We use the Drude picture, where an electron with charge (—e) in
an electric field E gains a drift velocity

Vq = —eEi, (C‘l)
m

where 7 is the mean time between collisions. The current density is defined as

j = —nevy = ooF, (C2)
where )
1
o=t 2 (C.3)
m Po

135



C Fitting Multiband Data

is the Drude conductivity and the zero index denotes the magnetic field independence. In
addition, we consider a magnetic field B, and the drift velocity is self-consistently replaced
with!

vq = _el (E+vgxB), (C.49)
m
which leads to a modified equation for the current density,?
er
j=00E— —jxB. (C.5)
m
For a magnetic field perpendicular to the xy-plane, B = Be,, we find
Ey Jx\ B [Jy
=po| |+—=| . (C.6)
Ey Jy ne \—jx
which is, written in matrix form,
E B
X pPo ——1(Jx
- en . (C.7)
E B ;
Y ——— PofVy
en

Equation (C.7) defines the resistivity tensor. Whereas the Hall effect manifests itself as a linear
field dependence in the transversal component, the longitudinal component is not influenced
by the field.

The conductivity tensor is given by inversion of the resistivity,

B
B 1 Po “on
o = p = —2 B (C8)
: (2} |2 Po
Po en en

Note that the longitudinal conductivity, contrary to the longitudinal resistivity, is dependent
on the magnetic field due to the matrix inversion, oyx = 0y [1 - ag (B/ en)z] + O(B%).

So far, we assumed electronic charge carriers. In the case of transport by holes, the formulas
have to be adjusted. Formulas for both cases are summarized in Tab. C.1. The expressions of
the current density are identical for both, electrons and holes. However, the drift velocities,
which enter the Hall conductivity, have opposite sign. Therefore, a Hall measurement can
determine the sign of the charge for the relevant charge carriers. In the fitting procedure, we
keep the sign of the elementary charge e fixed and positive, but assign negative values for the
case of the hole mobility yy, as well as for the hole density n,.

1 The drift velocity vq in this equation is considered to point in the direction of the external electric field that
drives the current in the sample. This corresponds to a Hall setup with boundaries, where the current is allowed
only in electric field direction. As a result, an additional electric field (perpendicular to the existing electric
field) is produced, which is calculated via Eq. (C.4). This electric Hall field cancels exactly the effect of the
Lorentz force, see Ref. [227].

Note that the same equation can be derived from the Boltzmann equation under more general conditions [283].
The Hall effect for Bloch electrons is in detailed considered in Ref. [227]. An electric field transports the
electrons through the momentum quantum numbers of the band. Whereas only the charge carriers at the Fermi
surface are relaxed by scattering events and contribute to the longitudinal transport, all electrons of the system
contribute to the Hall effect, because the perpendicular motion is driven by the change of momentum quantum
number. Whether the sign in the Hall effect is electron- or hole-like is decided by the closed orbits: electron-like
closed orbits cause a electron-like Hall effect, hole-like closed orbits a hole-like Hall effect. However, if also open
orbits contribute to the Hall effect, this picture changes drastically [227]. Still, for the relevant data obtained in
LaAlO3/SrTiO3 heterostructures, we expect all orbits to be closed and electron-like.

[SSI )
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C.1 Disentangling Hall Effect and Quantum Corrections

Electron-like carriers

Hole-like carriers

Charge
Drift velocity
Current density

Charge carrier mobility

Conductivity

Velocity (in B-field)

Current density

In perp. B-field

Resistivity tensor

|

nee’t

O =
€ me

= €Nelle

Ve=—fn—Z(E+Ve><B)

je = "CT (E+ve X B)

Ex _ 1 je,x " B je,y
Ey e je,y ete _je,x

(je’ X )
ey

|

|

gnh = te
— ¢E-ZL
vy = eEmh

Jh = €npVh

et

Hh = o

nne’r

Oh = my

= enpjn
v = ;—;(E+vth)

jo = " (E + v, X B)

Ex _ 1 jh,x _ B jh,y
Eof % \ny| ™ \~Jnx

(EX) Ulh _e%h (jh’x)
| B 1 .
E oh h,y

eny Oh

Table C.1: Hall effect for electron- and hole-like charge carriers. Formulas are given when the
electric charge is assumed to be negative in case of electron-like charge carriers
and positive in the case of hole-like charge carriers. Charge carrier densities and
mobilities are all positive in this case; the current densities are parallel and the
drift velocities anti-parallel. However, when the charge is fixed to be electron-like
in both cases, the transversal resistivity enforces a sign in the hole density ny,
which becomes negative. In turn, the sign in the longitudinal resistivity has to be
compensated, and mass my, as well as mobility p,, becomes negative.
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C Fitting Multiband Data

We assume that both the WAL contribution and the Hall effect are additive in the conductivity.
The full conductivity tensor consists of some part that is independent of the magnetic field,
which we denote oy in the following, and some part that is field dependent, o (B). Localization
effects will contribute to both. We write

0(B) = 09 + 60(B) = 0y + d0(0) + Ac(B), (C.9

where we defined the magneto-conductivity Ac(B) = §o(B) — da(0).

The next step is crucial for our fitting approach. In magneto-transport, we can only detect the
contributions to the quantum corrections that are magnetic field dependent. Any contributions
to d0(B = 0), like the temperature dependence in Eq. (2.42) and Eq. (2.44), are captured by the
Drude-like conductivity in form of effective parameters for the scattering time, density and
mass. We replace

nezr

0y = — 0y + 80(0), (C.10)

oy er oo + 60(0)
LN AN

en m en

(C.11)

which are only small quantum corrections. The second replacement, Eq. (C.11), enters in
Eq. (C.4).* These replacements yield for Eq. (C.7):

1 B .
| o0+ 60(B) en K 12
. - B 1 N '
y en oo +60(B)) VY
Finally,
1 1
o — 00 = — C.13
p Po oo+ 80(B) oy + 80(0) (C13)
Pxx — Po 1
= - 1. (C.149)
Po 1+ poAc(B)

C.1.2 Two Charge Carrier Types

The Hall effect results in a non-trivial magneto-response when more than one charge carrier
type is perceivable. In a multiple band situation, we consider a resistivity tensor as defined in
Eq. (C.7), but for each band (or type of charge carrier), indexed by m, separately:

B
Po,m J
m
Pm = 5 (C.15)
- pPo,m-
enm

We restrict the calculation to the case of two bands in the following (this calculation is found
e.g. in Refs. [227, 283]). For this calculation, we keep the charge fixed at the value of the

4 The Hall constant 1/ne itself seems to be unaltered by WL [68, 284, 285] or spin—orbit coupling [286, 287].
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C.1 Disentangling Hall Effect and Quantum Corrections

electron charge. In case of hole-like charge carriers, the density and mobility of this band are
defined by negative values, as explained above.

The different contributions to the conductivity can be treated additively, and we find the
multiband resistivity tensor

p=(p;"+ ,02_1)_1 . (C.16)

Thus we have

2 2 B\ B\’
Po.1Po.2 T Po.1Po2 T Pot | =] T Po2|——
eny

_ _ eny
(p11+p21)xx: 2 2 (C17)
B B
pert{—) | |Po2t |
0,1 en; 02" \en,
BZ+B2+B2B+B B\’
1 1 eny ,00,2 eny pO,l eny eny eny \ eny
B B
Port =] | |Pb2t |
0.1 en 0,2 eny
Inversion yields the components of the resistivity tensor
1 1) B?
£0,1P0,2 (P0,1 + Po,z) + pO,l? + Po,z? oz
Prx = e (C.19)
2 1 1 B
(Po,l + Po,z) tl—*+t—] =
nq no e
(p(z),l P(Z),z) B 1 ( 1 1 ) B3
— ==t —|—+—| =
ns n|le mnmny\ng nyl ed
DPxy = (C.20)
N (po,1 + )Z + 1 + 1) B
Po,1 T po,2 n ) €
The magneto-resistivity is given by
1 1 \*B?
_ Po,1P0,2 " - 7z
Pxx — Po _ 1P0,1 20,2 g . (C.21)
Po 2 1 1 B2
(Po,l + ,00,2) T\ —+t—] =
ny ny e
Note that for one electron and one hole band with the same charge carrier densities, ny = —ns,

the Hall resistivity is linear and the magneto-resistivity purely quadratic with no saturation
for high fields [227].
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Figure C.1: Multiband Hall effect. Shown is the multiband Hall effect in the longitudinal re-
sistivity Apyx(B) = pxx(B) — po and in the transversal resistivity py,(B). For the
single electron signal n = 3 X 10" 1/em? and p = 2 x 10% em’/ys; there is no longi-
tudinal signal and a linear Hall response. For the two electron signal we chose
ny =1x 101 1/em?, ny = 2 X 103 /em?, py = 2 x 10* em®/vs and pp = 2 X 103 em’/vs; a
bell shaped curve appears in the longitudinal resistivity and the Hall signal features
higher order terms. For the electron-hole picture, we chose n. = 4 X 10%3 1/em?,
np = 2.5 X 1013 1em?, pe = 2 X 10* em?/vs and p, = 2 X 103 em?/vs; in that case both

the linear and higher terms can have the same sign.

Written in terms of the mobility yu,,, where oy, = npep,, we find

nypngpz (1 — ,Uz)z B_2

e = 1 (nup + napp)’ €
XX — ’
e (nipin + napiz) 212 (ny + ny)*

4 e () g,
(nip1 + napz)
mys ¥ nghy B pips (m+ o) B
_ (mp +ngm) e (nmap + napp)”® e
A 2,2 2 :
1+ HiHs (ny + ny) B?

(n1p1 + napz)?

(C.22)

(C.23)

Plots are shown in Fig. C.1. For the magneto-resistance measurements in LaAlOs/SrTiOs,
which we discuss in Sec. 3.2, it is useful to consider an expansion up to quartic order in the

magnetic field,

pxx = ao + a;B® + a4B* + O (B%) ,
Pxy = a1B + asB® + O (BS) ,
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C.1 Disentangling Hall Effect and Quantum Corrections

where
1 (C.26)
ag=———"—, '
L (nypq + nap)
n, 2 + n,p?
4 = 1.”1—2#22’ (C.27)
e (nypy + naps)
2
gy = MAnebaf (111 ui) ’ (C.28)
e (nypy + naps)
2
4y = _amafHs (4 o) (ﬂ14 —He) (C.29)
e (nypy + napz)
n 3n, 8 (a1 — p2)® (ng + na)?
= - 1k (= )" ( 51 2) (C.30)
e (nypy + napz)
(C.31)

Note that for two electron-like charge carriers generally a; > 0 and a3 < 0.
In the following we discuss three special cases for two distinguished electron-like charge
carriers:

o piy & Uy = p: All terms beyond quadratic order in the magnetic field vanish, and we are
left with the single-band case, but with total density n; + n:

1

Ny —— C.32
Pxx = Po e ("1 T n2),u ( )
~ B (C.33)

P e +ny) ‘

A fit to experimental data reveals the values for n; + ny as well as py = .
o {1 > pp and ny ~ ny:
Pxx — po Mapipia o M2 (ny )t s,
~ B - - B (C.34)
Po ny nj
B ny(m+ny)pi B
Pxy® — =~ 2— (C.35)
eny ny e
In this case, fits can determine all four values for ny, py, ng, yo.
o nypy & nape and py 3> g, (and ny < ny): Up to quartic order,
2 4
Pxx — Po 2 Bz 2 2\2 B4 ,U1B ﬂlB
e - —_—— - —=x|=) -] . C.36
P (11 — p2) 1 (.Ul #2) 16 5 2 ( )
+pu B (Wi —13)(m+m)B B piB

py v EEZ —~ - (ca)

dnypy e 16n; 41 e  den, 16en;

In this case, the parameters of the high mobility charge carriers, n; and p;, can be
resolved separately, but only the product nyu, can be determined by a fit.
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Figure C.2: Non-monotonous Hall effect. For this plot the rather extreme conditions n; =
1X 101 1/em?, ny = 1 X 103 1/em?, py = 1 X 103 em®/vs, iy = 1 x 105 em’/ys are chosen
to illustrate the non-monotonous Hall effect. For two electron-like bands in low
magnetic fields, the high mobility charge carriers control the low field signal,
whereas the high density charge carriers control the high field regime, which
results in a local maximum in the Hall signal. The same parameters are used for
a hole-like low mobility band. In this case, the electrons control the low field
behavior, whereas the holes dominate for higher fields, creating a global maximum
in the Hall signal.

Note that under rather extreme conditions, a pronounced non-monotonous Hall signal can be
found (see Fig. C.2).
It is useful to consider the high field limits of the general formulas Eq. (C.22) and Eq. (C.23):

Pxx(B — 00) —py  nyng (g — ,Uz)z

= > = constant, (C.38)
Po piptz (ny + ny)
(B ) B (C.39)
w(B — 00) = ———— .
Pry e(ny +ny)

The high field Hall signal is generally dominated by the charge carriers with higher density.
Finally we compute the contribution of the WL correction to the multiband magneto-
response. The resistivity tensor for each band is given by

1 B
Oo,m + 00m eny,
Pm = (C.40)
B 1
enm, Oo,m + 00m
and a two-band case yields
1 1

= = . C41)
0o,1 + 50'1(0) + 09,2 + 5(72(0) nipy + napip (

Note that we absorb the part of the localization contribution that is independent of the magnetic
field into effective values of density and mobility.
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C.1 Disentangling Hall Effect and Quantum Corrections

We further define Ao, (B) = dom(B) — §01,(0) and find

Pxx
E =
1 L P (enypy + Aay) (enppz + Aoy) (9"1111 + Aoy | Enapz + AGz) B_z
1+ po (Aoy + Aoy) [1+ po (Aoy + Acy)]? n? n’ e?
B Ly p(z) (enypy + Acy)? (engpp + Aoy (l N i)z B_2 ’
[1+ po (Acy + Acy)]? ng ny e
(C.42)

((enhul + Aoy )? N (enapi + AUz)Z) B N (enip + Aor)? (enapz + Acy)? (ny + ny) B
Pxy

ni np e n% ng e3

Ly p(z) (enypy + Acy)? (engpp + Acy)? ( 1 N 1 )2 B?
[1+ po (Aoy + Acy))? e?

bl

ni ”_2
(C.43)
P

" [1+ po (Aoy + Ac)]* (C49)

where we drop the magnetic field dependence in Ac,, for a more compact notation. These
are the full formulas for the case when a multiband magneto-response as well as quantum
corrections to the conductivity are perceivable.

C.1.3 Three Charge Carrier Types

To close the section, we discuss the response when three kinds of charge carriers are relevant
for transport. Following the same procedure as before, we find in this case

1
P (s + najiz + najis)
1 2 2 2 Bz
+ 5 | (mipnapiz (uy = p12)* + nopianspis (pz — pi3)* + nypynsps (g — ps)*) —
(n1pq + napp + n3p3) e

B4
+pnpaps (ningps (p — p2)* + nipans (i — ps)® + pinans (pp — ,U3)2) - X

. P22 (ny + n2)® + p2p2 (ny + n3)® + p2p2 (ny + n3)® + 2y popis (Hinans + nypans + nlnz,u3)B2

(nypy + napp + n3ll3)2

1

9 -1
+ (,Ulllzll3 (nq +ng + n3)) B
nify + noply + n3ji3

(C.45)
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1

(n1py + nopp + Tls/ls)z

o |

Py (napf + nap + nspif)

B? B’
14 (a4 o) + g5 (ny =+ m) o+ g (ny o+ ms)| — 4 (1 + mp o ms) i ps — | X

[1 N ufu% (n1 +n2)* + H§ﬂ§ (ny + n3)* + ﬂfﬂ% (1 + n3)? + 24 i3 (pinans + nypiang + n1”2.”3)Bz

(nap1 + napp + n3,u3)2

2 -1
+ (.Ulﬂzﬂs (n1 +ny + n3)) Bt
nip1 + N + n3ps

(C.46)

By setting n; = 0 and p3 = 0 we regain the two-band result. Up to cubic order we find the
following prefactors for the fitting procedure:

1
ap = (C.47)
O e (nup + nopiy + napz)

2 2 2
n +n +n
ay = —HL T ke T Tl (C.48)

e(nyp + napg + ’13#3)2

 mangpgy (i1 = p2)” + nonspops sz = ps)* + mansppss (p — ps)’
az = (C49)

e (nipiy + nappiz + n3ps)’

1
as = — 1 {nlnz,uf,ug (ny +ny) (p1 — ﬂ2)2
e (nypy + napy + n3ps)

+ nznaﬂgﬂg (n2 + n3) (pg — /13)2
+ n1n3/1f/1§ (nq +ns) (11 — ll3)2

+ 2nypngpiansps [ (1 — pro) (1 — p3) + pz (p2 — pi3) (2 — p1) + ps (s — ) (ps — p2) 1}
(C.50)

Note that the parameters ag—a;, are extended by the third charge carrier type in a straightfor-
ward way, whereas in the cubic term a3, there is a fundamentally new coupled term involved.
For n; <« ny,ny and ps < py, pz we regain the two-band formulas. In the high field limit, the
Hall conductivity gives, as expected,

B

_ . C.51
e(ny +ny +n3) ( )

pxy(B — 00) =

For two electron-like charge carriers, we have found that generally a; > 0 and a3 < 0. In
the following, we like to address the question whether the case a; > 0 as well as as > 0 (which
is the experimental finding in Sec. 3.2.2) can be explained in terms of a multiband Hall effect
resulting from three electron-like charge carriers. For electrons, all n and y are positive, and
a; > 0 immediately. To check whether as is negative, it is sufficient to proof the relation

fu1s pros p3) = pa (py = p2) (p1 = p3) +pz (2 — p3) (po — pa) +pis (s — 1) (s — p2) > 0. (C.52)
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In the following we like to address the different possible cases:

« For the special case of equal mobilities y; = pp = p3 we get directly f = 0 as well as
as = 0. This corresponds to the single band case with n = ny + nz + ns.

« If two mobilities are equal, e.g. yy = pi3 = p, we get f = py (1 — p)* > 0, which ensures
as < 0 (because in the electron case y; > 0). This corresponds to the two-band case with
ng =nyand ng = ny + n3.

« Now let us consider without loss of generality the case y; > pz > p3 > 0. Then we have

B s 278 (C.53)
Ha Hi— 43
& pi(pn — po)(py — p3) > pa(py — pra)(pia — pi3) (C.54)
S p(py — p2)(pn — ps) + po(pz — ps)(pg — p11) > 0, (C.55)

and as p3 > 0 as well as (3 — p1) (s — p12) > 0, the condition Eq. (C.52) holds.

Therefore the experimental finding a; > 0 as well as as > 0 cannot be explained by three
distinguished electron-like charge carriers. Note that the different sign in the linear and cubic
coefficient is a necessary but insufficient condition for electron-hole conductivity.

C.2 Self-Consistent Fitting Procedure

C.2.1 Quantum Corrections up to Order €’/n

As the experimental data shown in Sec. 3.2.2 contain a multiband Hall dependence up to
order B?, we expand Egs. (C.42)—(C.44) in the explicitly appearing magnetic field:

Pxx — Po _ 1 -1
Do 1+ po (Aoy + Aoy)
, (C.56)
(enypy + Aoy) (enapiz + Aos) (en1y1 + Aoy enpus + Aaz) B2
po (enipy + Aoy + engpy + AO'Z)3 ny ny e’
1 (emps + Aoy)®  (enapip + Aoy)* | B
Pxy = 2 + -
(enypiy + Aoy + engps + Aoy) n na e
(C.57)

ny + ny (enypy + Aoy)* (engpis + Aoy)? (en1p1 + Aoy enyus + A02)2 B?

nin; (6?11/11 + Aoy + enyly + AO’2)4 n n; el

For Aoy = Aoy = 0, the multiband case without localization corrections is revealed. Note that
Ao is characterized by Eq. (2.170) and has a complicated magnetic field dependence. However,
Ao is a quantum correction of order ¢?/h and we expect eny > Ac. Therefore, we find that
the first term in the longitudinal resistivity, Eq. (C.56), is proportional to the correction in first

order,
1

1+ Lo (AO'l + AO'z) B

1= —py (Ao + Aoy), (C.58)
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whereas the correction is negligible in other terms. We find for Eq. (C.56) and Eq. (C.57):

1
pp= —————, (C.59)
enpiy + englip

1 — 115)* B?

e & + ninapipz (pa /;2) 2 (C.60)
enyfih + engpz + Aoy + Aoy (nyp1 + nopp) e

Dy ny g + B nynypdis (ny + ny) (jy — pr2)? B_3 (C.61)
T (i + napp)? e (nap + nop)* e’

where Ao (B) depends on the effective spin-orbit and inelastic fields. Altogether we end up
with seven fitting parameters: ny, na, pi, {2, Bso, Biy, and B;. Still, we aim to separate the
multiband fitting from the WAL fitting. We define ag—as according to Egs. (C.26)-(C.29) and

the effective fitting formulas are given by

Po = ao (C.62)
ao 2
=—— +ayB C.63
Px 1+ agAoc @ ( )
Pxy = a1B + asB>. (C.64)

To recalculate the parameters of the electron systems, we invert Egs. (C.26)-(C.29) and find

ap as aias as
0= - —_——-—]-— - — C.65
Hi— H1 (ao az) Wiy ( )
a a
pp = ———— + 2% (C.66)
ap — a1 Qo
+
eny = — 2 DM (C.67)
aoazp (1 — p2)
1 —
eny = M. (C.68)
AoH2

The set of parameters seems not to be uniquely defined by the above equations Eqgs. (C.65)—
(C.68), but in fact (we denote the two solutions of the quadratic equation as “+”)

25 p1+ o (C.69)
agp az

Hi+ + f,-
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The argument of the square root in the solution of the quadratic equation is always positive
and two real solution exist. Therefore the choice of solutions is due to the symmetry of
interchanging the indices {1, 2}. To sum up, we find the following formulas:

2
a, as ai as az
=l——-—]x7/|—+—]| +— C.70
1.2 (2610 2(12) \/( 2610 2612) agp ( )
+
eny = — 2 TGl (C.71)
Apdz (#1 - ﬂz)
1 —
eny = i Ll (C.72)
o2

The allocation of the plus and minus solution of the mobility is tied to the choice of the densities.

The values for gy and a; in the longitudinal transport properties are naturally always
positive, but the signs of a; and a; in the transversal transport properties depend on the nature
of the charge carriers. We can decide between the following cases in the two-band scenario
(e=electron band, h=hole band):

* e+e: a; > 0, as < 0,
e h+h: a; <0, as > 0,
« e+h: ay =20 for ny?= nhyi, a3 20 for n. 2 ny,

« sgn(a;y) # sgn(as) = e+h.

Therefore, the comparison of a; and a3 can reveal a qualitative statement about the nature of
charge carriers.

C.2.2 Quantum Corrections up to Order B X ¢*/n

To close this section, we discuss the case when we cannot neglect the localization contribution
to the conductivities in higher order multiband signals (see Eq. (C.58) and the discussion there).
We expand the original formulas Eq. (C.56) and Eq. (C.57) also in first order of Ac(B) X B and
find

XX 1 - 2
Pxx ~ Po _ RGO (p1 = p2) B+0|

= - B’Ac C.73
Po 1+ po (Aoy + Aoy) (napy + nopp)? ) €79

Py = i +nps B ngngptpd (mo+ o) (- o) B3
Xy -~ _

(s + nop)’ € (nap + nap)’* e
(C.74)

N 2 (1 — p2) (ngpaAoy — nypiiAoy) B
(nypn + nz,u2)3 e?

+0 [B (Ao)* + B3A0] .

Besides the coefficients Egs. (C.26)—(C.29), this introduces a coupling coefficient a.(B) in the
term a.(B) X B, where
0 = 2 (1 — pi2) (n2paAoy — nypiAo)

C
e (nypn + n2#2)3

(C.75)
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Figure C.3: Comparison of the different contributions to the Hall resistivity. We show the contri-
butions pgi" to the Hall signal. We use parameters typical for the LaAlO;3/SrTiO;
interface: By, = 0.25T, B; = 0.005 T (which corresponds to 2K), n = 2.5X 103 1/em?,
np = 5% 10 1/em?, e = 1000 cm®/ys, , = 50 em’/ys. The WAL is attributed to the
high-mobility band in this plot. For the cubic and the WAL term, we plot the
negative values for a better comparison with the linear term. A WAL correction to
the Hall resistance exists in the multiband case, but it is negligible for the chosen

parameters.

We find that neglecting the WAL contribution in the Hall response is a good approximation up
to quadratic order in magnetic field. However, the linear Hall signal couples to a term linear in
Ao (B). Although small, this term might make a difference in the fitting procedure.

In Fig. C.3, we plot for a comparison the different contributions to the Hall conductivity
for typical values of the LaAlO3/SrTiOs interface. The coupling term a. X B is very small in
comparison with the linear and cubic contribution to the Hall effect.

The complete fitting procedure can be treated self-consistently (see the diagrammatic plan
on the right). Magneto-transport data for longitudinal and transversal resistivity has to be fed
into the program. The parameter ay can be extracted directly. Arbitrary starting values for
the effective fields B;, Bs,, and B}, are chosen and the contribution of WAL is calculated for
these values. We subtract the WAL correction from the longitudinal data and fit the remaining
signal to obtain a, and a,. The fitted curve ag + a;B? + a4B* can be subtracted from the original
data to reveal the WAL correction. This procedure is solved in a self-consistent loop until
we obtain ay, Bj, Bs,, and B. In the next step, the Hall signal is fitted up to cubic order via
Ba; + B3a; and values for ny, ny, 1, and pi; are calculated. Optionally, the WAL correction can
be considered (the densities and mobilities enter this term) and be subtracted from the Hall
data. Again, this procedure can be solved in a second self-consistent loop. We find a from the
start, B;, Bso, and B!, from the first loop and ny, ny, yy, pz from the second loop. The results for
the experimental data on LaAlO;/SrTiOs5 are discussed in detail in Chap. 3.
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Several quantum effects might appear in transport measurements of a disordered two-dimensional
electron system, and it can be challenging to distinguish between all of those. There are contri-
butions originating in Coulomb interaction, which can be related to both the particle-hole
channel as well as the particle-particle channel of interaction processes. The vicinity of a
superconducting state introduces Aslamazov-Larkin fluctuations (AL) and Maki-Thompson
fluctuations (MT). Furthermore, the anomalous Hall effect (AHE) might enter in the transversal
conductance. All these effects might overlay the observation of WL or WAL. In this appendix,
we discuss these additional contributions to the conductivity tensor, as they are relevant for
the data analysis in Chap. 3.

D.1 Superconducting Fluctuations

Quantum corrections in two-dimensional disordered materials due to superconducting fluctua-
tions become important near a superconducting transition. For an overview concerning the
consideration of WL and the different superconducting fluctuations, see Refs. [88, 288, 289]. In
the literature, the corrections are often given in terms of magneto-conductance. Approximately,
the following relation between Ao and Ap holds:

1 1 Ap Ap

Ao =0B)-0p=—--—=-——~-—. (D.1)
P Po Ppo Py

There are several contributions to the quantum conductivity due to the vicinity of a super-
conducting transition. A straightforward picture is drawn by AL diagrams: Fluctuations in
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(@)

Figure D.1: Feynman diagrams for the Aslamazov—-Larkin and Maki-Thompson fluctuations.
Propagating electrons are represented by solid lines, the superconducting order
parameter as wavy line, and disorder scattering by dashed lines. (a) The AL contri-
bution can be described by two electrons forming a Cooper pair due to attractive
electron—electron interaction. The disorder scattering contributes to the particle—-
particle channel. (b) The MT diagram also describes the formation of a Cooper pair
and disorder scattering in the particle-particle channel. It can be considered as
crossed ladder diagrams with an interim appearance of a Cooper pair.

the superconducting order parameter cause transport by electron pairs, see Fig. D.1 (a). MT
fluctuations even have to be considered for temperatures an order of magnitude above the
superconducting transition temperature. They can be visualized as a Cooper pair formation
within the crossed diagrams [290], see Fig. D.1 (b). There is also a contribution due to a density
of states effect, but this correction is rather small in comparison with the AL and MT fluctuation
and is often omitted [242].

D.1.1 Aslamazov-Larkin Fluctuations

Although energetically unfavored, fluctuations of electron pairing contribute to the conductivity
near the transition temperature T, [291]. This correction describes a strong enhancement of
the conductivity near the transition temperature and is given by

2 2
sy =S (D.2)
7h g 1n (%)
The magneto-conductance near the transition temperature is given by [292, 293]
2 g2 2B*\*[ (1 B B*\| 2B* 1
AO'AL(B):e—”— — [W|=+=]|-V|[1+—=]||+——-=¢, (D.3)
7h T B 2 B B B 2
41n Tc
where the characteristic field B* is
2kgT T
B =5 In|=|. (D.4)
meD T.

When the temperature of the measurement and the transition temperature is known, B* is
determined by the diffusion constant D.

D.1.2 Maki-Thompson Fluctuations

Another kind of fluctuations relates back to the work of Maki [294] and Thompson [295].
These fluctuations have their origin in the inelastic lifetime of the electrons, as pointed out
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D.1 Superconducting Fluctuations

by Larkin [296]: If one electron of a pairing state is scattered into a new state of energy, this
Cooper pair is broken [88]. Not too close to the transition temperature and for small magnetic
fields, that is when both conditions

1 T > ! (D.5)
n|— s .
TC kBTTi
T
4DeB < kgT In (F) , (D.6)

are valid, this results in a magneto-conductance

2
e 1 B B;
AMY(B) = - — —+—=|-In{=]], D.7
oMT(B) ﬁL”h[w(z 2] -1 (2 ©)
which has the same structure as the WL contribution except the different prefactor. This fi.
factor is the Larkin electron—electron interaction strength.! In the vicinity of the transition
temperature, the f;, function can be approximated,

71.2

41n (%)
The above formulas have to be corrected very close to the transition temperature, that is
when
T
In (—) <1, (D.9)
T
T
4DeB < kgT In (T) . (D.10)
C

In this case, more suitable formulas are given by [241]

2 . * %
AcMI(B) = —ﬂLds,A% [xp (% + %) - (% + %) +1In (%)} , (D.11)

where fgs, a differs only very near the transition temperature from the Larkin expression?,

T 2 1
Pras, A (F’5MT) il T ea— (D.12)
¢ In (Tc) — OMT
| 1
=L , (D.13)
- Ful
where 5
T
OMT = ——— D.14
MT = S (D.14)

1 This Larkin electron-electron interaction strength seems to be independent of the spin—orbit coupling [296].
2 Lopes dos Santos and Abrahams [241]
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is the MT pair breaking parameter.
The temperature dependence in zero magnetic field not too close to the transition tempera-
ture, 2wkg(T — T.) > h/z, is described by (see Ref. [88])
2 2
5o (T) = = In ( ad ) , (D.15)
7h 41n (Tl) 85MT

c

and close to the transition temperature [240],

6o(T) = —— In

(D.16)

D.1.3 Magnetotransport Well Above T,

Generally, near the transition temperature where In (7/7.) < 1, Eq. (D.3) and Eq. (D.11) are used
along with the WL contribution, whereas far above T, for In (7/1.) 2 1, the AL contributions
can be neglected and only Eq. (D.7) is sufficient [289]. The crossover of the two regimes is
expected for T =~ 2.7 X T.

As the MT fluctuations can be noticeable even well above the superconducting transition
temperature, we note that these contributions can result in a positive magneto-resistance. If
also the localization contribution, Eq. (1.10), is important, the quantum correction is described
by the magneto-conductance

2
Ao (B) = (1 - fr) % [11) (% + %) “In (%)} . (D.17)
If the effect of the magnetic field on f, can be neglected [296], there is no change expected in
the slope of the magneto-resistance. Therefore the appearance of WAL, Eq. (2.46), can be clearly
distinguished from the superconducting fluctuations. The interplay of MT fluctuations well
above the transition temperature and the WL contribution is shown in Fig. D.2. The formula
Eq. (D.17) is especially useful, because if the transition temperature (and the temperature of
the measurement) is well known (for example by fitting the temperature dependence of the
sheet resistance), there are no further fitting parameters needed except for the inelastic field.

D.1.4 Magneto-transport Very Near T,

In the case T < 2.7 X T, AL as well as MT fluctuations have to be considered in the magneto-
transport. If we assume that the transition temperature and the temperature of the measurement
are well known, we have to introduce one additional fitting parameter besides B; and B,
(assumed that the elastic scattering field is large, B, ~ o0). This fitting parameter is the
diffusion constant D in the effective field B*, defined in Eq. (D.4). The full superconducting
contribution is given by

segy = (B V(LB (1B (B
o R G 8) - ) o)

T.
2B*\? 1 B B* 2B* 1
*(B)PG*EW¢@+EH+B‘J

(D.18)
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Figure D.2: Interplay of weak localization and Maki—Thompson fluctuations. The contribution
by MT fluctuactions, Eq. (D.7), is noticable even at much higher temperatures than
the superconducting transition temperature. As its sign is opposite to that of WL,
the two effects cancel out for T. ~ 0.08T. In this plot, the transition temperature T
is varied whereas T (and B; = 0.3 T) are kept constant. For the MR plot, the sheet
resistance is chosen to be 500 Q.

For known temperature, the diffusion constant can be extracted. This also allows to examine
the scattering times instead of the effective magnetic fields via Eq. 2.36. The contributions of
MT and AL fluctuations are compared in Fig. D.3.

It is important to keep in mind the limitation Eq. (D.10), which yields

B< %B*(T). (D.19)

Therefore, the temperature has to be chosen accordingly to the magnetic field range to remain
in the valid regime of the above formula.

D.2 Electron-Electron Interaction

Electron—-electron interaction in disordered Fermi systems can be taken into account perturba-
tively by considering diagrams in the Kubo evaluation that contain an additional interaction line
in the ladder diagrams. For a detailed review of these contributions and diagrams, see Ref. [46].
In this section, we discuss briefly the different quantum contributions to the conductivity as
they might become relevant for the evaluation in Chap. 3.

D.2.1 Particle-Hole Channel

Perturbation theory in the interaction strength reveals further corrections to the conductivity
from the particle—hole channel of the Kubo conductivity (we show some relevant diagrams in
Fig. D.4). The corrections to the magneto-conductance are given by [68, 297-299] (see [46] for
the corrected version according to [300]):

-1 4_31@,) D g=1
2 —~
501=% %(2—%F0)ln(Tr) d=2 (D.20)
1.3 4 3T T _
(3R ) B d=s
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Figure D.3: Maki-Thompson and Aslamazov—Larkin fluctuations near the superconducting transi-
tion. MT (solid lines) and AL contributions (dashed lines) are shown for T, = 0.95T
(blue curve), T, = 0.90T (red curve), and T, = 0.85T (green curve). Again, the MT
fluctuations have a strong impact on the magneto-transport. The AL fluctuation
are much weaker, but are noticeable nonetheless. The inelastic scattering field is
chosen to be constant B; = 0.3 T. The prefactor of the characteristic field B* is
chosen to be 2ks7/zep = 50 T. In the plot, the transition temperature T, is varied
whereas T (and B;) are kept constant. For the MR plot the sheet resistance is chosen

to be 500 Q.

(a) (b)

Figure D.4: Relevant diagrams for the interaction in the particle—hole channel. Propagating
electrons are represented by solid lines, electron—electron interaction is represented
as wavy line, and disorder scattering by dashed lines. The diagrams (a) and (b)
contribute to the quantum conductivity. Together with Hartree terms, they lead to
the corrections in Eq. (D.20). [46, 68]
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where A is the wire cross-section area and

X0 g)ln(1+ L) - d=2
[ B (D.21)

d+2
where F is the screening factor, given by the angular average of the screened Coulomb interac-
tion at the Fermi surface, which is in the range between zero and one [68]. The corresponding
factor 3Fs/2 therefore is in the range between zero for no screening and ~ 1.3 for perfect
screening.

F, =

+3)

Although the origin of these corrections are in the particle-hole channel, they are sensitive
regarding an external magnetic field due to the splitting in spin-up and spin-down subbands.
The pair propagators with anti-parallel spin are suppressed by magnetic field. The magneto-
conductivity is given by [216, 301] (see again [46] for the corrected version)

gusB _
e’ F, gz(kBBT) d=2
o
Ao(B,T) = ——— , (D.22)
J

where the function g, is explicitly given by [216]

roo& o b
0
The limiting cases have been numerically calculated:
(&) b1
g2(b) = : (D.24)
0.084b* b <1
and
Vb-13 b>1
g3(b) » : (D.25)

0.0530* b1

This causes a positive magneto-resistance, which has the same sign as WAL and the oppo-
site of WL. However, the interaction induced positive magneto-resistance is specified by a
monotonously growing function, which allows to distinguish it from WAL, where the slope
changes. Furthermore, the interaction induced magneto-resistance is isotropic in the mag-
netic field direction, because its origin is not an orbital effect like the WL or WAL correction.
Bergmann estimates a value in thin films of the order 1::0_ ~0.2-0.25 [302], but in MOSFETS,
values much larger than 1 and up to even 4 have been reported, contradicting the above
estimation for this value [303, 304]. In the above formulas, spin—orbit scattering has been
neglected; spin—orbit coupling can change the formulas considerably [217, 305].
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D.2.2 Particle-Particle Channel

Interaction corrections in the particle—particle channel [68] have been evaluated in Refs. [22,
298,306]. These corrections have their origin in orbital effects and scale with the component of
the magnetic field that is perpendicular to the two dimensional plane. They are given by [22]

o [(BE) d=2
Aco(B,T) = —Eg(T) - . , (D.26)
e 2De —
7(]53 (lrkBT) d=3

where g(T) is the interaction strength, which can be positive (in case of Coulomb interaction)
or negative (in case of superconducting fluctuations). The explicit expression for the two-
dimensional case is given by

[e9)

tdt xt
Pa(x) = (1 ) . (D.27)
o/

sinh?(¢) \_  sinh(xt)

The functions can be calculated numerically and are give by the approximate terms

In (x) x> 1
Pl @xz ~0.30x? x<1 (028
as well as
1.90 x> 1
Pl > Zr(2) XP 0330 x<1 29

In presence of spin-orbit coupling, the above formulas have to be adapted [217]. The quali-
tative results are unchanged, but instead of the temperature cutoff, the spin-orbit scattering
provides the cutoff in the particle-hole channel. A thorough calculation of interaction, both
in the particle—particle as well as the particle-hole channel, in combination with spin—orbit
coupling effects in the two dimensional case, is given in Refs. [305, 307]. Within the scope of
this thesis, this effect is neglected.

D.3 Anomalous Hall Effect

The anomalous Hall effect (AHE) is an additional contribution to the original Hall effect
that goes back to Hall himself [308]. It takes place in intrinsically time-reversal broken (like
ferromagnetic) systems and has its origin in spin—orbit coupling [285]. In many materials, the
AHE follows

Pxy = RuB + RapeM,(B), (D.30)

where Ry = 1/ne is the Hall constant, Rayg the corresponding constant for the anomalous
Hall effect, and M,(B) is the averaged magnetization of the sample. Several mechanisms can
contribute to the value of Rayg, where the most important originate from the Berry curvature
(intrinsic AHFE) and spin-orbit related scattering processes, as skew scattering and side jumps.
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Figure D.5: Signature of the anomalous Hall effect (AHE). The linear Hall effect is shown as
dashed green line; the AHE is shown as red dashed line. The resulting sum of these
effects is shown in blue. The field By denotes the scale for the saturation of the
AHE. (a) For the typical AHE, as described by Eq. (D.31), two linear regimes in the
Hall signal are expected, where the slope in the high field regime is smaller than in
the low field regime. (b) AHE with low field magnetization M o« B* with a > 1.
The slope of the Hall signal is almost identical in the low and high magnetic field
regime. Between these regimes, the curvature of the Hall signal changes.

For magnetic complex oxides, which show non-hysteretic behavior, the magnetization is

often well described by [309]
M,(B) = M, tanh (E) , (D.31)
B,
where M; is the saturation magnetization and B, is some critical field. As this effect is
relevant in many oxide heterostructures [309, 310], and especially discussed to appear in
LaAlOs/SrTiOs [164, 223, 225], this contribution has to be discussed within our analysis.

The typical signature of the AHE is the appearance of two linear regimes in the Hall signal,
see Fig. D.5. This kind of signature can appear as a multiband Hall effect (see Fig. C.1) and it
might be challenging to separate both contributions. The AHE found in LaAlO5/SrTiOs still
lacks an explanation.
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