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Abstract

The main purpose of this paper is to investigate the spectral Galerkin
method for spatial discretization. We combine it with the method intro-
duced by Kloeden, Jentzen & Winkel in [15] for temporal discretization of
stochastic partial differential equations and study pathwise convergence.
We consider the case of colored noise, instead of the usual space-time
white noise that was used before for the spatial discretization. The rate
of convergence in uniform topology is estimated for the stochastic Burgers
equation. Numerical examples illustrate the estimated convergence rate.

Keywords: stochastic partial differential equations, colored noise, Galerkin approxi-
mation, stochastic Burgers equation.

1 Introduction

In this article the numerical approximation of nonlinear parabolic stochastic
partial differential equations (SPDEs) is considered. Following the ideas of
Blomker & Jentzen [3] for the case of space-time white noise, a numerical method
for simulating nonlinear SPDEs with additive noise for the case of colored noise
is proposed and analyzed. The main novelty in this article is to estimate the
spatial and temporal discretization error in the L°°-topology in the case of
colored noise. This is different from the usual space-time white noise, that was
considered before in [3] for spatial discretization.

We consider as forcing term an infinite dimensional stochastic process ex-
panded in the eigenfunctions of the linear operator A present in the SPDE. We
focus on the case where the Brownian motions are not independent. This is due
to the fact that the spatial covariance operator of the forcing does not commute
with A.

In order to illustrate the main result of this article we consider stochastic
Burgers equation with Dirichlet boundary conditions on a bounded domain. To



be more precise, let T' > 0, (2, F,P) be a probability space, and let the space-
time continuous stochastic process X : [0,T] x Q — C([0,1],R) be the unique
solution of the SPDE

dX, = [E,‘d—;xt X, 22X, dt+dwy,  X,(0) = X,(1) =0, Xo=0, (1)

for t € [0, 7] and = € (0,1). The noise is given by a cylindrical Wiener process
Wi, t € [0,T] defined later.

There are numerous publications for colored or correlated noise of the type
presented here, which is white in time and colored in space. For Burgers equation
see [2, 5, 4, 8], for example. Here we refrain from the usual assumption, that
the covariance of W and the Laplacian are jointly diagonal.

The existence and uniqueness of solutions of the stochastic Burgers equation
was studied by Da Prato & Gatarek in [5] for colored noise. Da Prato & Zabzcyk
in [6] and [7] studied (1) for space-time white noise and Gyongy & Nualart in
[9] studied the equation the whole real line.

Alabert and Gyongy obtained a spatial discretization of this equation in
L?—topology [1]. Recently, Blémker and Jentzen [3] obtained a bound on spatial
discretization error in uniform topology by the spectral Galerkin method for the
case of space-time white noise.

The spectral Galerkin method has been extensively studied for stochastic
partial differential equations with space-time white noise. See for example [13,
16, 17, 18, 19].

Hausenblas investigated the discretization error of semilinear stochastic evo-
lution equations in LP-spaces, Banach spaces and quasi linear evolution equa-
tions driven by nuclear or space time white noise in [11, 12]. Gyo6ngy and
Shardlow in [21, 10] apply finite differences in order to approximate the mild
solution of parabolic SPDEs driven by space-time white noise. Yoo investigates
the mild solution of parabolic SPDEs by finite differences in [22].

Our aim here is to extend the result of [3]. First we discuss the case of
colored noise not diagonal with respect to the eigenfunctions of the Laplacian.
Secondly, using the time discretization that was introduced in [15], we obtain
an error estimate for the full space-time discretization.

The reminder of this paper is organized as follows. Section 2 gives the setting
and the assumptions. In Section 3 we investigate spatial discretization error,
and in Section 4 the temporal error is obtained. Finally, in the last section
numerical examples are presented.

2 Setting and assumptions

Fix T > 0, let (2, F,P) be a probability space and both (V,|.||v) and (W, ||.|lw)
be R—Banach spaces. Moreover, let Py : V — V, N € N, be a sequence of
bounded linear operators.

Throughout this article the following assumptions will be used.

Assumption 1. Let S: (0,7] — L(W, V) be a continuous mapping satisfying

sup (t*(|SellLw,vy) < oo, sup sup (t*N7||S; — PnSillrowy)) < 00, (2)
0<t<T NEN0<t<T

where « € [0,1) and v € (0, 00) are given constants.



Assumption 2. Let F' : V — W be a locally Lischitz continuous mapping,

which satisfies . .
wp @ =F)lw _ 5

ol lwlv<r v —wllv

for every r > 0.
Assumption 3. Let O : [0, 7] x Q — V be a stochastic process with continuous
sample paths and
sup sup N7[|O(w) — Py (O¢(w))|lv < oo, (4)
NeN0<t<T
for every w € Q, where v € (0,00) is given in Assumption 1.
Assumption 4. Let XV :[0,7] x Q@ — V, N € N, be a sequence of stochastic
processes with continuous sample paths such that

sup sup [|XM(@)lly < oo (5)
MEN0<s<T
and .
XN (w) = / PySi_oF(XN (w))ds + Py (04(w)), (6)
0

for every t € [0,T],w €  and every N € N.
Blomker and Jentzen [3] obtained the following Theorem.

Theorem 1. Let Assumptions 1-4 be fulfilled. Then, there exists a unique
stochastic process X : [0,T] x Q — V with continuous sample paths, which

fulfills ,
Xi(w) = /0 Si—s F(Xs(w))ds + O¢(w), (7)

for every t € [0,T] and every w € Q. Moreover, there exists a F/B([0,00))-
measurable mapping C : [0,00) — Q such that
sup || Xi(w) — XY (w) [lv< C(w) - N7, (8)
0<t<T

holds for every N € N and every w € Q, wherey € (0,00) is given in Assumption
1.

3 Spatial discretization for the case of colored
noise

Now we will show that Assumptions 1-4 are satisfied for Burgers equation in the
case of colored noise. Therefore from Theorem 1 we can conclude convergence of
the Galerkin method for this equation. Most of the results are already proven in
[3]. We only state the results needed later in the proofs, and the modifications
necessary due to the presence of colored noise.

In the reminder of the paper define V. = C°([0,1]), W = H=1(0,1). The
mapping d : V — W is given by

(00)(9) = W)(@) 1= — < 0, Sp= — / v(@)¢ (z)dz

for every v € V and ¢ € H'(0, 1), is a bounded linear mapping from V to W.
From Lemma 4.6 and 4.8 in [3] we have the following Lemmas.



Lemma 2. The mapping S : (0,T] — L(H~1(0,1),C°([0,1])) given by

N
(Se(w)(@) =3 (2 e (sin(n () - sin(mrw))

for every x € [0,1], w € H=(0,1) and every t € (0,T], is well defined and
satisfies Assumption 1.

From Assumption 1 we derive

sup  (t*)19:0|L(v,v)) < 00, 9)
0<t<T

where a was introduced in Assumption 1.
Remark 1 As we can see from Lemma 4.6 in [3], Assumption 1 is satisfied for
a=32 andye€0,3).

Lemma 3. The mapping F : C°([0,1]) — H~1(0,1), given for every v €
C°([0,1]) by F(v) = 0,(v?), satisfies Assumption 2.

In the following we present details on the Q-Wiener process W corresponding
to the colored noise, in order to prove Assumption 3 later. We focus on a
d-dimensional setting, while the result needed later is for d = 1. Let f° :
[0,T]x 2 — R,i € N be a family of Brownian motions that are not necessarily
independent. They are correlated as given by

E(B*(1)B'(t)) =< Qep,e1 > t, k= (k1,.. kq) € NT £ >0, 1 = (1, ..., 1q) € N,
where for every k € N¢
er s 0,17 = R, ep(x) = 2% sin(kyway) - ... - sin(kgrzg), = € [0,1]%,

are smooth functions. Furthermore, @) is a symmetric non-negative operator,
such that

1 1
< Qepyer >= / / ex(@)er(y)q(z — y)dydz, (10)

for k,! € N® and some positive definite function g.
Moreover, for every k € N? define the real numbers A\, = 72(k+...+k32) € R.

Lemma 4. Assume there exists a p > 0 such that in dimension d € {1,2,3}
ip—1 +qjp—1
D00 IS AT Qe )] < oo
i€Nd jeN
Then there exists a stochastic process O : [0, T] x Q — V', which satisfies

Hotz(w) - Otl (W)HV < 00

sup

0<ty <t <T (t2 = t1)" 7 (11)
sup sup N7||O(w) — Py (O¢(w))|lv < oo,
NENO0<t<T

for every w € Q, every 6 € (0,min{,2}), every v € (0,p). Furthermore, O
satisfies

¢
P| lim sup HOt— Z (—)\i/ e_’\"(t_s)ﬁéds—i—@)ei .
. 0

N—o00 0<t<T

:O:|:17



sup [(5[ sup 10~ PuO]) 7]+ _sup (E]10w - 0ulit])”

7 < 0
NEN 0<t<T 0<ty <t2<T (t2 —t1)

for every p € [1,00), and every v € (0, p).
We need some technical Lemmas first, in order to prove this Lemma.

Lemma 5. For every ty,ts € [0,T] with t; < ts, and every r € (0,1) we have

to ) t1 ) to ) t1 ]
E( e—)\,’,(tQ—S)d/B'L _ e—Ai(tl—S)dﬁl) ( e—)\j(tg—s)dﬁj _ e_)\j(tl_s)dﬁj)
0 3 0 ° 0 ° 0 °

<20 + X)) (k2 — 1) Qe eg)
(12)

for alli,j € N?,

Proof. Fix ty,ty € [0,T] with t; < t5, and 4,7 € N, Define At = t5 —t; and
Aij = A + Aj. We obtain

tz tl t2 tl
E(/ ef)\i(tzfs)dﬂz _/ efAi(tlfs)dB;) . (/ efAj(tzfs)dﬂg _/ e*>\j(1§178)dﬂg>
0 0 0 0

to ) t1 )
— E( C_M(h_s)dﬁl + (e—AjAt _ 1) e—)\i(tl—s)dﬁz)
t1 * 0 3

12 t1
% (/ 67Aj(t278)d5g' +(67AjAt _ 1)/ ef)‘j(tlf‘s)dﬂg>

t1 0

At
= / e_A”'S<Qei, ej)ds
0

AiyA XA A A 1— e hits
+(€7 WAl _ T ML _ oA t—|—1)-<Qei,ej>-7
= (1 — e At (e—AuAt e NAL e N AL (1 — e_Aijtl)) . M
< (1 — e Mt (1-— e—AijAt)(l — e—/\u‘h)) . M
< A,
1— e—AijAt
<2 ——— - (Qey, €4).
A'L] ( ? J>

Therefore, for every r € (0,1) we derive

tz t1 t2 tl
E </ efki(tzfs)dﬁg _ / e)u(qu)dﬁ;) . </ efkj(tzfs)dﬁg _ / e)\j(tls)dﬁg)
0 0 0 0

<2 (smp(1— ) AT A [(@eney)

>0 T

=2- AN (A - [(Qeiej)] -



Lemma 6. For every ty,ts € [0,T], with t1 <t3, N €N, p € [1,00) and every
o, 6 € (0,1] we have

1

(E] sw |08 (@) - 0N @)])”

z€[0,1]¢

<C Y BT IR Qe ) (2 — 1)°

1,J€IN

where C = C(d,p,«,0) is a constant dependz'ng only on d,p,a and 0. The
stochastic process ON : [0, T] x Q — C([0,1]%) is given by

0F =Y [[etag e (13)
icly
for every t € [0,T] and every N € N, where Iy = {1, ..., N}4.
Proof. Consider first
(O} (z) — O} (2)) — (O} (y) — OF (v))

to t1 )
= Z (/ e_)‘i(tz_s)dﬁg —/O e_ki(tl_s)d5;> ei(x) —ei(y)),

i€IN

P—a.s. for every x,y € [0,1]?. Hence, expanding the square of the series as
a double sum and using Lemma 5 we obtain (again with At = t2 — ¢; and
Aij =X+ )
|(Oif( ) = Ol (2)) = (O} (y) = O (y))?
< Y ATTHADP Qe eh)] - |(ei(@) — ei(y))(es(x) — e;(y))]

1,J€IN

<O Y0 ATTHAOP Qe e - (il = yI3) (1113l — ylI3)®

i,j€INn
< OO e =yl > (lills + 15013 a3 151571 (Qeis )]
i,j€INn
where we used that ey is bounded and Lipschitz. Therefore,

E|(Of (z) — O/ () — (05, (y) — O} ())*

(14)
<A le—yls* D il Qe e5)]-
i,jEIN
Again from Lemma 5 we derive in a similar way for every x € [0,1]%
E[[0f(@) ~ OX@)P] <€ 3 A% (A0"|(Qexey)]
i,J€EIN (15)
<C Y (lill3 + 1513)% M (A (Qeis ).
,J€IN



The Sobolev embedding of the fractional space WP into C°([0,1]¢) given in
Theorem 1 in Section 2.2.4 in [20] yields

E[[lo} - ozfugoqo i }

(NS}

e (08 () — 0N (@) = (O () - OX ) [*]) o
/ 0 m/ 01y o~ yl3+ Y

rC . (E[\og@c) - ogf(x)ﬂ)%dx,

where we have used Gaussianity for the p-th moment. In the following, for
shorthand notation, all spatial integrals are over (0, 1)<.
Therefore, by (14) and (15)

N N
E (08 = O 2o 10

At 20 _ %
<o [ [15 ”xndﬂ'a) dody( Y (il | (Qex, )

P
2

i,jE€IN
+C/ (A7 (3 B I Qe ) da
JEIN
<c(1+ [ [lle = sz tdody) - @09 (3 (lilallillal "+ @er.es)])
i,j€IN

By the fact that with arbitrary d € N

[ [ = t)asay < (B

for every a € (0,d), we derive

N

(BION = O Wogon)” < C( D2 Ulillalillo) 22~ (Qeise))l) (At

B,j€IN
O

Lemma 7. For every NyM € N, N > M, p € [1,00) and every a € (0, %] we
have

[N

1
N M P nda—1 :14a—1
(B smp 10N = 0MI2agoue)” < (0 32 IilE 151 Qerenl)

1,5€IN\Inr

where Iy = {1,.., N}, Iy = {1,..., M} and C = C(d,p,,0) is a constant
only depending on d,p, a, and 6.
Proof. Throughout this proof we assume a € (0,3) and p > i

3 Moreover,
N > M is fixed. Define for every ¢ € [0, T

t
thN,]V[ _ Z (t— S)_ae_Ai(t_s)dﬂéei.

i€In\Inm 0

(NS}



The celebrated factorization method [6] yields

N _ AM
EOE?ETHO -0 ||CO(01]d)

; ¢
=E sup ‘M/ (t—s)*718;_ SYNMds‘
0<t<T 0 C°([0,1]4)
P
<E sup H/ )4 1g ,SYNMds‘ .
0<t<T co([0,1]4)

Therefore, using Holder inequality and boundedness of [|St||(co(o,1)4)) yields

M
EO;IETHO -0 Hcﬂ([o 1]4)

pla—1)

< sup (/t(t—s)pl d3> 71. / HYNMH ds
“o<t<T VM Jo co((o1)

<0 [ B s

Hence,

1
(£, 210, 10F = 0¥ g 0) " < @ sup @3 [y (00
Again using the embedding of WP into C°

y

2

N E|YNM< )= YN (y)2) o
E[[Y; HCO([O ey S /0 1 /0 1y dfpa ray

—?J||2

+C <E|YtN’M(x)|2) dz.

(17)

For the first term on the right side of (17) we proceed completely analogous to
Lemma, 6, in order to obtain

ElY;V M (z) — VM (y)[?

<Cc > 5720 ds - (N 4+ 2)* 7 [( Qe e5)] - Al 19115 Ml — w5
ijeIn\In 70
Therefore,
: : [(Qei, e5)]
EV Y @) -y M gP <o Y il ylie. g

1—4a 1—4da
it 12712

For the second term on the right hand side of (17) we establish

Ey M@ < Y / (t — 5)"20e” MM a5 ( Qe ) [le () | e ()]

i,J€IN\Im

<C D IR IAE T Qe eg)l.

4,J€EIN\IM
(19)



Hence using (18) and (19) we obtain from (17)

N

sup (BJ|V;VM 2 pe)? <C( D0 IR Qe el ) (20)

OstsT 4,7€IN\In
Finally, (16) and (20) yield
1
(B sup 0] (2)=0M @)Zgone)” <C( D0 I 151" (Qeses)

<t< o
ost=T 4,5€IN\In

O
Now we are ready to present the remaining parts of the proof of Lemma 4.
Proof. (Proof of Lemma 4). From Lemma 7 we obtain

(B[ sup 07 = 0M[Bgono])’ <C( 3 Nl 11 @eines))

<t<T ..
0 1,jENI\ Iy

<ot (37 ills 5 Qe es))

i,jENd

N

for every N,M € N with N > M, p € [1,00), and o € (0,min{%,2}). The
processes O form a Cauchy sequences in

V== LP((Q, F,P), (C°([0,T] x [0,1]))).

Hence, there exists a stochastic process O : [0, T] x Q — C°([0,1]%) with O € V,,
and

1 1
(B sw (00— OF [2agons)” < ON* (032 Nl 115" 1(Qesenl)

0<t<T Py

for every N € N, p € [1,00), and « € (0, min{3, £}).
Therefore,

o {7 (8 2, 10 O o) <

for every v € (0, p) and every p € [1,00). This yields (Lemma 1 in [14])

Plswp sup (V70 = OF ong o} <o) =1

In particular,
lim sup ||Ot iNHCO([o,l]d) = 0} =1

P
N—oog<t<T

and

P o e, (V10 PyOulongou} <] =1

[N

N



From Lemma 6 we derive

1

N N||P P
(EHOtz_OHHCO([O,l]d))
1
. S \2042(2-60)—1 2
<022 Uil 507 (Qese)l) It —
B,j€IN
1
L p— S p— 2
<O( X s sl HQesse)l) " lta =l
i,j€lN

for every t1,t5 € [0,T], N € N, and 6 € (0, 2). Provided 6 < i this furnishes

1 1
(B[O = Oullogone) " < C( D2 Tills 1315 Qes en)) Itz = .

i,J€IN

Hence, for every 6 € (0, min{%,%})

Oy, — O,
]P’{ sup H - IHC;([O’W) < oo} =1.
0<t1,t2<T [ta — 1]
Therefore,
Oy, — O,
IP[V& € (0,min{%,2}): [0 _IHC;“O’”” < oo] — 1.
0<t1,t2<T [ta — t1]

In conclusion, this shows the existence of a process O : [0, T] x Q — C°([0,1]%),
which satisfies

O, (w) — Otl(w)HCO([O,l]d)

sup
0<t1,ta<T |ta —t1]° 7

and

Y _
sup sup (N700(w) = PxOgngo e ) < o

for every w € Q, 6 € (O,min{%,g ), and v € (0,p). Moreover, O is indistin-

guishable from O, i.e.,

P[Vte 0,7] : Ot:Ot] =1

Summarizing our results, we can state the following Lemma:

Lemma 8. Assume p > 0,d € {1,2,3} and

=1y p—1
> s G157 Qe e5)] < oo

i,jENC
Furthermore, suppose that £ : Q — V' is F/ V-measurable with

sup (N?||é(w) = Pr(&(w))]];) < o0

10



for every w € Q. Then there exists a stochastic process O : [0,T] x Q — V with
continuous sample paths, satisfying
-0l =1
1%

Or — 5§ — Z ( A /t e MU plds + ﬂz)ei

i€ln 0

P| lim sup
N—=oog<t<T

and

v 2, (Vo) - o]} <o

for every w € Q and v € (0, p).
In particular O satisfies Assumptions 3 for every v € (0, p).

Note that the process O in the previous Lemma 8 is the solution of the
following linear SPDE

dOt = AOtdt + th, Ot|8(071)d = 0, OO == 5,
for ¢ € [0,T], where W is a Q-Wiener process.

Lemma 9. Let V = C°([0,1]), W = H~1((0,1)) and S : (0,T] — L(W,V),
and F : V. — W be given by Lemmas 2, 3. Let O : [0,T]xQ — V be a stochastic
process with continuous sample paths with

sup sup |[|Pn(O(w))[lv < o0
NENO0<t<T

for every w € Q. Then Assumption 4 is fulfilled.

Proof. The proof is exactly the same as the one of Lemma 4.9 in [3]. O

4 Time discretization

For time discretization of the finite dimensional SDEs (6) we study the method
introduced by Jentzen, Kloeden and Winkel in [15]. Consider the discretization
scheme for the Burgers equation, i.e., F(u) = d,u? in one dimension. This is for

simplicity of presentation only, as we need to bound various terms depending
on XV and F(XV).
Through this section assume p > 0, is such that

> lalls M5l (Qei ez < oo (21)

i,jENC

Moreover assume ¢ € (0, min{%,2}). For the time discretization we define the
mapping Y™ : Q — V for m € {1,..., M} by

Y (@) = Sae (VM @)+ AUPY F) (Y (@) ) +Px (Opms1)80(w)~SaiOmar() ).
(22)
The purpose of this section is to consider the discretization error in time

X piar(w) = Y M (@)llv,

11



where A
XN a (@) = / PrSmar—s F(XN (@))ds + O x (),
0

is the solution of the spatial discretization, which is evaluated at the grid points.
Recall that as we proved in the last section Assumptions 1-4 are satisfied for
the stochastic Burgers equation in one dimension.

Lemma 10. Let XV : [0,T] x Q — V be the unique adapted stochastic process
with continuous sample paths, defined in Assumption 4. Assume that ON :

[0,T] x Q@ — C°([0,1]9) is the stochastic process defined in (13). Then we
obtain

(XX (@) = O @) = (X (@) = 0N @)|| | < @)t —t1)?

for every w € Q and all t1,ty € [0,T], with t; < ty where C is a finite random
variable C : Q — [0,00) .

Proof. For every 0 < t1 <ty <T we have

| X2 @) - OF @) — (X (@) - O )|,
= [ P nas - [ P or e @

0

tz tl
< [ 1Py S Dl | XN @ vds + | [ Su-(Sun ~ DPNFON @)s]
0

ty

to ty
| PSP @Dds+ [ (St - i) NP @)as]
t1 0

From (9) and using the fact that S; is the semigroup generated by Laplacian
operator, A, we conclude

155 (w) = O (w) = (X{ (w) = OF) () lv

t2 tl 1 1
< Cl(w)/ (ts — )" 1ds +/ I1Pn Sty s A% || Lwv) | (Sta—t, — DA™ T | Ly [ F(X Y (w)) lwds
0

ty1

NG

<AL (W) (t2 — 1)} + / (b — 8) R ds(ts — )X F(XY (@) lw

< ACY(w)(ty — t1)F + Cow)(ta — t1)3TH
< Cw)(ts — t1)7.
where C1 (w) = sup /ey SUPo<s<T ||X§V[(W)||%/7 Ca(w) = sup ey SUPg<s<T ||F(X;M(W))\|W

are finite due to Assumptions 4 and 2, and therefore C' is an almost surely finite
random variable C': Q — [0, 00) . O

Before we begin with the first part of the error, we define

R(w) :==sup sup [[F(X)(w))llw + sup sup [|XN(w)]v
NENO0<s<T NEN0<s<T

+  sup |0, (w) = Oy, (W)l [tz — ta]~*
0<t1,t2<T

_1
+sup sup [IXN (@) - OF (@) — (XN (@) — O @)llvltz — ta] 73,
NeN0Lt1,t.<T

12



where from Assumption 4, Lemma 4 and Lemma 10, R : Q — R is a finite
random variable.
The main result of this section is stated below.

Theorem 11. For m € {0,1,..., M} and every M, N € N, there exists a finite
random variable C : Q — [0,00) such that

XN (@) = YNM (W)l < Cw)(At)™nG0),

where XN 1 [0,T] x Q — V is the unique adapted stochastic process with
continuous sample paths, defined in Assumption 4, and Y,NM : Q — V| for
m € {0,1,.... M}, and N,M € N, is given in (22).

Proof. For the proof it is sufficient to prove the result for sufficiently small
|ta — t1]. Due to (6) we have

mAt
XN 0 () = / Py Smar—sF(XN (@))ds + O 5, ()

m—1 (k+1)At (23)
=3 [ PuSa FOEY (@)ds + Oy ),
o JkAt
for every m € {0,1,..., M}, and every M € N.
The mapping V.Y : Q =V, m = 1,2,..., M is defined by
m—1 . (k+1)At
Y@ =Y [ PuSmariad (X @)ds + ONalw): (21)
o JkAt

Our aim is to bound || XN ,,(w) — VM

difference of the true solution to Y,

(w)]|v. Therefore, we first estimate the

X ar(w@) = Y ()llv (25)

for every m € {0,1,..., M} and then the difference between Y,V and the full
discretization in time
1Y, (@) = Y M (@)llv- (26)

For the first error in (25) we have
Xmarw) = Y, (w)

m—2 .(k+1)At
-y / PrSmar_ s F(XN (w))ds
= Jrat

m—2 .(k+1)At (27)
_ / P SmarkarcF (X2, (w))ds
o J kAt

mAt

mAt
+ / PnSmai—sF(XN (w))ds — / PnSacF (XN (w))ds.
(m—1)At (m—1)At

13



Let us now bound the last two integrals in (27). For the first one, we derive

mAt
| / PrcSpai-oF (XD (w))ds|
(m—1)At Vv

mAt
_ H Py Smat—sO(XN (w))2ds
(m—1)At

v

mAt
< / | Py Sma—sdllocvv - XN ()2 ds
(m—1)At

mAt 5
< swp [XN@IR [ (me—s) s
(

0<s<t m—1)At
< R2(w)(At)7 .

For the second one we get

mAt mAt
H PySaF(XN, (w))ds|| = H / PrnSad(XN, (w))2ds
(m—1)At Vv (m—1)At Vv

mAt
< /( 1Py SadllLv) - 1 X () 2 ds

m—1)At

mAt 3
< swp XN /( (A)~ds

0<s<t m—1)At
< R*(w)(At)3.
Therefore, we can conclude
IX N ar(w) = Y2 (@)

. H :12_—%2/::1)At PnSmat—s(F(XN(w)) — F(XIéVAt(W)))dSHV

m=2 L (k+1)At
+ H Z / (PNSmAtfs - PNS(mAt—kAt))F(X]iVAt(W))dSH

o kAt v
+ R (w)(AL)7.

Thus inserting the nonlinearity with the Ornstein-Uhlenbeck process in the first
term yields for every m € {0,1,..., M},

| X2atw) =¥ @),

. H mf /kum)m Py Smat—s (F(X;V (W) = F(X s (w) + ON(w) — o,fyAt(w)))dSHV

k=0 At

+| jE_Z L B o (PO + 0Y ()~ O ()~ FO)

m—2 .(k+1)At
+ H Z / (PNSmAt—S - PNS77LAt—kAt)F(XéVAt(W))dS“V
k—o Y kAt

+ R%(w)(Ab)7. (
28)

14



For the first term in (28) by using Lemma 10 together with ||PyS;—s0ully <
C(t — s)~1|jully we conclude

m (k+1)At
H Z /kAt PN Smat—s (F(Xév(w)) - F(XliVAt(w) + O (w) — Opay(w )dSH
k=0

m (k+1)At s

<> [ a9 X ) - () + 0X @) - O @),
XY @) + (b (@) + ON () = Ofa(w))| ds

< R(w) (mAt — 5)" 7 (s — kAt)T (2R(w) + R(w)(s — kAL)®)ds

(29)

where the constant depends on R and 7.
For the second term in (28) we derive

k=0 / kAL

m (k+1)A
|3 [ PaSuars (FORA) + 0F) = O @) = F(X()) s,

m—2 .(k+1)A N
<23 [ Pt (Ksu(e) - (OF @) ~ O s

N mZ:Q /k(kJrl) mAt—sa((Oé\[(w) _ O,iVAt(w))’Z) Hvds

k=0 At

m=2 .(k+1)At
<2 Z/M 1P S at—s0ll (v | Xiae @)l 1 (OF (w) = Ofar ()l ds
k=0 t
(DA N N 2
+ Z/ ”PNSmAt Oy - (05 (W) = Oar(w))7llvds

m—2 .(k+1)At .
<ORw) Y /k L mAr— (DAY (s - kMY ds
k=0 t

(k+1)A ,
+ R*(w Z / mAt — (k+1)At) "1 (s — kAt ds
kA

< C(R(w),0)(At)"

where the constant depends on R and 6.
Finally, for the third term in (28) again by using this fact that S; is the

15



semigroup generated by Laplacian, we have

m—2 (k+1)At
H Z / (PN Smat—s — PNSmAtfkrAt)F(XlivAt(w))dSH
o Jkat v

m—2 .(k+1)A
< HPNSmA se(Skar—s = DF(Xa )| ds
> [, radSias ~ DFR @) s o

m—2 .(k+1)
<3 [ At kA A= )P ()wds
o J kAt

< C(R(w), T)At,

where we used || Py AS; || Low,vy < Ct™1, together with [|A™Y (S, —1)|| Low,vy < ¢
Hence from (29) and (30) we derive

X ar(@) = Y @)y < C(Rw), R*(w), 6, T) (At 0%, (31)

Let us now turn to the second error term in (26). Note that ;"M : Q — V
satisfies

m—1 .(k+1)At
YNM () = Z/ PxnSmai—kai (VM (w))ds + PyOpar(w).  (32)
o kAt

Thus by using || PxS:0| rv,v) < Ct~1, we can estimate

¥ = vV = | Z/k

m—1 .(k+1)At NM
< /k (mAt — kAt)™ ”(XkAt Y M2 ox P (X — Y. )llvds

(k+1)A
PuSmarraePXES) — PO

k=0 kAL
m—1
< > atmar— kAt~ (I1XN, = VOV 4+ 2R@) X5, - ) -
k=0
(33)
Combining (31) with (33), we have
1 X ar(w) = Y M @)y < C(R<w>,e,T) (Agmn(i0)
m—1
+ Z X (w M) +2Rw) D 1X M @) = M (@)l
k=0
(34)
If we assume that for some § > 0 fixed later
sup | Xihe(w) = VM (@)llv <6, (35)
0<k<M
then
10 (@) = Y @)y < C(R(),0,T) (Atymn{20)
m—1 (36)

+(6+2Rw)) D IX M (@) = VM (w) v
0

~
Il
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Then by the discrete Gronwall Lemma we can conclude
XN ad() — YN (@) < e D020 R(w), 0,T) (Aryn30)
In order to verify (35) we need
nVCRRC(R(w),0,T) (A3 <6,

which is true for any § > 0 provided At is sufficiently small. This finishes the
proof of the time discretization. O

From Theorem 1 for the spatial discretization error we verified in Section 3

[ Xmat(w) = Xparw)llv < Clw) - N77, (37)

and from Theorem 11 for the temporal discretization error we just established
IXNadw) = VM @)y < C(R(w),0,T) (Atmn (1),

Therefore we have proved the following Theorem for the stochastic Burgers
equation.
Theorem 12. Assume p > 0 such that
q1o=17 4q1p—1
D Il a5 Qe e5)] < oo
i,jEN

Let X : [0,T] x Q — V be the solution of SPDE (7) and Y,Y'M + Q — V,
m € {0,1,... M}, M, N € N the numerical solution given by (22). Fix 6 €
(0,min{%,£}) and v € [0, 3).

Then there exists a finite random variable C : Q@ — [0,00) such that

[ Xmat(w) = Y M (w)lly < C(w) (N_7 + (At)mi“{i79}> (38)

for allm € {0,1,..., M} and every M, N € N.

5 Numerical results

In this section we consider the numerical solution of stochastic Burgers equation
by the method given in (22).

Consider the stochastic evolution equation (7) with S : (0,T] — L(W,V),
F:V — W given by Lemma 2, Lemma 3 for T =1, d = 1, and some initial
condition fixed to be (£(w))(x) = ¢ sin(x), for all z € [0, ).

We assume that O : [0, 7] x Q — V is given by Lemma 4 where the Brownian
motion 8% : [0,T] x Q — R,i € N% are dependent by the relation

E(8"B") =< Qe e1 >, k,l €N, (39)

where the covariance operator @ is explicitly given as a convolution operator

< Qeg, e >= /Oﬂ /Oﬂ ex(z)e(y)q(z — y)dydz, (40)
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with kernel
| T —

h=le —yly (41)

(e — y) = max{0, "

where we define the orthonormal basis

ep(z) = \/%sin(kx), for k € N. (42)

The possibly small quantity A > 0 measures the correlation length of the noise.

In this case the covariance matrix, i.e., < Qex,e; >, is not diagonal. But for

small A > 0 it is close to diagonal. In Figure 1, the covariance matrix is plotted

for k,1 € {1,2,---,100} for h = 0.1,0.01. Then by some numerical calculations

we can show that the condition on Q from (21) is satisfied for any p € (0, 3).
The stochastic evolution equation (7) reduces to

0? 0 6 .
922 %Xt] dt +dWy, Xo(z) = R sin(x) (43)
with X¢(0) = X¢(7w) =0 for ¢t € [0,1] and z € [0, 7].
The finite dimensional SDE (6) reduces to

0? 9
Ox? Ox
with XN (0) = XN (7) =0 for t € [0,1] and z € [0, 7], and all N € N.

In Figure 2, O : [0,T] x Q — C°(]0,7]), the solution of the linear SPDE

dth[ X, - X, -

6
dxN = [ XN - Pu(x) XtN)}dt—&-PNth, X3 (@) = Zsin(e), (44)

dOt = AOtdt + th, Ot|a(0’ﬂ-) = O7 O() = gSZTL(J?),

for T'=1 is plotted.
Theorem 12 yields the existence of a unique solution X : [0,7] x Q —
C°([0,7]) of the SPDE (43) such that

Sup_ [ Xnase(w, @) = YV M (w, )] < Clw) (N77 4 (An==10) - (45)

0<z<m

form=1,..,M, M = 3;, such that v € (0,1), 6 € (0, }).

By using At = %, the solutions X}V (w, x) of the finite dimensional SODEs
(44) converge uniformly in ¢ € [0,1] and z € [0, 7] to the solution X;(w,z) of
the stochastic Burgers equation (43) with the rate 1 5, as IV goes to infinity for
all w € Q. In Figure 3 the pathwise approximation error

sup  sup | Xpmar(w,z) — Ynjy’M(w, x)| (46)
0<z<m 0<m<M

is plotted against N, for N € {16,32,---,256}. As a replacement for the
unknown solution, we use a numerical approximation for N sufficiently large.

Figure 3 confirms that, as we expected from Theorem 12, the order of con-
vergence is % Obviously, these are only two examples, but all of a few hundred
calculated examples behave similarly. Even their mean seem to behave with the
same order of the error. Nevertheless, we did not prove this here and also did
not calculate the mean with sufficiently good standard deviation.

Finally, as an example in Figure 4, X;(w) , © € [0,7], is plotted for ¢ €
{0, 200,02 1}, for h = 0.01,0.1.
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Cowariance Matrix Covariance Matrix

(b)

Figure 1: Covariance Matrix < Qey,e; >y, for k,1 € {1,2,---,100}, for (a)
h =0.1 and (b) h = 0.01.

Stachastic heat equation Stachastic heat equation

(a) (b)

Figure 2: Oi(w,x), z € [0,7], t € [0,1] and one random w € Q, for (a) h = 0.1
and (b) h = 0.01.
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Figure 3: Pathwise approximation error (46) against N for N € {16, 32, ..., 256}
for two random w € €, with A = 0.1. These are only two examples, but all
other calculated trajectories behave similarly.
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Figure 4: Stochastic Burgers equation X;(w,z), z € [0, 7], t € {0,3/200,0.2,1},
given by (43) for (a) h = 0.1 and (b) h = 0.01, for one random w € €.
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