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We show that the photoluminescence intensity and decay dynamics of semiconducting single-walled
carbon nanotube films can be remotely controlled by surface acoustic waves (SAW) launched on the pie-
zoelectric substrate LiNbO3. Time-resolved measurements in the picosecond regime reveal that photolu-
minescence quenching results from a decrease of the radiative recombination rate by up to 25% for the
accessible SAW amplitudes. The SAW-induced piezoelectric field acts as a quasi-static perturbation that
polarizes the luminescent exciton state reducing the oscillator strength of the radiative transition follow-
ing a quadratic field dependence. Surface acoustic waves could be used for the remote and contact-free
electrical control of high-speed electronic and optoelectronic nanotube-based devices.

                                   
The direct band gap of semiconducting single-walled carbon
nanotubes (SWCNTs) is of unique interest for the implementation
of optical and electronic devices or sensors on the same material
[1–4]. On this scalable, quasi one-dimensional platform, the suc-
cessful realization of voltage-controlled light emission [5] and
detection [6,7] and the demonstration of quantum light emission
[8] represented major advances towards this goal. A key require-
ment to fully exploit the application potential of SWCNT is the abil-
ity to control their optical emission and absorption properties by
easily accessible external parameters. Here, electric fields applied
by an external voltage have shown to be particularly suitable,
which in most cases however, require time and cost-intensive
elaborate nano-contacting [9,1] of the nanotubes.

In the broad field of established and novel semiconductor-based
nanostructures surface acoustic waves (SAW) have proven to be an
extremely versatile tool to control and probe the electronic
[10–12], optical [13–18] and photonic [19,20] properties of these
nanosystems over macroscopic length scales and distances at
frequencies ranging from a few megahertz up to several gigahertz.
This unique property is based on the almost dissipation-free prop-
agation of these radio frequency (rf) acousto-mechanical waves on
the surface of solids over distances of several millimeters at the
speed of sound ðcsoundÞ. Thus, a SAW pulse can interact with all
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nanosystems within its propagation path providing a unique tool
for direct massively parallel addressing and manipulation. More-
over, these SAWs can be generated all-electrically, either directly
on piezoelectric substrates [21] or on arbitrary substrates using
piezoelectric coupling layers [22] using interdigital transducer
electrodes (IDTs) with a lithographically defined periodicity p. By
applying an rf voltage to the IDT with a frequency matching the
dispersion relation of a SAW frf ¼ fSAW ¼ csound=2p, a SAW of wave-
length kSAW ¼ 2p is launched. Such SAW chips are not limited to
commercialized applications such as rf filtering in mobile commu-
nication devices [23,24] or SAW driven microfluidics [25], but can
be directly hybridized with other types of nanosystems such as
nanowires and nanotubes to study their optical [26] and electrical
transport [27–29] properties.

In contrast to conventional semiconductors, for which the alter-
nating electric fields induced by the SAW are sufficient to fully dis-
sociate excitons, transport and inject the individual charge carriers
[13,15,30,31,26], the strongly bound and short-lived excitons in
SWCNT [32] are an ideal system to study the impact of a SAW rep-
resenting a weak and quasi-static perturbation. Here, we show that
the strong electrical fields associated with SAWs can be used to
efficiently suppress or enhance the PL emission of a SWCNT film
despite of the more than one order of magnitude larger exciton
binding energies compared to semiconductor based systems. Fur-
thermore, we apply time-resolved spectroscopy to directly confirm
that the observed quenching of the SWCNT emission arises from a
reduction of the radiative recombination rate of excitons interact-
ing with the SAW-induced electric fields.
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Fig. 1. (a) Schematic of the experimenal configuration used for the remote control of exciton decay in SWCNT. The samples are based on the piezoelectric substrate LiNbO3.
Interdigital transducers (IDT) with varying periodicities p were fabricated on the surface by standard optical lithography in order to launch surface acoustic waves. Drop-
casting a SWCNT solution resulted in carbon nanotube films after drying. (b) Large area SEM image illustrating the IDT and the propagation direction of the SAW. (c)
Magnified view of the area shaded yellow in (b). The corresponding PL intensity image is super-imposed onto the SEM image. The PL intensity is strongest in regions with very
high SWCNT coverage. (d) Magnified view of the area marked by the square in (c) featuring a dense SWCNT network that has been used for the following measurements.
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For our experiments we fabricated hybrid SWCNT-SAW devices
consisting of a strongly piezoelectric lithium niobate (LiNbO3) chip
and a thin film of SWCNT (Fig. 1). On the LiNbO3 substrate a set of
different IDTs are fabricated which allow for SAW generation. De-
tails on the IDT design and fabrication can be found in the Support-
ing information of this paper. For the experiments presented in this
manuscript we used the IDT marked in the micrograph operating
at a frequency of fSAW ¼ 121 MHz. An aqueous solution of CoMo-
CAT-SWCNTs wrapped by single-stranded DNA was dripped onto
the chip surface in the propagation path of the SAW. This material
contains mainly thin diameter nanotubes dominated by the spe-
cies (6,4) and (6,5) [33–35]. A scheme illustrating the experimental
configuration is shown in Fig. 1(a) together with a series of SEM
images of the sample with increasing magnification (Fig. 1(b–d)).
The magnified view of the area marked by the black square in
Fig. 1(c) shown in (d) reveals a dense but rather uniform coverage
of the surface with SWCNTs. The PL intensity measured for this
sample is superimposed on the SEM image in Fig. 1(c). Strong PL
is observed for high SWCNT coverage. The PL data presented in this
paper were recorded in the area shown in Fig. 1(d). PL detection on
LiNbO3 substrates is hindered by the high refractive index of the
material resulting in dominant radiation into the substrate. Thus,
detection of single nanotube PL is not feasible with standard glass
microscope objectives.

Nanotube PL was studied using a confocal raster scanning
microscope with laser excitation at 565 nm or 800 nm. The PL sig-
nal was detected by an avalanche photo diode (APD) after passing
spectral filters to select nanotube PL. A narrow bandpass filter
transmitting at k ¼ 980 nm ± 10 nm was used to select the PL emit-
ted from (6,5)-nanotubes, whereas light from both (6,5)- and (6,4)-
nanotubes was detected using a 863 nm long pass filter. PL spectra
were recorded by a spectrometer coupled to a CCD camera. Time-
traces recorded in the second to microsecond regime allowed for
the direct investigation of the influence of the SAW on the PL. High
laser intensities were found to lead to an exponential decrease of
the PL intensity due to photo-oxidation [36]. The PL time-traces re-
corded while varying the SAW amplitude were recorded at the
lowest possible excitation intensities and corrected for residual
PL bleaching by subtracting a single exponential decay contribu-
tion. Blinking events, presumably related to oxygen adsorption
from air, were occasionally observed on the time-scale of seconds
[36]. Repeated PL intensity measurements were carried out to dis-
tinguish SAW-induced effects. The decay dynamics of excitons in
the picosecond range was observed using time-correlated single
photon (TCSPC). Pulsed laser excitation at 800 nm was provided
by a Ti:Sa-oscillator with a pulse duration of about 150 fs and a
repetition rate of 76 MHz. Exciton lifetimes were determined by
fitting the measured PL transients using exponential decay func-
tions convoluted with the independently determined instrument
response function [37]. In all experiments SAWs were generated
using a conventional rf signal generator with a maximum output
power of 200 mW.

In Fig. 2(a) a typical PL spectrum of the sample is shown featur-
ing two emission bands centered at 890 nm and 990 nm identified
as (6,4) and (6,5) nanotube emission, respectively. After the rf sig-
nal is switched on at frf ¼ 121 MHz (excitation power P = 200 mW)
the PL intensity is reduced uniformly by about 30% by the gener-
ated SAW. To unambiguously prove that this effect indeed arises
from the SAW we keep the applied rf power constant and scan
the applied frequency through the resonance of the IDT. In the nor-
malized PL intensity DI ¼ ISAWðf Þ=I0 presented in Fig. 2(b) we ob-
serve a pronounced minimum at the design frequency of the IDT
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Fig. 2. (a) PL spectrum of the nanotube network on LiNbO3 showing contributions from (6,5) and (6,4) SWCNTs at 990 nm and 890 nm, respectively. In the presence of the
SAW the PL intensity is reduced substantially (red line) while no significant spectral shifts are observed. (b) Dependence of the normalized PL intensity DI ¼ ISAWðf Þ=I0 on the
driving frequency f of the IDT. Quenching of the nanotube PL intensity occurs only within the resonance frequency of the IDT fSAW ¼ 121 MHz.
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of fSAW ¼ 121 MHz. For detuned frequencies no pronounced varia-
tion of the PL intensity is observed. This clearly shows that the
PL intensity is connected to the SAW amplitude that is most effi-
ciently excited at the IDT’s resonance frequencies.

The detailed dependence of the PL intensity on the power of the
SAW was measured in a time-series shown in Fig. 3(a). We switch on
a continuous wave rf signal at different power levels for dt � 100 s
followed by a break of about the same duration. We start at the max-
imum rf power of 200 mW and observe a strong suppression of the
normalized PL intensity to DI ¼ ISAWðf Þ=I0 ¼ 0:7 consistent with the
data shown Fig. 2. As we decrease Prf the contrast in the PL intensity
reduces continuously and vanishes at � 0 mW. Over the total dura-
tion of the experiment of almost 3000 s we do not observe pro-
nounced photobleaching effects as DI recovers to � 1 after each
step. This data clearly demonstrates reversible on-off switching of
the SWCNT emission while the contrast of the modulation is directly
correlated to the SAW power. For a more detailed analysis we ex-
tract DI from this data and plot it as a function of Prf which is shown
in Fig. 3(b). We resolve a clear linear dependence of DI on the applied
rf power. Since the amplitude of the electric field F induced by the
SAW is proportional to

ffiffiffiffiffiffi
Prf

p
, our experimental data suggests a qua-

dratic dependence of the PL suppression on F. For further analysis
we thus convert Prf to the corresponding electric field (F) for a given
substrate and IDT geometry (additional details in Supporting
information).
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Fig. 3. (a) SAW power dependence of the PL intensity DI ¼ ISAW=I0 observed by switching
The rf amplitude varied from 200 mW to 10 mW. The relative intensity DI decreases reve
line is a linear fit.
For static fields quenching of carbon nanotube photolumines-
cence has been reported in [38]. The dependence of the PL intensity
on the field amplitude was modeled by a hyperbolic cosine func-
tion. The two exponential terms with opposite sign contained in
coshðxÞ ¼ expðxÞ þ expð�xÞð Þ=2 were discussed to result from two
processes affecting the non-radiative exciton decay rate in
opposite ways: one increasing the non-radiative decay from its
zero-field value while the other decreasing it. An interpretation
involving increased exciton dissociation as the origin of non-
radiative rate-enhancement was given. Using this model the PL
intensity variation is described by

DI ¼ coshðh � FÞ�1 ð1Þ

with h being an empirical parameter representing the sensitivity of
the PL intensity to the applied electric field.

Complete dissociation, i.e., field-induced ionization of E11 exci-
tons into single-particle states, appears to be unlikely in our exper-
iments due to the huge exciton binding energies of the present
thin-diameter nanotubes of about 400 meV. Following the discus-
sion in [39] we estimate an extremely low exciton dissociation rate
of � 10�50 eV for (6,5) nanotubes at the maximum electric field of
F � 4 V/lm accessible in our experiment. A second-order perturba-
tive treatment of the electric field effect, in analogy to the qua-
dratic Stark effect in the case of the hydrogen atom or an exciton
in semiconductors, on the other hand, predicts the transfer of
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the SAW on and off while varying the rf power Prf at the IDT resonance frequency.
rsibly with increasing power. (b) Relative PL intensity vs. SAW power Prf . The solid
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spectral weight from the exciton transition towards band-to-band
transitions [39]. This decrease of the oscillator strength, a conse-
quence of the reduced overlap between electron and hole compo-
nents of the exciton wavefunction, results in a reduction of the
radiative recombination rate and thus in a decreased PL intensity.
Such electric field driven control of the electron-hole separation
has been demonstrated for different semiconductor quantum dot
nanostructures over the past 10 years [40–45].

Both field-induced processes, non-radiative rate enhancement
and radiative rate reduction, would lead to lower PL intensities
and cannot be distinguished in a time-integrated experiment.
However, since the former would lead to faster exciton decay times
whereas the latter to slower ones both phenomena can be clearly
distinguished by time-resolved PL measurements.

PL transients measured after femtosecond laser pulse excitation
with and without SAW are presented in Fig. 4(a). From the mea-
sured PL transients we extract a monoexponential decay with an
exciton lifetime of � 6:8 ps after deconvolution of the instrument
response function. This value is somewhat shorter compared to re-
sults obtained for individual SWCNTs of the same material depos-
ited on glass but close to ensemble values [32,37,46]. This
shortening is expected due to nanotube-nanotube interactions
within the network and the stronger radiative coupling to the LiN-
bO3 substrate that features a higher refractive index than glass,
about 2.3 vs. 1.5. Giving both, the SAW period of �8 ns being three
orders of magnitudes longer than the PL decay time and the large
exciton binding energies, the SAW-induced electrical fields can be
considered to be a weak, quasi-static perturbation within the exci-
ton lifetime.

In the presence of the SAW we observe a decrease of the max-
imum intensity of the transient confirming our previous observa-
tions shown in Fig. 3. In addition we resolve a clear increase of
the exciton lifetime by �15% to about 7.8 ps. Although the ob-
served effect is small when compared to semiconductor hetero-
structures [15,47] with small exciton binding energies, it is
highly reproducible and supported by the clear correlation seen
in Fig. 4(b) for increasing SAW power. Most importantly, all tran-
sients measured to obtain the data shown in Fig. 4(b) were taken
from the same sample position and for the same excitation and
detection conditions while only varying the amplitude of the rf sig-
nal that generates the SAW. We therefore can exclude influences
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Fig. 4. Influence of the surface acoustic wave on the exciton decay. (a) Time-resolved PL d
amplitude reduction a small increase in the temporal width of the PL transient is observe
position while varying the power of the SAW. A systematic increase of the exciton lifetim
time, (b) evidences a decrease of the radiative decay rate of the exciton.
from sample heterogeneities and variations in the optical align-
ment as giving rise to the observed effect. The error bars given in
Fig. 4(b) reflect the absolute error that is determined by the tempo-
ral width of the measured instrument response function of 27 ps.
The relative error, which is the essential quantity for the following
discussion of the relative radiative rate modifications, is substan-
tially smaller as can be seen from the spread of the three data
points at Prf ¼ 0 mW. Measurement series for other sample posi-
tions revealed the same SAW-induced slowdown of exciton decay,
albeit with slightly varying absolute exciton lifetimes that can be
expected for a nanotube film [32]. Thus we conclude that the
time-resolved data clearly show that the exciton lifetime increases
continuously with increasing electric field strength. The observed
exciton lifetime s results from the sum of the radiative krad and
non-radiative decay knonrad rates adding up to the total PL decay
rate s�1 ¼ krad þ knonrad. We exclude an increase of non-radiative
contributions as the dominating contribution since such processes
would lead to faster total exciton decay.

Using the experimental data we can calculate the modification
of the radiative rate Dk induced by the SAW. The total PL intensity
I can be calculated from the initial number of excitons N and the PL
quantum yield Q ¼ krads according to I ¼ gNQ ¼ gNkrads. Here g
considers the detection sensitivity of the setup. Forming the ratio
between PL intensities DI ¼ ISAW=I0 we obtain DI � DkradDs using
Dkrad ¼ kSAW

rad =k0
rad and Ds ¼ sSAW=s0. Here we neglect changes in

the excitation rate and use the approximation DN ¼ NSAW=N0 � 1.
The electric field transfers oscillator strength from the exciton to
the free-carrier absorption as described in Ref. [39]. Reduced exci-
ton absorption could thus be balanced partially by increased free-
carrier absorption depending on the excitation energy. In fact,
SAW-controlled PL intensity measurements for resonant excitation
at 565 nm, matching the E22 exciton energy of both nanotube spe-
cies (6,5) and (6,4) studied here and non-resonant excitation at
800 nm revealed no significant differences. Relative changes in
the radiative rate can then be calculated from experimental data
obtained within the same measurement according to
Dkrad � DI=Ds.

In Fig. 5(a) Dkrad is plotted vs. the electric field F. The radiative
rate decreases continuously for increasing field strength and is re-
duced by up to 25%. The radiative rate is proportional to the oscil-
lator strength f of the exciton transition which scales with the
)
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Fig. 5. (a) Electric field-dependence of the radiative rate calculated from the decay measured in 4 and the simultaneously determined PL intensity. The sold line is a model
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                                             43
squared modulus of the overlap integral of electron and hole wave-
functions. Within second-order perturbation theory the oscillator
strength decreases quadratically with the applied electric field F
and we thus find

Dkrad � ðf � jF2Þ=f ¼ 1� j0F2; ð2Þ

where j and j0 are scaling factors. The observed field dependence of
the radiative rate can be well described by the derived relation as
can be seen from the fit in Fig. 5(a) (solid line).

Having identified radiative rate reduction as the main origin for
the PL reduction, we can now also model the PL data from Fig. 3(b)
that is shown in Fig. 5(b) as a function of the electric field. The solid
line is a fit following DI / Dkrad � 1� j0F2 by neglecting changes in
the lifetime. For comparison we included a fit by an inverse cosh
function (1), dashed line in Fig. 5(b), that would imply two compet-
ing processes with opposite effects. While the fit based on Eq. (1)
reproduces the general trend, systematic deviations from the mea-
sured data are apparent. In contrast, the good agreement between
the experimental data and the fit using Eq. (2) clearly supports our
interpretation for the present system and electric field amplitudes.

As a result we have shown that both nanotube PL intensity and
lifetime can be used to probe the local electric field strength. More
detailed investigations of the PL intensity indicate that the electric
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Fig. 6. (a) Response of the PL intensity to SAW-switching. Besides the instantaneous d
seconds is observed. A comparable delayed response occurs also after switch-off. The dela
sample surface by mobile charge carriers that create local static fields. (b) SAW power de
while varying the rf power Prf following the same procedure as described in Fig. 3(a) for a
the PL intensity increases with the SAW. This can be understood in terms of localized q
fields within the SWCNT network on LiNbO3 are not constant in
time. PL intensity traces on shorter time-scales show a first instan-
taneous and a second slower response to SAW-switching
(Fig. 6(a)). After the fast PL decrease a slower decay of the PL inten-
sity that amounts to about 20% of the total contrast is observed
within several tens of seconds. A similar delayed response is seen
after the SAW has been switched off. From this we conclude that
the nanotubes are not exposed only to the instantaneous field pro-
vided by the SAW, but also sense a slower SAW-induced buildup of
a polarization field that is probably formed by the redistribution of
mobile charge carriers in residual charged DNA molecules on the
sample surface used for SWCNT solubilization or also within the
SWCNT network. The presence of local quasi-static fields related
to charges on the substrate would also be expected to modify the
PL intensity and the exciton oscillator strength following the obser-
vations made above. In fact, in several cases the SAW was seen to
increase the PL intensity (Fig. 6(b)). This can be understood in
terms of SAW-induced fields partially compensating existing local
fields or removing trapped charges as observed for example for
semiconductor quantum dots [17].

We note that at the maximum excitation power used in the
experiment to excite the SAW sample heating on the order of
10 K can be expected. Experimental and theoretical studies on
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different sample position. At some spots on the sample, about 10% of observed cases,
uasi-static fields that are partially compensated by the SAW-induced fields.
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the PL intensity and radiative decay rate of thin diameter SWCNTs
revealed that at around 295 K both quantities depend only weakly
on the sample temperature [48–51]. SAW-related heating of the
nanotubes is thus not likely to contribute substantially to the ob-
served PL quenching and decrease in radiative rate. Contributions
of temperature variations to the slow response on the time scale
of several tens of seconds observed in Fig. 6 cannot be excluded.

In summary, we have shown that surface acoustic waves can be
used to remotely control the photoluminescence intensity in semi-
conducting single-walled carbon nanotubes. The electric field asso-
ciated with the SAW is found to slowdown exciton decay by
reducing the radiative recombination rate. Time-resolved photolu-
minescence measurements show a quadratic field dependence of
the relative radiative rate reduction. In contrast to most inorganic
semiconductor nanostructures and materials, such as quantum
dots or wells, field-induced exciton dissociation can be neglected
for accessible SAW-related field amplitudes due to the large exci-
ton binding energies of thin-diameter SWCNTs.
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