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Figure 1: System prototype meant to support user in monitoring
and improving nonverbal behaviour using haptic feedback
delivered by a Myo armband during a public speech.
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Abstract
We explore the use of haptic feedback to deliver support-
ive information during social interactions in realtime. In an
exploratory user study, we investigated perceptual limita-
tions of vibration patterns during a conversation between
peers. The results from this study have then been used to
develop a system for providing users with realtime informa-
tion regarding the quality of their nonverbal behaviour while
engaged in a public speech.
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Introduction
The ability of man to attend to secondary stimuli whilst be-
ing engaged in a primary task has been heavily studied in
the past. The vast majority of models of attention which
have been proposed in the last century have one thing in
common, it is easier for man to switch or attend to stimuli
which do not compete for the same cognitive structures with
the primary task. For example, we have no problem listen-
ing to music while cooking but we usually turn the music
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down when engaging in a conversation with another per-
son. These structural interferences [8] mean that it is easier
for us to handle tasks if they involve different modalities [2].
In the example above, it is easier to cook (visual) and lis-
ten to music (auditory) than to converse (auditory) and lis-
ten to music (also auditory). Following this line of thought,
it is reasonable to state that, in a social interaction which
stresses mostly our auditory and visual processing paths,
haptic feedback would be a fitting secondary task.

Other researchers already successfully made use of haptic
feedback to help users learn to play the violin [16], convey
nonverbal communication cues to the visually impaired [10],
help pedestrians navigate [12] and provide instructions dur-
ing physical activities [13]. When it comes to feedback in
social situations, most work concentrates on visual or au-
ditory feedback [3, 11, 15], making haptic feedback a still
relatively unexplored topic.

In this work, we propose to use haptic feedback as an infor-
mation delivery mechanism during social interactions, e.g.
public speaking. To this end we conducted an exploratory
user study to find out how well users can perceive haptic
feedback while engaged in a social interaction. Based on
the findings from the study, we developed a system proto-
type (Figure 1) capable of providing realtime haptic feed-
back to inform the user of her or his nonverbal behaviour
whilst delivering a public speech.

Background
Haptic feedback involves the delivery of messages through
systematic arousal of the user’s skin. The most common
approach found in human-computer interaction is vibration
feedback. For example, our phones vibrate when we get
a call or our game controller vibrates when we perform an
action inside the game environment.

Outside of technology-enhanced systems, the sense of
touch plays a crucial role in our day-to-day lives. It enables
accurate and rapid manipulation as well as interaction with
physical objects. Furthermore, it allows us to quickly gather
information from physical objects, such as solidity, texture
and temperature while also playing an important role in so-
cial interactions where it communicates emotions [4].

The main advantage of haptic feedback is that social inter-
actions primarily only involve the visual and auditory chan-
nel. This makes haptic feedback an ideal candidate to ac-
company such primary tasks as it is less prone to structural
interferences and thus, less likely to disrupt the primary
task. However, the disadvantage of haptic feedback is its
reduced bandwidth. The spatial resolution of our sense of
touch is mostly limited by the distribution of receptive fields
on the skin. The finger, which is considered one of the most
receptive part of the body [17], has receptive fields mea-
suring upwards of 2 mm in diameter [6]. Regarding the
temporal resolution, studies show that humans are able
to differentiate between haptic stimuli 2 - 40 ms apart, de-
pending on location (Kenshalo 1978 in [9]). However, these
values are upper bounds which are very hard to reach due
to limited attention and processing resources [1, 5, 9]. More
concrete thresholds are provided by Tan et al. [14], who
found that humans can optimally perceive 2-3 items per
second using the haptic channel whereas Kaaresoja and
Linjama [7] suggest a 50 ms limen for reliable perception of
vibrations.

Exploratory User Study
To inform the design of our system prototype for behaviour
monitoring and regulation using haptic feedback, we con-
ducted a small scale user study. 10 participants (8 male
and 2 female) aged between 21 and 33 (mean 27.4) tried
out a simple haptic feedback system. The aim of the study
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was to get a better image of our body’s haptic perception in
a social scenario by measuring how well users are able to
detect different types of haptic feedback while engaged in a
conversation.

Apparatus

Figure 2: Position of Myo armband
on user’s forearm

The apparatus consisted of a Myo armband1 strapped to
the user’s forearm. While the Myo’s main selling point is the
EMG sensor, for the purpose of this study we only used its
vibration-actuator. Using two parameters, intensity (value
ranging from 1 to 250) and duration (in milliseconds), the
Myo can be programmed to deliver various types of vibra-
tions. To maximize the haptic sensation, the Myo was posi-
tioned with the vibration module (the one with the LED) on
the underside of the forearm (see Figure 2). For the study,
we implemented a total of 15 vibration patterns as detailed
in Table 1. The starting values of the vibration scales have
been chosen following various pre-tests which showed that
the Myo (running firmware 1.2.955) can not produce vibra-
tions shorter than 10 ms and of an intensity smaller than
60.

Procedure
After receiving a short demonstration of the first five vibra-
tion patterns (P1 - P5), the experimenter engaged the par-
ticipants in a casual conversation for approximately 3 min-
utes. During this time, the Myo would vibrate 6 times, once
every 30 seconds using a pattern chosen at random [18]
from the first five patterns in Table 1 (P1 - P5). The partici-
pants were instructed to mark the vibration occurrence and
pattern in a questionnaire as soon as they felt it and then
continue with the conversation.

In the second part of the study, after the conversation had
finished, the experimenter played back the two vibration

1https://www.thalmic.com/myo/

ID Duration Intensity Description
P1 500 150 Single short vibra-

tion
P2 500,500,500 150,0,150 Double vibration

with 500 ms break
P3 1000 150 Single long vibra-

tion
P4 500 250 Single strong short

vibration
P5 500,500,500 100,250,100 “wave” pattern
SD 10, 20, 30, 150 Vibration duration

50, 100 scale
SI 500 60, 70, 80, Vibration intensity

90, 100 scale

Table 1: Vibration patterns. Duration is in milliseconds and
intensity is a value from 1 to 250.

scales (SD and SI). After each scale, the participants were
asked how many vibrations they felt. During this part of the
experiment, participants wore noise-cancelling headphones
as the Myo’s vibration-actuator also produces a noticeable
sound when turned on which, at times, is more perceivable
than the vibration itself.

Results
Upon analysis of the results, we noticed that the partic-
ipants were able to recognize the patterns 81.6% of the
time. The confusion matrix in Figure 3 shows that they had
a hard time recognizing vibration intensity, often times con-
fusing P4 with P1. Furthermore, despite the relatively high
recognition rate, during the study most of the participants
struggled to identify the vibration pattern stating that “this is
harder than I thought”.

Observations during the study revealed that the feedback
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Figure 3: Confusion matrix showing recognitions of haptic
feedback events. Each event occurred 12 times during the study.

did not disturb the participants’ speech, with some even
missing a few vibrations. This effect is confirmed by the
participants themselves. When asked whether the haptic
feedback disturbed the conversation, most users said no.
P3 stated “It may actually have been too subtle as I was
very involved in the conversation.” P10 was more analytical,
comparing it to visual feedback: “Since the vibrations use a
different channel ... I was using my eyes to look at you ... I
didn’t find [the feedback] disturbing.”

Regarding the vibration scales, the participants felt on aver-
age the last 2.2 vibrations from the duration scale, and the
last 4 from the intensity scale. This translates to an approxi-
mated perception limen for the forearm of just under 50 ms
for duration and 70 for intensity. These findings are in line
with the study by Kaaresoja and Linjama [7] suggesting that
the position of the Myo does not have a strong impact on
the threshold. However, both results differ from the 2-40 ms
distal threshold mentioned by Kenshalo [9]. One possible
explanation is that the minimum temporal distance between
two stimuli does not correlate strongly with the minimum du-
ration of a stimulus. The difference might also be caused by
the fact that the vibration-actuators in both the Myo and the
mobile phone used in [7] are not in direct contact with the
user’s skin.

Overall, the study revealed that haptic feedback is promis-
ing as it does not seem to disturb the social conversation.
However, recognition problems with the more complex pat-
terns suggest that feedback needs to be kept simple.

Prototype
Based on the data gathered from the exploratory study, we
developed a system prototype capable of delivering hap-
tic feedback during a public speech to inform the user of
the quality of her or his gestural behaviour and help im-
prove it. In this regard, the system borrows from the aug-
mented social interaction concept presented by Damian et
al. [3]. In their work, they combine social signal process-
ing techniques with personal augmentation methods to
project social behaviour aids in the user’s field of view us-
ing a Google Glass. The aim of their work is to increase the
user’s awareness of their own nonverbal behaviour.

In our work, we use a Myo armband to analyse the user’s
nonverbal behaviour, more specifically the arm movements,
in realtime. We trigger a vibration in the Myo if the user ei-
ther moves too much or not enough. The aim here is to as-
sist the user in delivering a compelling and enticing speech.
The rest of this section will provide more details on both
behaviour analysis and feedback delivery.

Behaviour Analysis
The behaviour of the user’s arm is processed in real time
using a signal processing pipeline. Acceleration and mag-
netometer data is extracted from the Myo to compute the
dynamic acceleration2 of the user’s arm 10 times per sec-
ond. Using the dynamic acceleration, we then compute the
velocity and the arm displacement over a frame window

2The dynamic acceleration is computed from the acceleration by com-
pensating for the gravity vector: http://www.varesano.net/blog/fabio/
simple-gravity-compensation-9-dom-imus
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of 5 seconds. Finally, the resulting value is filtered using
a moving average with a window length of 50 seconds to
eliminate any sudden movements or noise caused by either
environmental factors or the vibration feedback itself. The
resulting value (referred to as arm activity) measures how
much the user’s arm moved over a 5 second window.

Feedback
The arm activity is classified using an empirically refined
threshold approach. If the value is either too low or too
high, a vibration on the Myo is triggered. More specifically,
if the activity is lower than 0.8, a single low intensity 500 ms
long vibration is generated. On the other hand, if the activity
is higher than 2.0, two 500 ms low intensity vibrations 500
ms apart are triggered. We chose the single and double vi-
bration patterns as these yielded the best recognition rate
in our exploratory study. Initially, the feedback intensity is
set at 70, which is slightly above the reported perception
limen so that short dips outside the activity thresholds are
less disrupting. However, if the user does not react to the
feedback, cognitive overload might inhibit the perception
of subtle feedback (due to limited spare capacity [8]) and
more powerful stimuli may be needed to capture attention.
To this end, every 10 seconds after the initial feedback has
been delivered, the vibration is repeated and the intensity is
gradually increased until the user adjusts.

Figure 4: System prototype
running on an android smartphone

The prototype is working on an android smartphone which
is connected to a Myo armband (see Figure 4) and initial
informal tests are promising. However, a more in-depth
evaluation is needed to make a clear statement regarding
the effectiveness and disruptiveness of the feedback. A live
demo of the system prototype is planned to be shown at
TEI. Furthermore, the software is open source and freely
available for download3.

3http://hcm-lab.de/logue

Conclusion
We report on our efforts in investigating the feasibility of
haptic feedback to deliver supportive information during
social interactions. To this end, we explored the limits of
human perception for recognizing haptic patterns while
engaged in a conversation. We found that users are able
to perceive haptic feedback whilst engaged in a social in-
teraction and that the feedback does not seem to disturb
the user or the interaction. However, users did have dif-
ficulty differentiating between complex vibration patterns
suggesting that haptic feedback needs to be kept simple.
We also describe our initial prototype capable of informing
the user of her or his own nonverbal behaviour in realtime
through the use of haptic feedback. Despite the perceptual
limitations revealed by our study, we propose a feedback
mechanism which generates awareness of one’s own arm
movement quality using just two simple vibration patterns.

As part of our future work, we aim to thoroughly investigate
the effects (both positive and negative) such a system can
have on the user’s behaviour, the interaction itself and other
interlocutors.
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