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Lifelike characters, or animated agents, provide a
promising option for interface development
because they allow us to draw on communication
and interaction styles with which humans are
already familiar. In this contribution, we revisit
some of our past and ongoing projects to motivate
an evolution of character-based presentation sys-
tems. This evolution starts from systems in which
a character presents information content in the
style of a TV presenter. It moves on with the intro-
duction of presentation teams that convey infor-
mation to the user by performing role plays. To
explore new forms of active user involvement dur-
ing a presentation, the next step can lead to sys-
tems that convey information in the style of inter-
active performances. From a technical point of
view, this evaluation is mirrored in different
approaches to determine the behavior of the
employed characters. By means of concrete appli-
cations, we argue that a central planning compo-
nent for automated agent scripting is not always a
good choice, especially not in the case of interac-
tive performances where the user might take on an
active role as well.

growing number of research projects in
Aacademia and industry have started to

develop lifelike characters or agents as a
metaphor for highly personalized human-
machine communication. Work in this area is
motivated by a number of supporting argu-
ments, including the fact that such characters
allow for communication styles common in
human-human dialogue and thus can release

users from the burden to learn and familiarize
themselves with less native interaction tech-
niques. Furthermore, well-designed characters
show great potential for making interfacing
with a computer system more enjoyable. One
aspect when designing a character is to find a
suitable visual and audible appearance. In fact,
there is now a broad spectrum of characters
that rely on either cartoon drawings, recorded
(and possibly modified) video images of per-
sons, or geometric three-dimensional (3D)
body models for their visual realization with
recorded voices or synthesized speech and
sound to determine their audible appearance.

Audio-visual attractiveness, however, is not
everything. Rather, the success of an interface
character in terms of user acceptance and
interface efficiency very much depends on the
character’s communication skills and its over-
all behavior. On a very low level of abstraction,
the behavior of an agent can be regarded as
the execution of a script, that is, a temporally
ordered sequence of actions including body
gestures, facial expressions, verbal utterances,
locomotion, and (quasi-) physical interactions
with other entities of the character’s immedi-
ate environment. It comes as no surprise then
that behavior scripting, in one way or another,
has been widely used in projects that deal with
interface characters. For example, a straightfor-
ward approach is to equip the character with a
library of manually authored scripts that deter-
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Figure 1. Agent-User Relationships in D

mine what the character might do in a certain
situation. At run time, the remaining task is to
choose from the library a suitable script that
meets the constraints of the current situation
and at the same time helps to accomplish a giv-
en task. What is specified in a character script
is also a matter of the level of abstraction and
the expressiveness of the scripting language. In
some cases, the scripting language is built on
an existing general-purpose script-based pro-
gramming language. For example, the Micro-
soft (1999) AGENT characters can easily be
scripted either in VISUAL BASIC Or in JAVA script,
allowing the script writer to use the standard
control structures of these languages, such as
conditional statements or loop constructs. As
an alternative to character-specific adjuncts to
programming languages, xML-compliant script-
ing languages, such as TvML (Hayashi, Gaku-
mazawa, and Yamanouchi 1999), can be de-
fined. In any case, the script can be seen as a
kind of application programming interface
(API) that allows users to specify the agent’s
behavior at a certain level of abstraction.
Unfortunately, the problem with manually
authored scripts and script libraries is that the
author has to anticipate scripts for all possible
situations and tasks and that the scripts must
allow for sufficient variations to avoid charac-
ters that behave in a monotonic and very pre-
dictable way. Furthermore, the manual script-
ing of presentation agents can become quite
complex and error prone because synchroniza-
tion issues have to be considered. To avoid
extensive script writing but, nevertheless, to
enable a rich and flexible character behavior,
one can use a generative mechanism that com-
poses scripts according to a set of composition

ifferent Presentation Scenarios.

rules. Our contribution to this area of research
was the development of a plan-based approach
to automate the process of writing scripts that
are forwarded to the characters for execution.
This approach has successfully been applied to
build a number of applications in which infor-
mation is conveyed either by a single presenter
or a team of presentation agents. While explor-
ing further application fields and new presen-
tation styles, we identified, however, some
principle limitations of scripting presentations
with characters. One decisive factor is the ques-
tion of whether all information to be conveyed
by a character is available before a presentation
is started. Another aspect is the kind of user
interactions that will be supported during the
display of a presentation.

In this contribution, we revisit some of our
past and ongoing projects to motivate an evo-
lution of character-based presentation systems,
as illustrated in figure 1.

The first of the four depicted scenarios repre-
sents presentation systems that deploy a single
character to present information. Although
automated presentation planning will be used
to work out the complete script, from the per-
spective of the user, a generated presentation
appears quite similar to the display of a video
clip because no user interaction is foreseen at
display time. In contrast, the second scenario
can be compared to a hypermedia presentation
in which the user can actively influence the
course of a presentation at certain decision
points. Moving on to the third scenario actual-
ly means a shift from face-to-face presenter-
user setting to a user-as-observer setting. That
is, two or more characters give a performance
on the screen to convey information to the



observing audience. However, no user inter-
vention is foreseen during a performance.
Finally, there is the setting of an interactive
performance in which the user can take on an
active role, as in the fourth scenario. From a
technical point of view, the fourth scenario is
perhaps most challenging because one has to
resolve on an operational level the conflict
between predestination and freedom of inter-
action.

In the following sections, we pick a number
of concrete application examples to describe in
more detail both the characteristic features of
the presentation scenarios as well as the
machinery that can be used in a corresponding
presentation system.

Related Work

A number of research projects have discovered
lifelike agents as a new means of computer-
based presentation. A popular application is the
simulation of human TV speakers. Examples
include Noma and Badler’s (1997) virtual weath-
er reporter as well as Thalmann and Kalra’s
(1995) TV presenter. The BYRNE system (Binsted
and Luke 1999) makes use of an embodied com-
mentator that is represented by a talking head
to comment on matches of the RoboCup simu-
lation league (Kitano et al. 1997). Furthermore,
animated agents have been used as presenters in
various tutoring systems. Prominent examples
include HERMAN-THE-BUG, the pedagogical agent
of DESIGN-A-PLANT (Lester et al. 1999), or STEVE, a
virtual trainer for 3D environments (Rickel and
Johnson 1999). To facilitate the production of
presentation sequences, most systems rely on a
basic repertoire of actions that allow for a high-
level specification of the agents’ behavior. For
example, the input for Noma and Badler’s
weather reporter consists of text to be uttered by
the presenter and commands, such as pointing
and rejecting, which refer to the presenter’s
body language. DESIGN-A-PLANT and STEVE gO a
step further and automatically compose presen-
tation scripts from design primitives according
to a repertoire of construction rules. In DESIGN-A-
PLANT, such primitives include complex multi-
media objects, such as audio or video clips, that
have been manually designed by a multidiscipli-
nary team of graphic artists, animators, musi-
cians, and voice specialists. On the one hand,
this approach allows the authoring of high-
quality presentations because the human
author has much control over the material to be
presented. On the other hand, enormous effort
by the human author is required to produce the
basic repertoire of a course. Instead of creating
animation sequences for a course offline and

putting them dynamically together, the 3D
character STEVE is directly controlled by com-
mands, such as look at, walk to, or grasp an
object. In this case, the character interacts with
virtual objects in the same way as a human does
in a real environment with direct access to the
objects.

A new presentation style has been intro-
duced by the use of multiple characters that
convey information by means of simulated dia-
logues. In some cases, these dialogues are man-
ually scripted as in the AGNETA and FRIDA system
(HOOK et al. 2000) that incorporates narratives
into a web environment by placing two charac-
ters on the user’s desktop. These characters
watch the user during the browsing process
and make comments on the visited web pages.
In other cases, the content of the dialogue
script for the single characters is based on a real
conversation between humans. For example,
Yabe, Takahashi, and Shibayama (2000) ani-
mate discussions from news groups by casting
3D characters as the authors of the single-dis-
cussion contributions. Systems that aim at a
simulation of conversations between humans
usually automate at least parts of the genera-
tion process. Cassell and colleagues (Cassell et
al. 1994) automatically create and animate dia-
logues between a bank teller and a bank
employee with appropriate synchronized
speech, intonation, facial expressions, and
hand gestures. Walker, Cahn, and Whittaker
(1997) concentrate on the linguistic capabili-
ties of computer characters (for example, a
waiter and a customer) and examine how social
factors influence the semantic content, the
syntactic form, and the acoustic realization of
conversations. The generation of their dia-
logues is essentially influenced by the power
the listener has on the speaker and the social
distance between them. MRr. BENGO (Nitta et al.
1997) is a system for the resolution of disputes
that uses three agents: (1) a judge, (2) a prose-
cutor, and (3) an attorney who is controlled by
the user. The prosecutor and the attorney dis-
cuss the interpretation of legal rules. Finally,
the judge decides on the winner.

Last but not least, our work was inspired by
research on interactive drama that aims at inte-
grating a user in a scenario—either as an audi-
ence member or an active participant. To allow
for user interaction, systems usually incorpo-
rate decision points in a narrative-style script
(Mateas 1997) or model their characters as
autonomous agents that select and instantiate
actions under consideration of dramatic con-
straints, such as the plot of a story or the char-
acters’ role and personality (Hayes-Roth and
van Gent 1997). Even though the focus of
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Figure 2. The AIA Travel Agent.

interactive drama is usually not on the com-
munication of information, dramatic elements
offer great promise in presentation scenarios as
well (see also Laurel [1991]).

Deploying a
Single Presentation Agent

In many cases, the success of a presentation
depends not only on the quality of the multime-
dia material but also on how it is presented to
the user. Inspired by human speakers, we decid-
ed to use an animated character that shows,
explains, and verbally comments on textual and
graphic output on a window-based interface.

Sample Applications:
Ppr-PERSONA and Its Siblings

In our earlier work, we conducted two projects
to develop systems that fall into this category:

(1) the rpp (personalized plan-based presenter)
Project (André and Rist 1996) and the AIA
(adaptive communication assistant for effec-
tive infobahn access) Project (André, Rist, and
Miiller 1999). In prp, we addressed the automat-
ed generation of instructions for the operation
of technical devices that were delivered to the
user by an animated agent, the so-called prp-
PERSONA. For example, to explain how to switch
on a device, ppp-PERSONA showed the user a pic-
ture of the device, pointed to the on-off switch,
and instructed him/her verbally how to manip-
ulate the switch. In the AIA Project, we devel-
oped a series of personalized information assis-
tants that aimed at facilitating user access to
the web. Besides the presentation of web con-
tents, the AIA agents provide orientation assis-
tance in a dynamically expanding navigation
space. Figure 2 shows one of our applications,
which is a personalized travel agent. Based on
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the user’s request, for example, to provide trav-
el information for a trip from Saarbriicken to
Hamburg, AIA retrieves relevant information
from the web, reorganizes it, encodes it in dif-
ferent media (such as text, graphics, and ani-
mation), and presents it to the user as a multi-
media web presentation.

ure 3. Presentation Structures.

and update presentations. Based on these
observations, we decided to automate the

script-generation process.

We rely on our earlier work on presentation
design (André and Rist 1995) and formalize
action sequences for composing multimedia

Scripting the Behavior of

Single-Presentation Agents

In ppr and AIA, the agents’ behavior is deter-
mined by a script that specifies the presenta-
tion acts to be carried out as well as their spatial
and temporal coordination. Creating scripts
manually is, however, not feasible for many
applications because it would require them to
anticipate the needs of all potential users in
preparing presentations for them. For example,
in ppp, the user could specify a time limit for the
presentation. Depending on the setting of this
parameter, the generated instructions would
have varied significantly with respect to the
provided degree of detail. Manual scripting
would have required a large library of different
presentation scripts, taking into account all
potential settings of the time limit. In the case
of the AIA system, manual scripting is even
more unpracticable because the information to

material and designing scripts for presenting
this material to the user as operators of a plan-
ning system. The effect of a planning operator
refers to a complex communicative goal (for
example, to describe a technical device in ppp or
a hotel with vacancies in A1A), whereas the
expressions of the body of the operator indicate
which acts have to be executed to achieve this
goal (for example, to show an illustration of a
certain object and describe it). In addition, the
plan operators allow us to specify spatial and
temporal layout constraints for the presenta-
tion segments corresponding to the single acts.
The input of the presentation planner is a com-
plex presentation goal. To accomplish this goal,
the planner looks for operators whose headers
subsume it. If such an operator is found, all
expressions in the body of the operator are set
up as new subgoals. The planning process ter-
minates if all subgoals have been expanded to
elementary production-retrieval or presenta-
tion tasks (for details, see André, Rist, and

be presented dynamically changes, and there is
simply not enough time to manually create

Miiller [1999]).
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Handling User Interaction

In AIA and ppp, we primarily use the animated
characters for presenting information. User
feedback is only supported in a rather limited
way—through a hypermedia-style interface. To
allow for the dynamic expansion of the naviga-
tion space, we do not script the complete pre-
sentation in advance. Instead, we expand cer-
tain parts of a presentation only on demand.
The basic idea is to associate with each hyper-
link a presentation goal for which the planner
is started again if the user selects it at presenta-
tion run time. This method has the advantage
that presentations can be adapted to the user’s
previous navigation behavior and the informa-
tion that has been conveyed thus far.

Figure 3 shows an example. We assume that
the planner is called with the goal describe hotel
and comes up with a presentation consisting of
a spoken utterance by the PErRSONA, a photo of
the hotel, and a text paragraph that includes a
hyperlink referring to the location of the hotel.
The discourse structure of this presentation is
shown on the left. If the user selects the loca-
tion link at run time, the planner is started
again with the goal elaborate location, which
leads to the discourse structure on the right.

Lessons Learned from AIA and Prp

In the AiA and the prp projects, we take a
human screen writer as a role model who cre-
ates a script for a speaker prior to a presenta-
tion. The approach seems appropriate for the
generation of presentations that (1) follow a
narrative-style structure either linear or with a
finite number of branching points only and (2)
allow a clear temporal separation of script-writ-
ing time and presentation-display time. In case
both conditions are satisfied, highly coherent
presentations can be generated, for example,
by using a plan-based approach.

Even though rrr and AIA allow for the
dynamic expansion of scripts at run time, the
user has, however, only limited possibilities for
interaction. The major disadvantage of a script-
ing approach lies in the fact that all user inter-
actions have to be anticipated to some extent.
For example, the system has to decide at script-
ing time where to incorporate choices in terms
of hyperlinks.

Presentation Teams

Frequently, systems that use presentation
agents rely on settings in which the agent
addresses the user directly as if it were a face-to-
face conversation between human beings. Such
a setting seems quite appropriate for a number
of applications that draw on a distinguished

agent-user relationship. For example, an agent
can serve as a personal guide or assistant in
information spaces such as the World Wide
Web (as the ppr-PERSONA and its siblings). How-
ever, there are also situations in which the emu-
lation of a direct agent-to-user communication
is not necessarily the most effective way to pre-
sent information. Empirical evidence suggests
that at least in some situations, indirect interac-
tion can have a positive effect on the user’s per-
formance. For example, Craig and colleagues
(Craig et al. 1999) found that in tutoring ses-
sions, users who overheard dialogues between
virtual tutors and tutees subsequently asked sig-
nificantly more questions and also memorized
the information significantly better.

Based on this observation, we started to
investigate a new style of presentation that
conveys information in a less direct manner.
We use a team of characters that do not inter-
act directly with the user but with other char-
acters as if they were performing a play to be
observed by the user. The use of presentation
teams bears a number of advantages. First, they
enrich the repertoire of possible communica-
tion strategies. For example, they allow us to
convey certain rhetorical relationships, such as
pros and cons, in a more canonical manner.
Furthermore, they can serve as a rhetorical
device that allows for a reinforcement of
beliefs. For example, they enable us to repeat
the same piece of information in a less monot-
onous and perhaps more convincing manner
simply by using different agents to convey it.
Finally, the single members of a presentation
team can serve as indexes that help the user to
organize the conveyed information. For exam-
ple, we can convey metainformation, such as
the origin of information, or present informa-
tion from different points of view, for example,
from the point of view of a businessperson or a
traveler. This presentation style is currently
explored within two projects: The INHABITED
MARKETPLACE Project (André et al. 2000a) and
the MAGIC LOUNGE Project (Rist et al. 2000).

Sample Applications: The INHABITED
MARKETPLACE and the MAGIC MONITOR

The objective of the inhabited marketplace (1mp)
is to investigate sketches, given by a team of
lifelike characters, as a new form of sales pre-
sentation (André et al. 2000a). As suggested by
the name, the mvMp is a virtual place in which
seller agents provide product information to
potential buyer agents. Figure 4 shows a dia-
logue between Merlin playing the role of a car
seller and Genie and Robby as buyers. For the
graphic realization of this scenario, we use the
Microsoft AGENT package; see Microsoft (1999).



Figure 4. INHABITED MARKETPLACE.

Genie has uttered some concerns about the
high running costs that Merlin tries to play
down. From the point of view of the system,
the presentation goal is to provide the observ-
er—who is assumed to be the real customer—
with facts about a certain car. However, the pre-
sentation is not just a mere enumeration of the
plain facts about the car. Rather, the facts are
presented along with an evaluation that takes
into account the observer’s interest profile that
can be specified prior to a presentation. In
addition, the presentation reflects the charac-
ters’ personality features that can be chosen by
the user as well. In its current version, however,
the inhabited marketplace does not allow user
interaction during run time. The scenario was
inspired by Jameson and colleagues (Jameson
et al. 1995), who developed a dialogue system
that models noncooperative dialogues between
a car seller and a buyer. However, although the
objective of Jameson and colleagues is the gen-

eration of dialogue contributions that meet the
goals of the system that can either take on the
role of the seller or the buyer, our focus is on
the development of animated agents that con-
vey information by giving performances.

The MAGIC MONITOR is a tool for illustrating
message exchange within the MAGIC LOUNGE vir-
tual meeting space. Cartoon-style characters
are used to represent different conversation
partners (which can be humans or virtual con-
versational agents). That is, in the MAGIC MONI-
TOR, the single characters essentially serve to
encode the source of information. The tool
allows for the playback of recorded message
exchanges according to different structuring
criteria, such as timelines or dialogue threads.
Figure 5 displays a snapshot of the graphic user
interface. The MAGIC MONITOR uses a dedicated
commentator character, which is used to repre-
sent the MAGIC LOUNGE system itself. In figure 5,
a facilitator agent is located in the lower right
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Figure 5. Magic Monitor.

area of the screen. The five characters in the
central area represent different users. One of
them is uttering the text of a message that was
sent by the user it represents.

Generating Scripts for
Presentation Teams

In the mMp, the system takes on a similar role as
in the AIA and rpr systems, with the difference
that it now has to script the behavior of a
group of actors that engage in a dialogue.
Again, we follow a communication-theoretic
view and consider the automated generation of
such scripts a planning task. Nevertheless, a
number of extensions became necessary to
account for the new communicative situation.
First, information is no longer presented by a
single agent that stands for the presentation
system but, instead, is distributed over the
members of a presentation team whose activi-
ties have to be coordinated. Second, informa-

tion is not conveyed by executing presentation
acts that address the user but by presenting a
dialogue between several characters to be
observed by him/her. Third, to generate effec-
tive performances with believable dialogues,
we cannot simply copy an existing character.
Rather, characters have to be realized as distin-
guishable individuals with their own areas of
expertise, interest profiles, personalities, emo-
tions, and audiovisual appearance.

To meet these requirements, we extended
our repertoire of communicative acts by dia-
logue acts, such as “responding to a question”
or “making a turn,” and defined plan operators
that code a decomposition of a complex com-
municative goal into dialogue acts for the sin-
gle agents. Dialogue acts include not only the
propositional contents of an utterance but also
its communicative function, such as taking
turns or responding to a question. This is in
line with Cassell et al. (2000), who regard con-



versational behaviors as fulfilling propositional
and interactional conversational functions.

An example of a dialogue operator is listed in
figure 6. It represents a scenario where two
agents discuss a feature of an object. It only
applies if the feature has a negative impact on
any value dimension and if this relationship
can easily be inferred. According to the opera-
tor, any disagreeable buyer produces a negative
comment referring to this dimension (Nega-
tiveResp). The negative response is followed by
a response from the seller (RespNegativeResp).

The character’s profile is treated as an addi-
tional filter during the selection instantiation
and the rendering of dialogue strategies. For
example, we can define specific dialogue strate-
gies for characters of a certain personality and
formulate constraints that restrict their applic-
ability.

The plan operators implemented to date typ-
ically result in dialogue sequences similar to
that presented in figure 7. One of the buyers
asks a question to which the seller provides an
answer. The buyer then has the option of pro-
viding an evaluation that can be commented
on by the seller again.

In the MAGIC MONITOR, the system plays a two-
fold role. First, it takes on the role of a screen
writer that determines how a conversation
within the MAGIC LOUNGE should be played back
by the single characters. Second, it is actively
involved in the presentation as a facilitator. To
determine the presentation behavior of both
the facilitator and the user representatives, we
rely on the same planning approach as in the
iMp. Parameterizable presentation operators
determine how recorded message exchange will
be presented in the MAGIC MONITOR. For exam-
ple, our basic strategy for message playback
according to the timeline of occurrence com-
prises the following substeps: (1) have the facil-
itator announce the next message by referring
to aspects, such as sender, date, time, topic and
speech act; (2) have the character representing
the sender of the message move to the center
podium; (3) if any, have the specific message
recipients move closer to the podium and play
a listen animation; (4) have the sender read the
message while it plays an animation that
enforces the speech act associated with the mes-
sage; and (5) have all characters move back to
their assigned home positions.

Variations of the basic scheme have been
defined to cope with messages, such as log in,
log out, and registration, and to take into
account various aspects such as consecutive
messages from the same user or the need for a
more compact presentation.

Lessons Learned

(*and*

INFERIORS:

NAME: "DiscussValuel"
HEADER: (DiscussValue ?attribute)
CONSTRAINTS:

(Polarity ?attribute ?dimension "neg")
(Difficulty ?attribute ?dimension "low")
(Buyer ?buyer)

(Disagreeable ?buyer)

(Seller ?seller))

(Al (NegativeResp ?buyer ?dimension))
(A2 (RespNegResp ?seller ?attribute ?dimension))

Figure 6. Example of a Dialogue Operator.

Robby: How much gas does it consume?
Merlin: It consumes 10 litres per 100 km.
Peedy: That's bad for the environment!
Merlin: Bad for the environment? It has a

catalytic converter, and it is made of

recyclable materials.

Figure 7. Generated Dialogue Fragment of the Sales Scenario.

from Presentation Teams

In the iMP and the MAGIC MONITOR, several differ-
ent characters are allocated to convey informa-
tion units to the users. The distribution and
organization of contributions followed human-
to-human conversations. In the case of the MaGiC
MONITOR, this task was relatively easy to achieve
because the system can exploit the structure of
the recorded chat-style conversations. In the case
of the v, there is no natural dialogue structure
as such coded in the domain data (that is, the car
database). To make the presentation coherent
and, thus, the whole scenario more plausible, we
superimposed a plotlike structure as a frame
within which the characters make dialogue
turns. For example, there is a greeting scene fol-
lowed by a scene in which the car attributes are
discussed and, finally, a conclusion scene after
the customers made up their minds.

In both applications, the behavior of all
agents is scripted by a single script-writing
component prior to the performance. Such an
approach bears the advantage that it enables
the generation of coherent dialogues. It
requires, however, that all the knowledge to be
communicated to the audience is known in
advance. Consequently, it is less suitable in sit-
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Figure 8. Commentator Team Gerd and Matze.

uations where the agents have to immediately
respond to events at presentation run time,
such as new incoming information to be pre-
sented or user interactions.

From a knowledge engineering point of
view, there is also the argument that the defin-
ition of planning operators becomes a more
complicated task as the number of involved
agents increases because of the combinatorics
of the set of possible interagent relationships
that have to be taken into account.

Instructing Improvisational
Presentation Agents

There are a number of application fields for
presentation agents where scripts for the
agents cannot be worked out in advance
because all or part of the information to be pre-
sented becomes available only at presentation
run time. Any kind of reportage or commen-
tary of live data falls into this category.

Sample Application:
Gerd and Matze Commenting
on RoboCup Soccer games

As an example, we discuss ROcco 11 (André et al.
2000b), an automated live report system that
generates commentaries for the simulator
league of Robot World Cup Soccer. Figure 8
shows a screen shot of the system that was tak-
en during a typical session. In the upper win-
dow, two (software agent) teams play a soccer
game while they are commented on by two soc-
cer fans: Gerd and Matze sitting on a sofa. As in
the mvp, the user has the option of experiment-
ing with different character profiles. The user
can characterize Gerd and Matze by their per-
sonality and their sympathy for a certain team.

Generating Live Commentary

Unlike the agents in the car sales scenario, the
RoboCup commentators have to comment on
a rapidly changing environment. Because
events on the soccer field evolve while time
progresses, no global organization of the pre-
sentation is possible. Instead, the commenta-
tors have to respond immediately to incoming
data. Furthermore, they have to meet severe
time constraints imposed by the flow of the
game. In some cases, it might even be neces-
sary for the commentators to interrupt them-
selves. For example, if an important event (for
example, a goal kick) occurs, utterances should
be interrupted to communicate the new event
as soon as possible. In such a situation, it is not
possible to prescript utterances. Instead script-
ing has to be done at run time, for example,
either by a centralized script-writing compo-
nent or the single agents themselves.

We decided to use a self-scripting approach
and realize Gerd and Matze as (semi-)
autonomous agents. To implement this sce-
nario, we assign each agent its own reactive
planner and code the agents’ dialogue strategies
as operators of the single planners. Dialogue
contributions then result from autonomous
characters trying to achieve their individual
goals. The goal of the single commentators is to
inform the viewer about ongoing events in the
scene. We assume that both commentators
share all knowledge about the events on the
soccer field, which is provided by rocco’s incre-
mental event-recognition component (André et
al. 2000b). Assuming a discrete time model, at
each increment of a time counter, the recogni-
tion component selects relevant events, formu-
lates corresponding presentation tasks, and
writes them into a buffer. In addition, the buffer
contains presentation tasks that refer to the pre-
sentation of background information. If an
event has been communicated, or in case, the



topicality of an event falls below a threshold,
the corresponding presentation task is removed
from the buffer.

Each agent has a set of strategies at its dispos-
al for accomplishing presentation tasks or inter-
acting with the other agent. As in the sales sce-
nario, the character’'s profile is used to
parameterize the presentation planning
process. In addition, the system comprises var-
ious strategies for coordinating the dialogue
behavior of the single agents. In the current
version of ROCCO 1I, each commentator concen-
trates on the activities of a certain team. That is,
there is an implicit agreement between the
characters concerning the distribution of dia-
logue contributions. Another possibility we are
currently exploring is to use a probabilistic
approach in which extravert characters get a
word in with a higher probability than intro-
vert characters. Responses to dialogue contribu-
tions of the other commentator are possible
provided the speed of the game allows for it.
Furthermore, the commentators can provide
background information on the game and the
involved teams.

Lessons Learned from Gerd and Matze

Although in the mvp, a plot structure was used
for the generation of a plausible discourse,
Gerd and Matze rely on a character-centered
generation approach. Instead of specifying the
agents’ behavior to the last detail, we just pro-
vide them with instructions that they can work
out themselves at presentation run time.
Instructions include information on the char-
acter’s role and personality profile that con-
strain the character’s goals and behaviors but
still provide enough space for improvisation.
Such an approach seems appropriate for sce-
narios that require immediate responses to
external events. It is, however, more difficult to
ensure the coherence of a dialogue because no
global organization of the information is pos-
sible. Think of two people giving a talk togeth-
er without clarifying in advance who is going
to explain what.

Toward Interactive Performances

In the systems presented to this point, user
interaction was rather limited or not possible at
all. In our search for new presentation styles,
we are currently exploring possibilities for
involving the user in presentation scenarios.
One basic idea is provide the user with the
option of taking an active role in the perfor-
mance if he/she wants to do so. If not, howev-
er, the characters will give a performance on
their own—maybe encouraging the user to

give feedback from time to time. Such a sce-
nario bears a lot of similarities to improvisa-
tional theatre (compare Johnstone [1989]).
First, there is no predefined script. Instead, the
dialogue between the user and the characters
evolves while time progresses. Furthermore,
the scenario is open ended. Neither the charac-
ters nor the users are able to tell what exactly
might happen next.

Sample Application:
The INHABITED MARKETPLACE 2

As a first example of a system that presents
information in the style of an interactive per-
formance, we are currently developing a sec-
ond version of the imMp. The presentation task
and scenario are similar to the original version
(compare section Sample Applications: The
INHABITED MARKETPLACE and the MAGIC MONI-
TOR). Following the principle idea described
earlier, our goal is now to allow the user to step
into the role of an accompanying customer
who can pose questions and support, reinforce,
or reject arguments made by the seller or
her/his cobuyers.

Structuring Interactive Performances

Because the dialogue behavior of the agents
does not follow a script, there is the danger that
the dialogues get rather incoherent. As a conse-
quence, the user might lose interest and even
leave the mmp. To provide more structure to the
dialogues without constraining the characters’
improvisational behaviors too much, we use a
slightly modified version of a dramaturgy
framework that has been proposed by our col-
laborators from IDAU Denmark for the purPET
Project (see Klesen et al. [2001]). A major ele-
ment of this framework, which goes back to
Greimer and Courtes’s (1982) ACTANT model, is
that of an underlying conflict that is estab-
lished by introducing a protagonist, which per-
secutes a certain goal, and a second character,
the antagonist, that tries to accomplish a
counter goal (figure 9). Both the protagonist
and the antagonist can be supported by one or
more helpers. Once started, a certain “dramatic
story” would unfold over time just by having
the involved actors play their assigned roles.
In the case of the imp, we decided to model a
buyer and a customer with conflicting inter-
ests. Although the seller tries to present a car in
a positive light, the customer persecutes the
opposite goal, namely, to point out the weak-
nesses of the car. In addition, we foresee a
helper character that is to support the virtual
customer and is played by the user. As a helper
agent, the user can interact in the following
ways: He/she can support the virtual customer
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Figure 9. ACTANT Model.

directly by confirming its statements or
expressing approval. In response to a seller’s
statement, he/she can utter disbelief or men-
tion understanding problems.

The user’s utterances influence the course of
the dialogue in different ways. First, they can
cause changes in the virtual agents’ emotional
state, which, in turn, will have an impact on
the agents’ dialogue behavior. Second, the
user’s utterances can result in new dialogue
goals for the virtual agents, which they try to
satisfy by applying matching dialogue opera-
tors. For example, if the user questions a claim
made by the seller, the seller looks for dialogue
operators that provide evidence for the claim.
In case the user utters understanding problems
related to a seller’s statement, the seller search-
es for alternatives to convey the statement or
for operators that elaborate on the statement.
The implementation of the agents’ dialogue
behavior is based on the jam agent architecture;
see Huber (1999).

Essentially, there are two reasons for assigning
the user the role of a helper. First, it allows us to
restrict the set of possible interactions in a rea-
sonable manner that facilitates the analysis of
natural language utterances. Currently, we use
spin, a java-based pattern-matching tool devel-
oped within the SmarkKom Project, both for the
analysis and generation of natural language
utterances; see Wahlster, Reithinger, and
Blocher (2001). Second, as a helper agent, the
user can respond to utterances of the seller or
the buyer, but he/she is not expected to take the
initiative in a dialogue. In the extreme case,
he/she might even decide just to listen. The vir-
tual agents continue with their discussion and
provide new impulses to avoid the conversation
from breaking down. At each point in time, the
user has the option of joining the discussion
again. The novelty of the approach lies in the

fact that it allows the user to dynamically switch
between active and passive viewing styles.

Conclusions

The objective of this article was to discuss vari-
ous possibilities for constraining and structur-
ing multimedia presentations that use lifelike
characters. We started with a centralized plan-
ning approach that was used to automatically
generate scripts for a single presenter or a team
of presenters. Such a scripting approach facili-
tates the generation of well-structured and
coherent presentations. However, it requires a
clear separation of scripting and display time,
which is only possible if all the information to
be presented is known beforehand. However,
there are also situations in which the underly-
ing information dynamically changes at pre-
sentation display time. Examples include the
presentation of live data as well as presenta-
tions that allow for an active participation of
the user. For these applications, we propose a
character-centered approach in which the
scripting is done by the involved characters at
presentation display time. The general idea
here is not to specify the agents’ behavior to the
last detail but give them instructions instead
that they can refine and work out at presenta-
tion run time. Table 1 provides an overview of
the evolution of systems from script-based
approaches to interactive performances.

Our future work will concentrate on the def-
inition and evaluation of improvisational con-
straints for interactive performances, such as
IMP 1I, to provide the user with an interesting
and enjoyable experience. For example, we will
investigate whether it makes sense to have the
user appear as the seller’s helper agent or allow
him/her to switch roles during a performance.
In our earlier applications, all involved charac-
ters were controlled by a computer-based
behavior-selection mechanism. Consequently,
we could start from the assumption that all
involved characters followed the presentation
constraints—either given by the script or the
character’s role and personality profile. If we
involve human agents in such a scenario, such
a behavior can no longer be guaranteed.

In our future work, we will address the fol-
lowing questions: (1) How can we make sure
that the user understands his/her role and
behaves accordingly? (2) What should be done
if presentation constraints are violated—inten-
tionally or unintentionally?
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