Primal–dual Newton interior point methods in shape and topology optimization
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SUMMARY

We consider non-linear minimization problems with both equality and inequality constraints on the state variables and design parameters as they typically arise in shape and topology optimization. In particular, the state variables are subject to a partial differential equation or systems of partial differential equations describing the operating behaviour of the device or system to be optimized. For the numerical solution of the appropriately discretized problems we emphasize the use of all-in-one approaches where the numerical solution of the discretized state equations is an integral part of the optimization routine. Such an approach is given by primal–dual Newton interior point methods which we present combined with a suitable steplength selection and a watchdog strategy for convergence monitoring. As applications, we deal with the topology optimization of electric drives for high power electromotors and with the shape optimization of biotemplated microcellular biomorphic ceramics based on homogenization modelling.
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1. INTRODUCTION

Shape and topology optimization of devices and systems whose operating behaviour is described by partial differential equations or systems thereof is an important part of structural optimization with a very broad range of technologically relevant applications (cf. e.g. References [1–7]). These problems can be formulated as constrained optimization problems with typically non-convex objective functionals featuring both equality and inequality constraints on the state and design variables. After discretization, for instance by finite elements, one
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is led to a large scale non-linear programming problem so that efficient solution techniques are much required in order to achieve optimal designs in appropriate computational times. Traditional design strategies which treat the optimization and the numerical solution of the discretized state equations separately often do not satisfy this requirement. One is usually better off with a strategy that has become known as an all-in-one approach. Here, the numerical solution of the discretized state equations is an integral part of the optimization routine which can lead to significant savings in computational time (see Section 4 below). Within the class of all-in-one approaches, primal–dual Newton interior point methods have become very popular during recent years. In this paper, we will focus on the application of these methods to some selected structural optimization problems.

The paper is organized as follows. In Section 2, we will present two optimization problems in materials science. The first one deals with the topology optimization of electric drives for high power electromotors where the design objective is to minimize parasitic inductivities caused by eddy currents. Although there is a significant amount of literature on topology optimization in mechanical applications (cf. e.g. References [1,2] and the references cited therein), only little work has been done in the framework of electromagnetic devices and systems (see References [8–10]).

The second problem is concerned with the shape optimization of microcellular biomorphic SiC ceramics derived from natural wood by biotemplating. The design objective is to determine the microstructural geometric details in such a way that optimal performance is achieved. This is done by considering a homogenized mechanical model. We remark that the optimization of microstructured mechanical devices by the homogenization approach is well established (cf. e.g. References [1,11] for computational aspects).

In Section 3, we give a detailed presentation of primal–dual Newton interior point methods including a discussion of the iterative solution of the primal–dual system by transforming iterations and convergence monitoring by a watchdog strategy based on a hierarchy of appropriately chosen merit functions. Finally, in Section 4, we present some numerical results for the shape and topology problems under consideration.

2. SHAPE AND TOPOLOGY OPTIMIZATION PROBLEMS

2.1. Topology optimization in high power electronics

Converter modules are pulse width modulated electronic devices used as electric drives for high power electromotors. The range of applications is from energy generation and transmission to public transportation systems such as trams and high speed trains (see, e.g. Reference [12]).

The typical configuration of a converter module is displayed in Figure 1. The module consists of semiconductor devices (insulated gate bipolar transistors (IGBTs) and gate turn off thyristors (GTOs)) serving as valves for the electric currents. They are connected with each other as well as with the power source and the load by copper made bus bars. The \( N \) bus bars occupying a bounded domain \( \Omega := \bigcup_{v=1}^{N} \Omega_v \subset \mathbb{R}^3 \) contain several ports \( \Gamma_v \subset \Gamma = \partial \Omega, 1 \leq v \leq N \), on their surfaces where currents are either supplied or taken off the bars. The IGBTs and GTOs operate at switching times of less than 100 ns and currents in the range of several kiloamperes. Due to steep current ramps, parasitic effects caused by eddy currents
occur that lead to significant losses in the power transmission. Therefore, the designer’s goal is to provide an optimal distribution of the material in such a way that the total inductivity is minimized. The total inductivity can be described by a functional

\[
L(\sigma, \varphi, \mathbf{A}) := \left( \sum_{v, \mu, \beta} \int_0^T \left| L_{\nu \mu \beta}(t) \right|^2 \, dt \right)^{1/2}
\]

with the generalized transient inductivity coefficients

\[
L_{\nu \mu \beta}(t) := \sigma^{-1} \int_{\Omega} f(\varphi, \mathbf{A}, t) \, dx
\]

where \( \sigma \) is the electric conductivity serving as the design parameter and \( f \) depends on the electromagnetic potentials, namely the scalar electric potential \( \varphi \) and the magnetic vector potential \( \mathbf{A} \) which are the state variables. The design objective can thus be stated as the constrained non-linear optimization problem:

\[
\inf_{\sigma, \varphi, \mathbf{A}} L(\sigma, \varphi, \mathbf{A})
\]

where the potentials are subject to the potential formulation of the quasistationary limit of Maxwell’s equations (eddy current equations)

\[
\text{div}(\sigma \, \text{grad} \, \varphi) = 0 \quad \text{in} \ \Omega \tag{2}
\]

\[
\sigma \, \mathbf{n} \cdot \text{grad} \, \varphi = \begin{cases} -I_{\nu z}(t) & \text{on} \ \Gamma_{\nu z}, \\ 0 & \text{else} \end{cases} \tag{3}
\]

\[
\sigma \frac{\partial \mathbf{A}}{\partial t} + \text{curl} \, \mu^{-1} \, \text{curl} \, \mathbf{A} = \begin{cases} -\sigma \, \text{grad} \, \varphi & \text{in} \ \Omega \\ 0 & \text{in} \ \mathbb{R}^3 \setminus \Omega \end{cases} \tag{4}
\]

Note that \( \mu \) stands for the magnetic permeability and \( I_{\nu z}, \ 1 \leq v \leq N \) are the currents at the ports satisfying \( \sum_{v, z} I_{\nu z}(t) = 0 \).
We prescribe the total amount of material in terms of the design parameter $\sigma$ which leads to the additional global constraint

$$\int_{\Omega} \sigma \, dx = C$$

As far as the constraints for the design parameter is concerned, a natural idea would be to allow only the values $\sigma = 0$ (no material) and $\sigma = \sigma_{\text{max}}$ (conductivity of copper). This, however, gives rise to an ill-posed 0-1 optimization problem. Therefore, we consider relaxed constraints and allow the conductivities to vary between a small positive value $\sigma_{\text{min}} \ll 1$ and the maximum value $\sigma_{\text{max}}$

$$\sigma_{\text{min}} \leq \sigma \leq \sigma_{\text{max}}$$

On the other hand, in order to achieve a practical design, the extreme values $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$ should be enforced. To this end, we use a (simple isotropic material with penalization) (SIMP)-approach and scale the conductivity by means of

$$\eta(\sigma) = \left( \frac{\sigma - \sigma_{\text{min}} + \varepsilon}{\sigma_{\text{max}} - \sigma_{\text{min}}} \right)^m, \quad 0 < \varepsilon \ll 1$$

for some suitably chosen $m \geq 1$ (cf. e.g. Reference [13]). The larger the penalty parameter $m$ is chosen, the more $\sigma_{\text{min}}$ and $\sigma_{\text{max}}$ are enforced.

As far as the discretization is concerned, we use the backward Euler scheme in time and the lowest order curl-conforming edge elements of Nédélec’s first family (cf. Reference [14]) in space for the vector potential equation (4) both in the interior domain and in the exterior domain with an artificial boundary off the device. Equations (2) and (3) are discretized by lowest order non-conforming Crouzeix–Raviart elements. The design variable $\sigma$ is discretized by elementwise constants. We emphasize that the use of edge elements and non-conforming elements prevents checkerboard patterns in the design. We refer to References [15–17] for details including multigrid and domain decomposition methods for the efficient iterative solution of the discretized state equations.

2.2. Shape optimization in biomimetics

Biomimetics is a multidisciplinary science that tries to mimic the structural composition and functionality of biological objects (see, e.g. Reference [18]). An innovative technology in biomimetics is biotemplating which stands for the material synthesis of naturally grown materials like wood into microcellular ceramic composites that are used as highly porous, temperature resistant filters in chemical processing or as catalysts in automotive applications.

Biomorphic SiC–ceramic composites are manufactured from natural wood such as pine and beech by using liquid Si infiltration, Si–gas and SiO–gas infiltration, methyltrichlorosilane (MTS) and Si–polymer infiltration (cf. e.g. References [19–21]). The biotemplating process consists of two steps: a preprocessing step involving high temperature pyrolysis and a subsequent infiltration of the carbon preform by liquid or gaseous Si based materials (cf. Figure 2).

The lengths and widths of the struts can be controlled very precisely by tuning the process parameters of the infiltration process. Therefore, the design goal is to determine these microstructural geometric details in such a way that, depending on the application, the performance of the SiC ceramics is optimized. The optimal design of microstructured devices by
homogenization modelling is a technique in structural mechanics that has attracted a lot of attention during the past 15 years (cf. e.g. the pioneering work [1, 2, 22] for further references). Homogenization is performed to avoid a cost-prohibitive resolution of the microstructural details. The optimal design amounts to the solution of a shape optimization problem for the homogenized model where the design variables are the lengths and widths of the different layers forming the cell walls as well as the angle of rotation (orientation of the microcells with respect to the reference frame).

For the optimal structural design, a macroscopic scale model can be provided by assuming periodically distributed cells $Y$ consisting of an interior part treated either as a weak material or as a void (region $V$) surrounded by a layer of SiC (region $S$) and an outer layer of C (region $C$) (cf. Figure 3).

We assume linear elasticity and Hooke’s law as the constitutive equation and denote by $E_{x}=(E_{ijkl})$ the elasticity tensor and by $\sigma_{x}$, $e_{x}$ the stress and linearized strain tensor. The homogenization approach is based on a double scale asymptotic expansion (cf. e.g. Reference [23]) and results in the homogenized elasticity tensor $E^{H}=(E_{ijkl})$ with

$$E_{ijkl}^{H} = \frac{1}{|Y|} \int_{Y} \left( E_{ijkl}(y) - E_{ijpq}(y) \frac{\partial \zeta_{kl}}{\partial y_{q}} \right) dy$$ (8)
The tensor $\xi = (\bar{\xi}_{p}^{k'})$ with periodic components $\bar{\xi}_{p}^{k'} \in H^1_{\text{per}}(Y)$ satisfies
\[
\text{div}_y (E(y) - E(y) e_y (\bar{\xi}_{p}^{k'})) = 0
\] (9)
The design parameters $\bm{z}$ in the structural optimization are given by the widths and lengths of the layers and the angle of orientation with respect to the reference frame. The structural optimization in terms of the state variables $\bm{u}$ (displacements) and the design parameters $\bm{z}$ amounts to the solution of the non-linear minimization problem

\[
J(\bm{u}, \bm{z}) = \inf_{\bm{v}, \mu} J(\bm{v}, \mu)
\] (10)
subject to the constraints
\[
\int_{\Omega} E_{ijkl} u_{k,l} v_{i,j} \, dx = \int_{\Omega} \bm{f} \cdot \bm{v} \, dx + \int_{\Gamma_T} \bm{t} \cdot \bm{v} \, d\sigma
\] (11)
\[
\sum_{i=1}^{m} z_i = C_i, \quad c_i \leq z_i \leq C_i, \quad 1 \leq i \leq m
\] (12)
The objective functional $J$ is chosen according to specific objectives (e.g. maximal rigidity, bending strength, etc.) and (11) refers to the homogenized elasticity equation with $\bm{f}$ and $\bm{t}$ being exterior forces. In particular, if the objective is to maximize the rigidity (minimum compliance), $J$ is given by
\[
J(\bm{u}, \bm{z}) = \int_{\Omega} \bm{f} \cdot \bm{u} \, dx + \int_{\Gamma_T} \bm{t} \cdot \bm{u} \, d\sigma
\] (13)
For the discretization of the cell equation (9) and the state equations (11) (homogenized elasticity equations) we use conforming P1 finite element approximations with respect to simplicial triangulations of $Y$ and $\Omega$ (we refer to References [24–27] for details).

3. PRIMAL–DUAL NEWTON INTERIOR POINT METHODS

3.1. The general setting
The discretization of shape and topology optimization problems like those presented in Section 2 typically leads to constrained non-linear programming problems of the form
\[
\min_{x \in \mathbb{R}^n} f(x)
\] (14)
subject to the equality constraints
\[
h(x) = 0
\] (15)
and the inequality constraints
\[
g(x) \geq 0
\] (16)
where $f: \mathbb{R}^n \to \mathbb{R}$, $h: \mathbb{R}^n \to \mathbb{R}^\ell$, $\ell < n$, and $g: \mathbb{R}^n \to \mathbb{R}^m$. The objective and constraint functions are assumed smooth, non-linear, and not necessarily convex.
In the applications we have in mind, typically \( x = (x_1, x_2)^T \) with \( x_i \in \mathbb{R}^{n_i}, 1 \leq i \leq 2, \ n_1 + n_2 = n \), where \( x_1 \) represents the state variables and \( x_2 \) stands for the design parameters. We denote by
\[
F := \{ x \in \mathbb{R}^n \mid h(x) = 0, \ g(x) \geq 0 \}
\tag{17}
\]
the feasible set and by
\[
A(x) := \{ 1 \leq j \leq m \mid g_j(x) = 0 \}
\tag{18}
\]
the so-called active set, i.e. the set of indices for which equality holds true in (16). Moreover, the set
\[
G(x) := \bigcup_{j=1}^{\ell} \{ \nabla_x h_j(x) \} \cup \bigcup_{j \in A(x)} \{ \nabla_x g_j(x) \}
\tag{19}
\]
is referred to as the set of the gradients of the equality constraints and the active inequality constraints.

Coupling the constraints (15), (16) by Lagrange multipliers \( y \in \mathbb{R}^{\ell} \) and \( z \in \mathbb{R}^m_+ \) leads to the saddle point problem
\[
\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^{\ell}; z \in \mathbb{R}^m_+} L(x, y, z)
\tag{20}
\]
for the Lagrangian
\[
L(x, y, z) := f(x) + y^T h(x) - z^T g(x)
\tag{21}
\]
The first-order Karush–Kuhn–Tucker (KKT) conditions are given by
\[
\nabla_x L(x, y, z) = \nabla_x f(x) + \nabla_x h(x)y - \nabla_x g(x)z = 0 \tag{22}
\]
\[
h(x) = 0 \tag{23}
\]
\[
g(x) \geq 0, \quad z \geq 0, \quad z_j g_j(x) = 0, \quad 1 \leq j \leq m \tag{24}
\]
We remark that for \( x \in F \) strict complementarity holds true if
\[
z_j > 0, \quad j \in A(x) \tag{25}
\]
We further refer to \( \nabla_x^2 f \), \( \nabla_x^2 h_j \), \( 1 \leq j \leq \ell \), and \( \nabla_x^2 g_j \), \( 1 \leq j \leq m \), as the Hessians of \( f, h_j \), and \( g_j \), respectively, and to
\[
\nabla_x^2 L := \nabla_x^2 L(x, y, z) = \nabla_x^2 f(x) + \nabla_x^2 h(x)y - \nabla_x^2 g(x)z
\tag{26}
\]
as the Hessian of the Lagrangian. Denoting by \( J(x) \) the Jacobian of all constraints that are equal to zero at \( x \in \mathbb{R}^n \) and by \( N_J = N_J(x) \) a basis of the null space of \( J(x) \), the matrix
\[
N_J^T \nabla_x^2 LN_J
\tag{27}
\]
is said to be the reduced Hessian of the Lagrangian. The second-order KKT conditions then read
\[
w^T \nabla_x^2 Lw > 0, \quad w \in N_J(x) \tag{28}
\]
In general, the non-linear optimization problem (14)–(16) features a variety of stationary points, i.e. local minima and saddle points. The following classical result gives sufficient conditions for the existence and uniqueness of a local minimizer.

**Theorem 3.1**
Assume that for \( x^* \in \mathbb{R}^n \) there holds
- \( x^* \in F \) (feasibility),
- the vectors in \( G(x^*) \) are linearly independent (regularity),
- the first-order KKT conditions (22)–(24) are satisfied,
- strict complementarity (25),
- the Hessians \( \nabla^2 f, \nabla^2 h_j, 1 \leq j \leq \ell, \) and \( \nabla^2 g_j, 1 \leq j \leq m, \) exist at \( x^* \) and are locally Lipschitz-continuous,
- the second-order KKT conditions (28) for the reduced Hessian are satisfied.

Then, \( x^* \) is a locally unique minimizer of (14)–(16). Moreover, there exist \( y^* \in \mathbb{R}^\ell \) and \( z^* \in \mathbb{R}^m \) such that (22)–(24) hold true.

**Proof**
We refer to Reference [28].

### 3.2. The interior point approach

Primal–dual Newton methods for the numerical solution of (14)–(16) have been intensively studied during the past decade. The idea is to use a primal–dual approach for the inequality constraints and to apply Newton’s method to the first-order KKT conditions. They can be combined either with interior point methods (cf. e.g. References [29–35]) or with active set strategies (see References [36–39]). We note that for topology optimization of mechanical structures the interior point approach has been applied in Reference [40] to a convex–concave objective functional within the framework of semidefinite programming using a slightly modified MATLAB-routine for the numerical realization. The approach taken in this paper is quite different featuring a condensation of the primal–dual Hessian system with subsequent transforming null-space iterations applied to the condensed system.

The interior point approach is based on the classical logarithmic barrier functions

\[
B^{(p)}(x) := f(x) - p \log g(x)
\]

where \( p \in \mathbb{R}_+ \) is the barrier parameter. We are thus led to the parametrized family of equality constrained minimization subproblems

\[
\min_{x \in \mathbb{R}^n} B^{(p)}(x) \text{ subject to } h(x) = 0
\]

**Theorem 3.2**
Under the conditions of Theorem 3.1, for sufficiently small barrier parameter \( p \) the optimization problem (30) admits a unique isolated local minimum \( x^{(p)} \in \mathbb{R}^n \). The set \( \{x^{(p)} | p > 0\} \) is called the barrier trajectory or central path. We have

\[
x^{(p)} \to x^* \quad (p \to 0)
\]
Proof
The reader is referred to Reference [28].

Denoting the Lagrangian associated with (30) by

\[ L(p,x,y) := B(p)(x) + y^T h(x) \]

we consider the saddle point problem

\[
\min_{x \in \mathbb{R}^n} \max_{y \in \mathbb{R}^m} L(p,x,y)
\]

with the local solution \((x(p), y(p))^T \in \mathbb{R}^{n \times m} \). For the first-order KKT conditions we obtain

\[
\begin{pmatrix}
\nabla_x L(p,x,y)
\nabla_y L(p,x,y)
\end{pmatrix}
= \begin{pmatrix}
\nabla f(x) + \nabla h(x)y - \sum_{j=1}^m \frac{p}{g_j(x)} \nabla g_j(x)
\n\frac{p}{g_j(x)} h(x)
\end{pmatrix} = \begin{pmatrix}
0
0
\end{pmatrix}
\]

(32)

The convergence \(x(p) \to x^* (p \to 0)\) requires

\[ y(p) \to y^*, \quad \frac{p}{g_j(x(p))} \to z_j^*, \quad 1 \leq j \leq m \]

(33)

In order to avoid ill-conditioning of the Hessian \(\nabla^2 L(p,x,y)\) due to \(p/g_j(x(p))^2 \to \infty, 1 \leq j \leq m\), as \(p \to 0\), we introduce the auxiliary variable \(z := z(p) \in \mathbb{R}^m\) with

\[ z_j = z_j(p) := \frac{p}{g_j(x(p))}, \quad 1 \leq j \leq m \]

(34)

which is referred to as perturbed complementarity, since by (33) it converges to the Lagrangian multiplier for (16) at optimality.

Substituting \(p/g_j(x(p))\) in (32) by the perturbed complementarity \(z_j\) gives rise to

\[ \nabla_x L(p,x,y,z) := \nabla f(x) + \nabla h(x)y - \nabla g(x)z \]

(35)

with the associated first-order KKT conditions

\[
F(p,x,y,z) := \nabla L(p,x,y,z) = \begin{pmatrix}
\nabla f(x) + J_E^T y - J_I^T z
\n\frac{p}{g_j(x)} h(x)
\nD_g(x)z - pe
\end{pmatrix} = \begin{pmatrix}
0
0
0
\end{pmatrix}
\]

(36)

where \(J_E\) and \(J_I\) are the \(\ell \times n\) and \(m \times n\) Jacobians with respect to the equality constraints (15) and the inequality constraints (16), \(D_g := \text{diag}(g_j(x))^m_{j=1}\), and \(e := (1, \ldots, 1)^T \in \mathbb{R}^m\).

3.3. Newton’s method and the condensed primal–dual system

Setting \(\psi = (x,y,z)^T\) and applying Newton’s method to the first-order KKT conditions (36) results in the primal–dual system

\[ K \Delta \psi = -F(p)(\psi) \]

(37)
with the primal–dual matrix

\[
K = \begin{pmatrix}
\nabla^2 L^{(p)} & J_E^T & -J_I^T \\
J_E & 0 & 0 \\
J_I & 0 & D_\sigma^{-1}D_g \\
\end{pmatrix}
\]

(38)

where \( D_\sigma := \text{diag}(z_j(x))_{j=1}^{\text{m}} \). Since \( D_g \) is a diagonal matrix, one can easily perform block elimination of the Newton increment \( \Delta z \). This leads to the condensed primal–dual system

\[
\tilde{K} \begin{pmatrix} \Delta x \\ \Delta y \end{pmatrix} = - \begin{pmatrix}
\nabla f(x) + J_E^T y - pJ_I^T D_g^{-1} \xi \\
h(x) \\
\end{pmatrix}
\]

\[
\tilde{K} = \begin{pmatrix}
\nabla^2 L^{(p)} & J_E^T \\
J_E & 0 \\
\end{pmatrix}
\]

(39)

with the condensed primal–dual Hessian

\[
\nabla^2 L^{(p)} := \nabla^2 L^{(p)} + J_I^T D_g^{-1} D_\sigma J_I \\
\]

(40)

### 3.4. Iterative solution of the condensed primal–dual system

In the sequel, we will consider in some more detail the special case that we encounter for the finite element discretized shape and topology optimization problems of Section 2. We set \( x = (u, x)^T \) with the state variables \( u \in \mathbb{R}^{n_1} \) and the design parameters \( x \in \mathbb{R}^{n_2} \) and we assume the equality constraints (15) to be of the form

\[
h_1(u, x) := A(x)u - b \\
h_2(x) := k(x) - c
\]

(41)

(42)

Here, \( A(x) \in \mathbb{R}^{n_1 \times n_1} \) and \( b \in \mathbb{R}^{n_1} \) represent the stiffness matrix and the load vector of the discretized state equations whereas (42) with \( k: \mathbb{R}^{n_2} \rightarrow \mathbb{R} \) and \( c \in \mathbb{R}_+ \) stands for a global equality constraint on the design parameters. Note that equality constraint (41) is, in general, non-linear with respect to the design parameters \( x \).

As far as the inequality constraints (16) are concerned, we assume box constraints for the design parameters

\[
g_1(x) := x - x^\text{min}, \quad g_2(x) := x^\text{max} - x
\]

(43)

where \( x^\text{min}/\text{max} = (x_1^\text{min}/\text{max}, \ldots, x_n^\text{min}/\text{max})^T \in \mathbb{R}^{n_2} \).

Denoting by \( \zeta = (\lambda, \eta)^T \) with \( \lambda \in \mathbb{R}^{n_1} \) and \( \eta \in \mathbb{R} \) the Lagrange multipliers for the equality constraints (41) and (42) and by \( z = (v, w)^T \) with \( v, w \in \mathbb{R}^{n_2} \) the perturbed complementarity for the inequality constraints (43), the condensed primal–dual system takes the form

\[
\begin{pmatrix} K_{xx} & K_{xz} \\
K_{zx} & 0 \end{pmatrix} \begin{pmatrix} \Delta x \\ \Delta z \end{pmatrix} = - \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}
\]

(44)
with the $2 \times 2$ block matrices

$$K_{xx} := \begin{pmatrix} 0 & L^{(p)}_{u2} \\ L^{(p)}_{u2} & L^{(p)}_{x2} \end{pmatrix}, \quad K_{\hat{x}\hat{x}} := \begin{pmatrix} L^{(p)}_{u\hat{x}} & 0 \\ 0 & L^{(p)}_{\hat{x}\hat{x}} \end{pmatrix}, \quad K_{\hat{\xi}\hat{\xi}} := \begin{pmatrix} L^{(p)}_{\hat{\xi}\hat{x}} & L^{(p)}_{\hat{\xi}\hat{\eta}} \\ L^{(p)}_{\hat{\eta}\hat{x}} & L^{(p)}_{\hat{\eta}\hat{\eta}} \end{pmatrix}$$

and

$$b_1 := (\nabla_u L^{(p)}, \nabla_2 L^{(p)})^\top, \quad b_2 := (\nabla_2 L^{(p)}, \nabla_\eta L^{(p)})^\top$$

where

$$\hat{L}^{(p)}_{xx} := L^{(p)}_{xx} + D^{-1}_{y_1} D_v + D^{-1}_{y_2} D_w$$

$$\hat{\nabla}_2 L^{(p)} := \nabla_2 L^{(p)} + D^{-1}_{y_1} \nabla_\eta L^{(p)} - D^{-1}_{y_2} \nabla_\eta L^{(p)}$$

For the direct solution of the condensed primal–dual system one may use either range space methods or null space methods (cf. e.g. Reference [41]), a notion that can be adopted for iterative solvers. We use the null space formulation which can be obtained by regrouping the unknowns according to $\hat{x} = (u, \lambda)^\top$, $\hat{\xi} = (\xi, \eta)^\top$. This leads to the linear system

$$K \Delta \varphi := \begin{pmatrix} K_{\hat{x}\hat{x}} & K_{\hat{x}\hat{\xi}} \\ K_{\hat{x}\hat{\xi}} & K_{\hat{\xi}\hat{\xi}} \end{pmatrix} \begin{pmatrix} \Delta \hat{x} \\ \Delta \hat{\xi} \end{pmatrix} = \begin{pmatrix} \hat{b}_1 \\ \hat{b}_2 \end{pmatrix} =: d$$

(45)

where

$$K_{\hat{x}\hat{x}} := \begin{pmatrix} 0 & L^{(p)}_{u\hat{x}} \\ L^{(p)}_{u\hat{x}} & L^{(p)}_{\hat{x}\hat{x}} \end{pmatrix}, \quad K_{\hat{x}\hat{\xi}} := \begin{pmatrix} L^{(p)}_{u\hat{\xi}} & 0 \\ 0 & L^{(p)}_{\hat{\xi}\hat{x}} \end{pmatrix}, \quad K_{\hat{\xi}\hat{\xi}} := \begin{pmatrix} \hat{L}^{(p)}_{xx} & \hat{L}^{(p)}_{\hat{x}\hat{\eta}} \\ \hat{L}^{(p)}_{\hat{\eta}\hat{x}} & \hat{L}^{(p)}_{\hat{\eta}\hat{\eta}} \end{pmatrix}$$

$$\hat{b}_1 := (\nabla_u L^{(p)}, \nabla_\eta L^{(p)})^\top, \quad \hat{b}_2 := (\hat{\nabla}_2 L^{(p)}, \nabla_\eta L^{(p)})^\top$$

Note that $L^{(p)}_{u\hat{x}} = L^{(p)}_{\hat{x}\hat{x}} = A(\lambda)$ is the stiffness matrix and hence, the first diagonal block $K_{\hat{x}\hat{x}}$ is indefinite, but non-singular. The null space formulation (45) is solved by right transforming iterations as originally proposed in Reference [42] and applied to this kind of constrained minimization problems in References [17, 43–46]. An appropriate right transformation $K^R$ is of the form

$$K^R = \begin{pmatrix} I & 0 & -\hat{L}^{(p)}_{\hat{x}\hat{\eta}} \hat{L}^{(p)}_{\hat{x}\hat{x}} & 0 \\ 0 & I & -\hat{L}^{(p)}_{u\hat{x}} \hat{L}^{(p)}_{u\hat{\eta}} & 0 \\ 0 & 0 & I & 0 \\ 0 & 0 & 0 & I \end{pmatrix}$$

(46)

Here, $\hat{L}^{(p)}_{\hat{x}\hat{\eta}}$ is a suitably chosen preconditioner for the stiffness matrix. We may use an iterative solver based on multigrid and/or domain decomposition methods (cf. e.g. References [16, 17]).
Note that $K^R$ gives rise to the splitting $KK^R = M_1 - M_2$ with $M_2 \sim 0$:

$$KK^R = \begin{pmatrix} 
0 & L_{ax}^{(p)} & 0 & 0 \\
L_{ax}^{(p)} & 0 & 0 & 0 \\
L_{ax}^{(p)} & L_{az}^{(p)} & S & L_{az}^{(p)} \\
0 & 0 & L_{ax}^{(p)} & 0 
\end{pmatrix} - \begin{pmatrix} 
0 & 0 & L_{ax}^{(p)} - L_{ax}^{(p)}L_{ax}^{(p)} - L_{ax}^{(p)} & 0 \\
0 & 0 & L_{az}^{(p)} - L_{ax}^{(p)}L_{az}^{(p)} - L_{az}^{(p)} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{pmatrix} =: M_1 - M_2$$

where

$$\tilde{S} := \tilde{L}_{ax}^{(p)} - L_{ax}^{(p)}L_{ax}^{(p)} - L_{ax}^{(p)} - L_{az}^{(p)}L_{az}^{(p)} - L_{az}^{(p)}$$

The right transforming iteration is then given by

$$\Delta \rho^\text{new} := \Delta \rho^\text{old} + K^R M_1^{-1}(d - K \Delta \rho^\text{old})$$

which requires the solution of a block system with the block coefficient matrix $M_1$ (see References [45,46] for details). In practice, only a few numbers of such iterations are necessary to find the increments of the primal and dual variables $\Delta u, \Delta x, \Delta \lambda, \Delta \eta$. The increments of $v$ and $w$ are then easily obtained by means of

$$\Delta v = D_{g_1}^{-1}(-\nabla_v L^{(p)} - D_v \Delta x), \quad \Delta w = D_{g_2}^{-1}(-\nabla_w L^{(p)} + D_w \Delta x)$$

### 3.5 Steplength selection and convergence monitoring

Once the Newton increments have been determined, we select suitable steplengths by computing different steplengths for primal feasibility $x = (u, z)^T$ and perturbed complementarity $z = (v, w)^T$ whereas for dual feasibility $y = (\lambda, \eta)^T$ we use the same steplengths as for perturbed complementarity [46]:

$$x \mapsto x + \tau \Delta x, \quad y \mapsto y + \gamma \Delta y, \quad z \mapsto z + \gamma \Delta z$$

$$\tau := \min(1, \theta \tilde{\tau}), \quad \gamma := \min(1, \theta \tilde{\gamma}), \quad \theta := 1 - \min(10^{-2}, 100 \rho^2)$$

$$\tilde{\tau} := \max\{\tau | \alpha_j^{\min} \leq x_j + \tau(\Delta x)_j \leq \alpha_j^{\max}, 1 \leq j \leq n_2\}$$

$$\tilde{\gamma} := \min(\hat{\gamma}_v, \hat{\gamma}_w), \quad \begin{cases} 
\hat{\gamma}_v := \max\{\gamma | v + \gamma \Delta v \geq 0\} \\
\hat{\gamma}_w := \max\{\gamma | w + \gamma \Delta w \geq 0\}
\end{cases}$$

Finally, an update of the dual variables is performed by solving the least-squares problem

$$\arg\min_y \|\nabla f(x) + L_E^T y - L_1^T z\|_2$$

with $L_E$ and $L_1$ given by

$$L_E := \begin{pmatrix} 
L_{ax}^{(p)} & L_{ax}^{(p)} \\
0 & L_{ax}^{(p)} 
\end{pmatrix}, \quad L_1 := \begin{pmatrix} 
0 & I \\
0 & -I 
\end{pmatrix}$$
The convergence is tested by a watchdog strategy originally proposed in Reference [47]. We follow Reference [32] and choose a hierarchy of two merit functions, a primary merit function and a secondary merit function. The primary merit function is chosen by means of the logarithmic barrier functions and an augmented Lagrangian term with a penalty parameter $p_A > 0$ that can force the increment $\Delta x$ to become a descent direction:

$$F_1^{(p)}(x, y, p_A) := f(x) - p \sum_{i=1}^{n} \sum_{j=1}^{m} \log g_{i,j}(x) + y^T h(x) + \frac{1}{2} p_A h(x)^T h(x)$$

where according to (41)–(43) we have

$$h(x) := (h_1(x), h_2(x))^T, \quad h_1(x) := A(x)u - b, \quad h_2(x) := k(x) - c$$
$$y := (\lambda, \eta)^T, \quad g_1(x) := x - x^\text{min}, \quad g_2(x) := x^\text{max} - x$$

The secondary merit function

$$F_2^{(p)}(x, y, z) := \|F^{(p)}(x, y, z)\|_2$$

is chosen as the Euclidean norm of the residual $F^{(p)}(x, y, z)$ with respect to the first-order KKT conditions. The watchdog strategy is executed as follows. The primary merit function is tested. If it does not decrease, we switch to the secondary merit function. However, if for a maximum number of $n_W$ iterations the primary merit function has not decreased, we choose $p_A$ large enough to ensure progress with regard to $F_1^{(p)}$.

As far as the choice of the barrier parameter $p$ is concerned, we follow the approach suggested in Reference [32]. Depending on the number of subiterations for the line search, $p$ is reduced rapidly close to the solution (measured in terms of the secondary merit function) and only moderately, otherwise (for details cf. also Reference [45]).

4. NUMERICAL RESULTS

In this section we report on some numerical results obtained by the application of the primal–dual Newton interior point methods, as outlined in the previous section, to the topology optimization problem in high power electronics and the shape optimization problem in biomimetics presented in Section 2.

In case of the topology optimization of converter modules, the computed design can be visualized by a grey-scale ranging from black ($\sigma = \sigma_{\text{max}}$) to white ($\sigma = \sigma_{\text{min}}$) which means that the black region indicates the area where material should be placed. Figure 4 displays the results in a 2D situation (3 contacts (left) and 6 contacts (right)) where the design objective is to minimize the total amount of dissipated electric energy (in both cases the penalization parameter in the SIMP-approach has been chosen as $m = 2$).

The performance of the primal–dual Newton interior point algorithm is illustrated in Table I containing the number $N_c$ of contacts, the number $N_E$ of elements used in the discretization, the number iter of iterations to achieve convergence, the last value of the barrier parameter $p$, the final values of the primary merit function $F_1^{(p)}$ as well as of the secondary merit function $F_2^{(p)} := \|F^{(p)}\|_2$ and the $\|z\|_2$-norm of the perturbed complementarity $z = (v, w)^T$ at the last iteration. As stopping criterion we have used $F_2^{(p)} < \text{tol} := 10^{-8}$ or $p < \text{tol}^2$ or iter $> 100$. 
In the 3D case, we get similar grey-scales which have to be postprocessed to meet technological requirements (e.g. holes). Figure 5 shows the postprocessed optimal distribution of the material in a single bus bar along with a visualization of the distribution of the eddy currents.

We were able to compute a local minimum which gave rise to a reduction of the parasitic inductivities by a margin between 10 and 20% depending on the operating conditions. More-
over, compared to traditional design strategies, the primal–dual approach led to a reduction of the computational time by a factor between 20 and 30. For more details the reader is referred to References [17, 44, 45, 48].

In case of the structural optimization of biotemplated microcellular SiC ceramics, the widths and lengths of the layers (void, SiC, and C) and the angle of rotation with respect to the reference frame determine the mechanical behaviour of the workpiece. For the cell rotation, an analytical expression for the dependence of the homogenized elasticity coefficients on this design parameter is known, but for the widths and lengths of the different layers such an expression is not available. It has to be provided by computing the coefficients for different values of these design parameters and then to use multidimensional interpolation techniques. Figure 6 shows the dependence of the homogenized elasticity coefficients on the density (determined by the widths and lengths of the layers) and the angle of rotation in case of a circle as the cross section of the original wood structure. The knowledge of these dependencies then allows us to invoke the primal–dual approach described in the previous section (for details we refer to References [25–27, 46]).

Table II displays the convergence history of the primal–dual Newton interior point method where the objective is minimal compliance (maximal stiffness) in case the cell wall only consists of two layers. Again, $N_E$ refers to the number of finite elements used for the discretization of the homogenized model, iter is the number of iterations needed for convergence, $x_1$ and $x_2$ are the computed optimal lengths of the C- and SiC-layers, $p$ is the last value of the barrier parameter, $\mathcal{F}_1(p)$ and $\mathcal{F}_2(p)$ are the final values of the primary and secondary merit function.

<table>
<thead>
<tr>
<th>$N_E$</th>
<th>iter</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$p$</th>
<th>$\mathcal{F}_1(p)$</th>
<th>$\mathcal{F}_2(p)$</th>
<th>$|z|_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>11</td>
<td>4.4E-13</td>
<td>0.2</td>
<td>1.9E-13</td>
<td>1.33</td>
<td>2.9E-6</td>
<td>E-11</td>
</tr>
<tr>
<td>160</td>
<td>19</td>
<td>8.1E-16</td>
<td>0.2</td>
<td>2.5E-25</td>
<td>0.84</td>
<td>2.9E-8</td>
<td>E-13</td>
</tr>
<tr>
<td>640</td>
<td>14</td>
<td>7.7E-10</td>
<td>0.199</td>
<td>9.1E-17</td>
<td>0.018</td>
<td>2.7E-5</td>
<td>E-09</td>
</tr>
<tr>
<td>1048</td>
<td>11</td>
<td>4.6E-14</td>
<td>0.2</td>
<td>3.1E-22</td>
<td>0.53</td>
<td>4.5E-7</td>
<td>E-12</td>
</tr>
<tr>
<td>2560</td>
<td>11</td>
<td>1.9E-16</td>
<td>0.2</td>
<td>1.1E-26</td>
<td>0.78</td>
<td>6.7E-9</td>
<td>E-14</td>
</tr>
<tr>
<td>3712</td>
<td>11</td>
<td>3.9E-13</td>
<td>0.2</td>
<td>1.9E-10</td>
<td>0.49</td>
<td>1.5E-6</td>
<td>E-11</td>
</tr>
<tr>
<td>8704</td>
<td>11</td>
<td>3.7E-13</td>
<td>0.2</td>
<td>6.6E-21</td>
<td>0.29</td>
<td>1.1E-6</td>
<td>E-11</td>
</tr>
<tr>
<td>14848</td>
<td>12</td>
<td>5.3E-13</td>
<td>0.2</td>
<td>8.3E-19</td>
<td>0.81</td>
<td>1.7E-6</td>
<td>E-11</td>
</tr>
</tbody>
</table>
and $\|z\|_2$ is the norm of the perturbed complementarity $z = (v, w)^T$ at the last iteration. The stopping criterion for the algorithm was the same as in the first example.

We note that in case the lower bound for $z_1$ is $z_1^{\text{min}} = 0$, maximal stiffness is achieved, if the carbon preform completely reacts with the infiltrated silicon (i.e. if the cell wall completely consists of SiC). This is physically reasonable due to the mechanical properties of C and SiC. In this case, an alternative algorithmic approach is to symmetrize the primal–dual Hessian which practically amounts to the application of a preconditioned conjugate gradient iteration (with, e.g. incomplete Cholesky decomposition as a preconditioner) applied to the homogenized equilibrium problem.
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