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Abstract. Given a set of scenarios, we answer the question whether this set equals the set of all executions of a Petri net.

Formally, scenarios are expressed by (isomorphism classes of) labelled partial orders (LPOs), also known as pomsets or partial words. An LPO is an execution of a Petri net if it is a sequentialization of an LPO generated by a process of the net. We propose a definition of regions for a set of LPOs, i.e. for a partial language. Given a partial language of scenarios, we prove a necessary and sufficient condition (based on regions) for the partial language of scenarios to be the partial language of executions of a place/transition Petri net. Finally, we prove our notion of regions to be consistent with the notion of regions of trace languages.

1 Introduction

Scenario based specifications of information systems become recently very popular both in theory and practice, see e.g. [16]. There are approaches which concentrate on scenario mining [1, 2]. There are also several methods for the synthesis of a system model from a set of scenarios (see e.g. [23, 15, 3, 28, 7, 8] for some of them), the scenario based verification of the system model ([21, 9]), and for test generation and validation purposes ([22]). They differ mostly in the formalisms used for scenarios and the system model. In this paper, we consider place/transition Petri nets (p/t-nets) as system models.

The simplest way to describe scenarios for p/t-nets is to use sequences of fired transitions. Thus, the set of scenarios specifying the system can be described by a formal language over the set of transitions or by a transition system. For this kind of specifications the synthesis problem is solved using the theory of regions [3, 6, 7, 8, 5, 4, 25]. However, sequences lack any information about independence between occurring events and Petri nets are popular mainly because they allow to easily describe their non-sequential behavior and concurrency of occurring events.

There are several different ways how to formalize the non-sequential behavior of Petri nets, most of them based on a partial order between events labelled by transitions. In such a partial order, an ordering of events a and b expresses that the occurrence of a precedes the occurrence of b. The absence of an ordering expresses their concurrent (independent) occurrence.
The probably most common way to express the partial order based behavior of Petri nets is by labelled causal (occurrence) nets and processes [12, 13]. Dropping the conditions and keeping the events in a process leads to a labelled partial order (LPO), called run. Runs capture the causal ordering of events. Naturally, events which are independent can occur sequentially in any order. Thus, adding order to a run still leads to a possible execution. For example, any occurrence sequence of transitions, which can be seen as a labelled total order, sequentializes a run. Generalizing this relationships, any LPO which sequentializes a run, is a possible execution of the net.

A partial order based semantics can also be defined through sequences of (concurrent) steps of transitions. A step of transitions is a multi-set of transitions. It is enabled in a marking, if there are enough tokens to fire all transitions concurrently, where a transition can be contained in a step more than once (auto-concurrency). The non-sequential behavior of p/t-nets can be described by step transition systems. A region based characterization of those step transition systems describing the non-sequential behavior of p/t-nets was given in [24]. The notion of enabled steps of transitions leads to the notion of enabled LPOs: Given a partial order of events labelled by transitions, it is said to be enabled to occur if the following condition is satisfied for every cut (i.e. for every maximal set of independent events) [14]: If all the events before the cut have occurred, then in the reached marking the step of transitions determined by the cut is enabled to occur. It was proven in [20, 29] that an LPO is an execution if and only if it is enabled.

There are also other descriptions of the non-sequential behavior of Petri nets. For example, one can take step sequences and relate them via an equivalence, getting so called traces. A region based characterization of trace languages which describe the non-sequential behavior of p/t-nets was given in [17].

Because the identity of vertices (events) of LPOs is not important, it is usual to distinguish LPOs only up to isomorphism. An isomorphism class of LPOs can be also understood as a partial word (over a set of labels), similarly as a labelled total order (a sequence) is understood as a (total) word [14]. A set of LPOs (over a set of labels) is called a partial language (over a set of labels). Another view is to understand isomorphism classes of LPOs as pomsets (partially ordered multi-sets of labels) [27].

In [14] Grabowski characterizes partial languages of executions of 1-safe Petri nets. In case of p/t-nets, there is no characterization of partial languages of executions similar to those based on regions for total languages or trace languages. In this paper, we fill this gap.

In [18] we gave a characterization of p/t-net executions based on so called token flow functions. Roughly speaking, a token flow function labels any arc connecting an event $a$ with an event $b$ in an LPO by the number of tokens produced by the occurrence of $a$ which are consumed by the occurrence of $b$ in a fixed place $p$. For each event the sum of token numbers annotated to its outgoing arcs defines the outgoing token flow (w.r.t. $p$). The sum of token numbers annotated to ingoing arcs defines its ingoing token flow (w.r.t. $p$). Given a p/t-net, we formulated a necessary and sufficient condition for the executability of an LPO, called the token flow property. An LPO fulfills the token flow property w.r.t. to a marked p/t-net if and only if for every place $p$ there exists a token flow function of the LPO satisfying the following: for every event, its outgoing token flow (w.r.t. $p$) does not exceed the number of tokens produced by the
corresponding transition, provided that for every event its ingoing token flow (w.r.t. \( p \)) equals the number of tokens consumed by the corresponding transition of the p/t-net.

The notion of regions presented in this paper is based on the extension of the notion of token flow functions from single LPOs to partial languages of LPOs. Regions are exactly those extended token flow functions, for which there is an upper bound for the outgoing token flows of events and equally labelled events have equal ingoing token flows. Given a set of scenarios in form of a partial language of LPOs, its regions are used to define its so called associated p/t-net: The regions form the set of places and the event labels form the set of transitions. Given a region \( r \) and a transition \( t \), the ingoing token flow of events labelled by \( t \) defines the weight of the arc connecting \( r \) with \( t \), and the maximum of all outgoing token flows of events labelled by \( t \) defines the weight of the arc connecting \( t \) with \( r \).

As the main result of the paper, we show that a partial language \( \mathcal{L} \) of LPOs equals the partial language of executions of a p/t-net if and only if all executions of the associated p/t-net belong to \( \mathcal{L} \). We also prove that our notion of regions is consistent with the notion of regions for trace languages as given in [17].

The main result of this paper is a step towards the synthesis of p/t-nets from sets of scenarios. It is also a step towards the synthesis of p/t-nets from incomplete sets of scenarios \( \mathcal{L} \), since the p/t-net associated to \( \mathcal{L} \) can be considered as the net with the "smallest" behavior including \( \mathcal{L} \). The necessary steps to derive synthesis algorithms, namely a finite representation of an infinite set of scenarios and a necessary and sufficient condition for existence of a finite representation of the (possibly) infinite set of regions are discussed in the conclusion (Section 4).

The rest of the paper is organized as follows: In Section 2 we state basic mathematical notations and give the definitions of LPOs and of syntax and semantics of p/t-nets. In Section 3 we briefly restate the definitions and results from [18], define regions of partial languages, prove a characterization of partial languages of executions of p/t-nets based on this notion of regions and finally show that our notion of regions is consistent with the notion of regions of trace languages as presented in [17].

2 Preliminaries

2.1 Mathematical Notations

By \( \mathbb{N} \) we denote the nonnegative integers. Given a function \( f \) from \( A \) to \( B \) and a subset \( C \) of \( A \) we write \( f|_C \) to denote the restriction of \( f \) to the set \( C \). By \( \text{id}_A \) we denote the identity function on a set \( A \), and by \( 1_X \) we denote the characteristic function of a subset \( X \subseteq A \) (given by \( 1_X(a) = 1 \) for \( a \in X \) and \( 1_X(a) = 0 \) otherwise). Given a finite set \( A \), the symbol \( |A| \) denotes the cardinality of \( A \). The set of all subsets of a set \( A \) we denote by \( 2^A \). The set of all multi-sets over a set \( A \) is the set \( \mathbb{N}^A \) of all functions \( f : A \to \mathbb{N} \). We do not distinguish between a subset \( X \subseteq A \) and the multi-set \( 1_X \). Addition \( + \) on multi-sets is defined as usual by \( (m + m')(a) = m(a) + m'(a) \). We also write \( \sum_{a \in A} m(a)a \) to denote a multi-set \( m \) over \( A \). Given a binary relation \( R \subseteq A \times A \) over a set \( A \), the symbol \( R^+ \) denotes the transitive closure of \( R \), and \( R^* \) the reflexive transitive closure of \( R \).
2.2 Labelled Partial Orders

In this subsection we recall the definition of labelled partial orders (LPOs). It is based on the notion of directed graphs. A directed graph is a pair $(V, \rightarrow)$, where $V$ is a finite set of nodes and $\rightarrow \subseteq V \times V$ is a binary relation over $V$ called the set of arcs. As usual, given a binary relation $\rightarrow$, we write $a \rightarrow b$ to denote $(a, b) \in \rightarrow$.

**Definition 1 (Labelled partial order)**

A partial order is a directed graph $po = (V, <)$, where $<$ is an irreflexive and transitive binary relation on $V$. A labelled partial order (LPO) is a triple $lpo = (V, <, l)$, where $(V, <)$ is a partial order, and $l : V \rightarrow T$ is a labelling function with set of labels $T$.

Two nodes $v, v' \in V$, $v \neq v'$, of a partial order $(V, <)$ are called independent if $v \nless v'$ and $v' \nless v$. By $co \subseteq V \times V$ we denote the set of all pairs of independent nodes of $V$.

A co-set is a subset $C \subseteq V$ fulfilling: $\forall x, y \in C$ : $x \nless y$. A cut is a maximal co-set. If $co$ is transitive, then the partial order $(V, <)$ is called stepwise linear.

For a co-set $C$ of a partial order $(V, <)$ and a node $v \in V \setminus C$ we write $v < C$, if $v < s$ for an element $s \in C$, and $vcoC$, if $vco s$ for all elements $s \in C$. For two co-sets $C', C$ we write $C' < C$, if $s' < C$ for all elements $s' \in C'$.

For each co-set $C$ of $(V, <)$ the partial order $(V', < |_{V' \times V'})$ with $V' = \{ v \in V | v < C \} \cup C$ is called prefix of $(V, <)$.

**Definition 2 (Sequentialization, step-linearization)**

*Given two partial orders $po_1 = (V, <_1)$ and $po_2 = (V, <_2)$, we say that $po_2$ is a sequentialization of $po_1$ if $<_1 \subseteq <_2$, and a proper sequentialization if additionally $<_1 \neq <_2$.*

*If $po_2$ is stepwise linear and a sequentialization of $po_1$, the $po_2$ is called a step-linearization of $po_1$.*

We use the above definitions for partial orders also for labelled partial orders. If $X$ is the set of labels of $lpo = (V, <, l)$, i.e. $l : V \rightarrow X$, then for a set $V' \subseteq V$, we define the multi-set $|V'|_l \subseteq NX$ by $|V'|_l(x) = |\{ v \in V | v \in V' \land l(v) = x \}|$.

In the case, an LPO $lpo = (V, <, l)$ is stepwise linear, the relation $co \cup \{(v, v) | v \in V\}$ is an equivalence relation on $V$. By $[v]_co$ we denote the equivalence classes of this equivalence relation. Let $\{ [v]_co | v \in V \} = \{ \nu_1, \ldots, \nu_k \}$ such that $i < j \implies \nu_i < \nu_j$. Then $[\nu_1]_l \ldots [\nu_k]_l$ is the step sequence of $lpo$.

We will often consider LPOs only up to isomorphism. As usual, two LPOs $(V, <, l)$ and $(V', <', l')$ are called isomorphic, if there is a bijective mapping $\psi : V \rightarrow V'$ such that $l(v) = l'(\psi(v))$ for $v \in V$, and $v < w \iff \psi(v) <' \psi(w)$ for $v, w \in V$. By $[lpo]$ we will denote the set of all LPOs isomorphic to $lpo$. The LPO $lpo$ is said to represent the isomorphism class $[lpo]$.

**Definition 3 (Partial language).** Let $T$ be a set. A subset $L \subseteq \{ [lpo] | lpo$ is an LPO with set of labels $T \}$ is called partial language over $T$.

2.3 Place/Transition-Nets

In this subsection we give the definitions of p/t-nets and their semantics based on processes and labelled partial orders (also known as partial words [14] or pomsets [27]).
The syntax of p/t-nets is based on the notion of nets. A net is a triple \((P, T, F)\), where \(P\) is a (possibly infinite) set of places, \(T\) is a finite set of transitions satisfying \(P \cap T = \emptyset\), and \(F \subseteq (P \times T) \cup (T \times P)\) is a flow relation.

Let \(x \in P \cup T\). The preset \(\text{pres}(x)\) of \(x\) is the set \(\{y \in P \cup T \mid (y, x) \in F\}\). The postset \(\text{post}(x)\) of \(x\) is the set \(\{y \in P \cup T \mid (x, y) \in F\}\). Given a set \(X \subseteq P \cup T\), this notation is extended by \(\text{pres}(X) = \bigcup_{x \in X} \text{pres}(x)\) and \(\text{post}(X) = \bigcup_{x \in X} \text{post}(x)\). For technical reasons, we consider only nets in which every transition has a nonempty preset and postset.

**Definition 4 (Place/transition net)**

A place/transition-net (shortly p/t-net) \(N\) is a quadruple \((P, T, F, W)\), where \((P, T, F)\) is a net, and \(W : F \rightarrow \mathbb{N}^+\) is a weight function.

We extend the weight function \(W\) to pairs of net elements \((x, y) \in (P \times T) \cup (T \times P)\) with \((x, y) \notin F\) by \(W((x, y)) = 0\).

A marking of a net \(N = (P, T, F, W)\) is a function \(m : P \rightarrow \mathbb{N}\), i.e. a multi-set over \(P\). A marked p/t-net is a pair \((N, m_0)\), where \(N\) is a p/t-net, and \(m_0\) is a marking of \(N\), called initial marking.

We omit the semantics of a p/t-net \(N = (P, T, F, W)\) based on occurrence sequences and step sequences. The semantics of p/t-nets based on processes is defined using occurrence nets. An occurrence net is a net \(O = (B, E, G)\) such that \(|\text{pres}(b)|, |\text{post}(b)| \leq 1\) for every \(b \in B\) (i.e. places are unbranched), and \(O\) is acyclic (i.e. \(G^+\) is a partial order). Places of an occurrence net are called conditions and transitions of an occurrence net are called events.

The set of conditions of an occurrence net \(O = (B, E, G)\) which are minimal (maximal) according to \(G^+\) is denoted by \(\text{Min}(O)\) (\(\text{Max}(O)\)). Clearly, \(\text{Min}(O)\) and \(\text{Max}(O)\) are cuts w.r.t. \(G^+\) (recall that events have nonempty pre- and postsets by assumption).

**Definition 5 (Process)**

Let \((N, m_0)\) be a marked p/t-net, \(N = (P, T, F, W)\). A process of \((N, m_0)\) is a pair \(K = (O, \rho)\), where \(O = (B, E, G)\) is an occurrence net and \(\rho : B \cup E \rightarrow P \cup T\) is a labelling function, satisfying:

1. \(\rho(B) \subseteq P\) and \(\rho(E) \subseteq T\),
2. \(\forall e \in E, \forall p \in P : |\{b \in \text{pres}(e) \mid \rho(b) = p\}| = W((p, \rho(e)))\) and \(\forall e \in E, \forall p \in P : |\{b \in \text{post}(e) \mid \rho(b) = p\}| = W((\rho(e), p))\), and
3. \(\forall p \in P : |\{b \in \text{Min}(O) \mid \rho(b) = p\}| = m_0(p)\).

**Definition 6 (Run, Execution)**

Let \(K = (O, \rho)\), \(O = (B, E, G)\), be a process of a marked p/t-net \((N, m_0)\). Then \(\text{lpo}_K = (G^+, |E \times B, \rho| E)\) is called run of \((N, m_0)\) representing \(K\).

A run \(\text{lpo}\) of \((N, m_0)\) is said to be minimal, if \(\text{lpo}\) is not a proper sequentialization of a run \(\text{lpo}'\).

A sequentialization \(\text{lpo}\) of a run \(\text{lpo}'\) of \((N, m_0)\) is called an execution of \((N, m_0)\).

If \(\text{lpo}\) is an execution of \((N, m_0)\), then the isomorphism class \([\text{lpo}]\) is also called execution of \((N, m_0)\). Denote \(\mathcal{Lpo}(N, m_0) = \{[\text{lpo}] \mid \text{lpo execution of } (N, m_0)\}\) the partial language of executions of a marked p/t-net \((N, m_0)\).

Another definition of the non-sequential semantics of p/t-nets is given by the notion of enabled LPOs:
Definition 7 (Enabledness). Let \((N, m_0)\) be a marked p/t-net, \(N = (T, P, F, W)\). An LPO \(lpo = (V, :, l)\) with \(l : V \to T\) is called enabled (to occur) w.r.t. \((N, m_0)\) if for every cut \(C\) of \(lpo\) and every \(p \in P\):

\[
m_0(p) + \sum_{v \in V \land : v < C} (W(((l(v), p)) - W((p, l(v)))) \geq \sum_{v \in C} W((p, l(v))).
\]

Its occurrence leads to the marking \(m'\) given by \(m'(p) = m(p) + \sum_{v \in V} (W(((l(v), p)) - W((p, l(v))))\) for \(p \in P\).

An isomorphism class \([lpo]\) is called enabled w.r.t. a marked p/t-net \((N, m_0)\), if \(lpo\) is enabled w.r.t. \((N, m_0)\). An important result relating the notions of enabled LPOs and executions was proven in [20, 29].

Theorem 1. Let \((N, m_0)\) be a marked p/t-net. An LPO \(lpo\) is enabled w.r.t. \((N, m_0)\) if and only if \(lpo\) is an execution of \((N, m_0)\).

3 Synthesis of p/t-Nets

In this section, we first recall an alternative characterization of LPOs to be an execution called token flow property, we presented in [18]. We then discuss the formal problem setting of p/t-net synthesis from a given partial language. After that, we propose a notion of regions of partial languages and derive a characterization of those partial languages which allow a p/t-net synthesis. Finally, we establish the relationship between our notion of regions and the definition of regions of a trace language as defined in [17].

3.1 Token Flow Property

There is another characterization of LPOs to be executions of a marked p/t-net called token flow property. For motivation purposes we shortly recall the basic definitions and results.

Fix a marked p/t-net \((N, m_0)\) and a place \(p\) of \(N = (P, T, F, W)\). Given an LPO \(lpo = (V, :, l)\) with \(l(V) = T\) we assign non-negative integers to its edges through a so called token flow function. The aim is to find a token flow function \(x\) assigning values \(x((v, v'))\) to edges \((v, v')\) in such a way that there is a process with exactly \(x((v, v'))\) post-conditions of \(v\) labelled by \(p\) which are also pre-conditions of \(v'\). Thus, such a token flow function of \(lpo\) abstracts from the individuality of conditions of a process and encodes the flow relation of this process by natural numbers. Clearly, finding such a token flow function for every place means that \(lpo\) is a sequentialization of the run representing this process. In order to simplify the formal definition of the token flow property, let us define an extension of \(lpo = (V, :, l)\) by adding an initial node which is smaller than all nodes from \(V\) and is labelled by a new label. It represents a transition producing the initial marking and helps to avoid several case differentiations in the following definitions.

Definition 8 (0-extension, of an LPO). Let \(lpo = (V, :, l)\) be a LPO. Then an LPO \(lpo^0 = (V^0, :, l^0)\), where \(V^0 = (V \cup \{v_0\})\) with \(v_0 \notin V\), \(= \cup \{v_0\} \times V\), and \(l^0(v_0) \notin l(V)\) and \(l^0|_V = l\), is called 0-extension of \(lpo\).
We denote for an LPO \( \text{lp} = (V, <, l) \), a function \( x : < \to \mathbb{N} \) and \( v \in V \):

- \( In(v, x) = \sum_{v' < v} x((v', v)) \).
- \( Out(v, x) = \sum_{v < v'} x((v, v')) \).

**Definition 9 (Token flow function, of an LPO).** Let \( \text{lp} = (V, <, l) \) be an LPO and \( \text{lp}^0 = (V^0, <^0, l^0) \) be a 0-extension of \( \text{lp} \). A function \( x : <^0 \to \mathbb{N} \) is called token flow function of \( \text{lp} \), if it satisfies the following property:

\[ (Tff) \quad \text{if } x \text{ is consistent with the labelling } l \text{ in the following sense:} \]

\[ \forall v, v' \in V^0 : l(v) = l(v') \implies In(v, x) = In(v', x). \]

We denote \( In(v, x) \) the intoken flow of \( v \) w.r.t. \( x \) and \( Out(v, x) \) the outtoken flow of \( v \) w.r.t. \( x \) for \( v \in V \).

**Example 1.** Figure 1 shows a p/t-net, a process of this p/t-net and a 0-extension \( \text{lp}^0 \) of the run representing this process. The LPO \( \text{lp}^0 \) has annotated a token flow function. Its intoken flow (outtoken flow) equals 0 (2) for the \( a \)- and \( b \)-labelled node, resp. 2 (0) for the \( c \)-labelled nodes.

This definition differs from that in [18]. While in [18] token flow functions were defined as general as possible, we here additionally require property \((Tff)\). This is more intuitive and does not restrict the setting or change the argumentations, since \((Tff)\) is implicitly contained in the token flow property defined below. Each process of a marked p/t-net defines a token flow function of the run representing this process in the following way:

Let \( K = (O, \rho) \) be a process of a marked p/t-net \((N, m_0)\) with \( O = (B, V, G) \) and let \( \text{lp} = (V, <, l) \) be the run representing \( K \). Let \( \text{lp}^0 = (V^0, <^0, l^0) \) be a 0-extension of \( \text{lp} \). Denote \( v^*_0 = \text{Min}(O) \). We define for every place \( p \in P \) the canonical token flow function \( x_p : <^0 \to \mathbb{N} \) of \( \text{lp} \) w.r.t. \( p \) as follows:

\[ x_p((v, v')) = |\{ b \in B \mid \rho(b) = p \land b \in v^* \cap \cdot v' \}|. \]

---

Fig. 1. A p/t-net (left picture), a process of this p/t-net (middle picture) and a 0-extension of the run representing this process together with annotated canonical token flow function w.r.t. the grey place (right picture)
Example 2. In Figure 1 there is shown the canonical token flow function of the shown run w.r.t. the grey place.

Observe, that by definition 5 (ii) the canonical token flow function of a run $lpo$ w.r.t. a place $p$ fulfills $\langle TtF \rangle$ (what justifies the above definition). By definition, each canonical token flow function respects the weight function and the initial marking of $(N, m_0)$ in the sense that the following two properties are fulfilled:

(IN) The intoken flow of an event $v$ equals the number of tokens consumed from place $p$ by the occurrence of transition $l(v)$.

(OUT) The outtoken flow of an event $v$ is less or equal to the number of tokens which are produced by the occurrence of transition $l(v)$ in place $p$. In particular, the outtoken flow of the source event $v_0$ is less or equal to the number of tokens in place $p$ of the initial marking $m_0$.

In general, we say that an arbitrary LPO, whose labels are transitions of $(N, m_0)$, fulfills the token flow property w.r.t. $(N, m_0)$, if for every place there exists a token flow function which fulfills the properties (IN) and (OUT).

Definition 10 (Token flow property). Let $lpo = (V, \ll, l)$ be an LPO with $l(V) = T$, $lpo^0 = (V^0, \ll^0, l^0)$ be a 0-extension of lpo and let $(N, m_0)$ be a marked p/t-net, $N = (P, T, F, W)$. Denote $W((l(v_0), p)) = m_0(p)$ for each place $p \in P$. We say that $lpo$ fulfills the token flow property w.r.t. $(N, m_0)$ if the following statement holds: For all $p \in P$ there is a token flow function $x_p : \ll^0 \rightarrow N$ with

(IN) $In(v', x_p) = W((p, l(v')))$ for every $v' \in V$,

(OUT) $Out(v', x_p) \subseteq W((l(v'), p))$ for every $v' \in V^0$.

In [18] we showed:

Theorem 2. An LPO is an execution of a marked p/t-net if and only if it fulfills the token flow property w.r.t. this marked p/t-net.

3.2 Problem Setting

As mentioned in the introduction, in this paper we consider the problem of finding a marked p/t-net whose non-sequential behavior is represented by a given partial language $\mathcal{L}$. The p/t-net synthesis problem reads formally:

Given: A partial language $\mathcal{L}$.

Searched: A marked p/t-net $(N, m_0)$ satisfying $\mathcal{L} = lpo(N, m_0)$.

Obviously, a marked p/t-net may have an infinite number of (finite) runs, that means the partial language of executions of a marked p/t-net may be countably infinite. When considering the problem in practice, one has to restrict the setting to finite sets of finite LPOs or to use some adequate finite representation of infinite sets of finite LPOs. A detailed discussion of this topic is out of scope of this paper, but we will present some thoughts in the conclusion.

A partial language $\mathcal{L}$ of executions of a marked p/t-net satisfies the following immediate properties (induced by the definition of executions):
(L1) The set of labels of \( \mathcal{L} \) is finite.

(L2) \( \forall [\text{lpo}] \in \mathcal{L} : \text{If lpo}’ \text{ is a prefix of lpo, then } [\text{lpo}’] \in \mathcal{L} \).

(L3) \( \forall [\text{lpo}] \in \mathcal{L} : \text{If lpo}’ \text{ is a sequentialization of lpo, then } [\text{lpo}’] \in \mathcal{L} \).

Therefore, in the following, we will only consider partial languages which satisfy these conditions and denote them as \textit{LPO-specifications}.

\textbf{Definition 11 (LPO-specification).} A partial language \( \mathcal{L} \) is called LPO-specification, if it satisfies the properties (L1) - (L3).

For the following notions we will need a set \( L \) of concrete LPOs representing a given LPO-specification \( \mathcal{L} \), i.e. satisfying \( [\text{lpo}] \in \mathcal{L} \iff \exists [\text{lpo}’] \in L : \text{lpo} = [\text{lpo}’] \).

We denote \( \mathcal{L}(L) = \{[\text{lpo}] \mid \text{lpo} \in L \} \). For technical reasons we will require such a representation \( L \) of \( \mathcal{L} \) to fulfill the following properties.

(L1) The set of labels of \( L \) is finite.

(L2) \( \forall \text{lpo} \in L : \text{If lpo}’ \text{ is prefix of lpo, then lpo}’ \in L \).

(L3) \( \forall \text{lpo} \in L : \text{If lpo}’ \text{ is sequentialization of lpo, then lpo}’ \in L \).

(L4) \( \forall (V, <, l), (V’, <’, l’) \in L : v \in V \cap V’ \Rightarrow l(v) = l’(v) \).

(L5) For each two LPOs \( \text{lpo} = (V, <, l), \text{lpo}’ = (V’, <’, l’) \in L \) with \( V \cap V’ \neq \emptyset \) there is \( \text{lpo}” \in L \) such that \( \text{lpo} \) and \( \text{lpo}’ \) both are sequentializations of prefixes of \( \text{lpo}” \).

That means, \( L \) should be prefix and sequentialization closed and should represent alternative executions by LPOs with disjoint sets of nodes (condition (L5) separates the node sets of executions which are in conflict). It is straightforward to observe that an LPO-specification always allows such a representation.

\textbf{Remark 1.} In particular, (L5) allows to decompose \( L \) into subsets \( X \) of LPOs with pairwise disjoint node sets, each representing one (infinite) run. Namely, each such set \( X \) is defined as a maximal prefix and sequentialization closed subset of \( L \) satisfying:

(\text{Seq}) Each two LPOs \( \text{lpo}, \text{lpo}’ \in X \) are sequentializations of prefixes of another LPO \( \text{lpo}” \in X \).

For a set of BPOs \( L \) we denote \( W_L = \bigcup_{(V, <, l) \in L} V \), \( E_L = \bigcup_{(V, <, l) \in L} < \) and \( l_L = \bigcup_{(V, <, l) \in L} l \) and write for an LPO \( \text{lpo} = (V, <, l) \in L \), a function \( x : E_L \to \mathbb{N} \) and \( v \in V \):

\(- \text{In}_{\text{lpo}}(v, x) = \sum_{v’ < v} x((v’, v)). \)
\(- \text{Out}_{\text{lpo}}(v, x) = \sum_{v’ < v} x((v, v’)). \)

In examples we will always give such \( L \) by a set of minimal LPOs, such that each LPO in \( L \) is a sequentialization of some prefix of one of these minimal LPOs.

\textit{Example 3.} Figure 2 shows the two different LPO-specifications \( L_1 = \{[\text{lpo}_1], [\text{lpo}_2]\} \) and \( L_2 = \{[\text{lpo}_{3,n}] \mid n \in \mathbb{N} \} \).
3.3 Regions

For the rest of the paper we consider each LPO-specification given by a set of LPOs \( L \) satisfying (L.1)-(L.5). In subsection 3.1 we established that a token flow function of a partially ordered multi-set of transitions which fulfills the properties (IN) and (OUT) for some place defines a distribution of the tokens produced by a transition in this place onto the following transition in the given order, such that all transitions in the LPO are enabled w.r.t. this place. This gives rise to the idea to consider token flow functions of LPOs as regions, that define places of a p/t-net. For this, we define, as for LPOs, the notions of 0-extension and token flow function of \( L \).

**Definition 12 (0-extension).** Let \( v_0 \notin W_L \) and \( \text{lpo}^0 = (V^0, <^0, l^0) \) be a 0-extension of each \( \text{lpo} \in L \) such that \( V^0 = V \cup \{v_0\} \), and \( l^0_1(v_0) = l^0_2(v_0) \) for each two \( (V_1, <, l_1), (V_2, <, l_2) \in L \). Then the set \( L^0 = \{\text{lpo}^0 \mid \text{lpo} \in L\} \) is called 0-extension of \( L \). We denote \( W^0_L = W_{L^0}, E^0_L = E_{L^0} \) and \( l^0_L = l_{L^0} \).

**Example 4.** Figure 3 shows 0-extensions of the LPO-specifications \( L_1 \) and \( L_2 \) shown in Figure 2.

**Definition 13 (Token flow function).** Let \( L^0 \) be a 0-extension of \( L \). A function \( x : E^0_L \to \mathbb{N} \) is called token flow function of \( L \), if it satisfies the following property:

(∃ff) \( x \) is consistent over all LPOs:

\[
\forall \text{lpo} = (V, <, l), \text{lpo}' = (V', <', l') \in L^0, \\
\forall v \in V^0, \forall v' \in (V')^0 : \\
l(v) = l'(v') \implies I_{\text{lpo}^0}(v, x) = I_{(\text{lpo}')^0}(v', x).
\]
Fig. 3. 0-extensions of $L_1$ and $L_2$ with annotated possible token flow functions $x_1$ of $L_1$ and $x_2$ of $L_2$

**Example 5.** Figure 3 shows possible token flow functions $x_1$ of $L_1$ and $x_2$ of $L_2$ given by arc annotations.

Observe that according to (3ff) for $\text{lpo} = (V, <, l) \in L$ and $v \in V$ the value of $\text{In}_{\text{lpo}}(v, x)$ is independent of the choice of $\text{lpo}$. It is interpreted as the number of tokens consumed by transition $l(v)$. On the other hand, the value $\text{Out}_{\text{lpo}}(v, x)$ is dependent on $\text{lpo}$ and can even differ for equally labelled nodes. It is interpreted as the number of tokens produced by transition $l(v)$ which are consumed by other transitions. Not consumed tokens remain in the final marking of the considered $\text{lpo}$. Of course, a token flow function can represent a place of a pt-net only if the number of produced tokens represented by $\text{Out}_{\text{lpo}}(v, x)$ is bounded over all LPOs $\text{lpo} \in L$:

**Definition 14 (Region).** Let $L^0$ be a 0-extension of $L$. A token flow function $r : E_L^0 \to \mathbb{N}$ of $L$ is called a region of $L$ if there is $M \in \mathbb{N}$ such that

$$ | \{ \text{Out}_{\text{lpo}}(v, r) \mid \text{lpo} = (V, <, l) \in L, v \in V^0 \} | \leq M. $$

**We denote**

- $\text{Pre}_r(v) = \text{In}_{\text{lpo}}(v, r)$ for $\text{lpo} = (V, <, l) \in L$ with $v \in V$.
- $\text{Post}_r(v) = \max \{ \text{Out}_{\text{lpo}}(v', r) \mid \text{lpo} = (V, <, l) \in L, v' \in V^0, l^0_L(v') = l^0_L(v) \}$ for $v \in W_L^0$.
- $m_0(r) = \text{Post}_r(v_0)$.

A region which does not equal the 0-function is called non-trivial.
For a label $a$, a node $v$ with $l_L(v) = a$ and a region $r$ of $L$ we also denote $\text{Pre}_r(a) = \text{Pre}_r(v)$ and $\text{Post}_r(a) = \text{Post}_r(v)$.

**Example 6.** The token flow functions $x_1$ and $x_2$ shown in Figure 3 are both regions. It holds: $\text{Pre}_{x_1}(a) = \text{Pre}_{x_1}(b) = 1$, $\text{Post}_{x_1}(a) = 2$, $\text{Post}_{x_1}(b) = 0$ and $m_0(x_1) = 1$.

Consider the token flow functions $y_1$ and $y_2$ of $L_2$ shown in Figure 4. While $y_1$ defines a region with $\text{Pre}_{y_1}(a) = \text{Post}_{y_1}(a) = m_0(y_1) = 1$, $y_2$ does not because $\text{Out}_{\text{lpo}}(v_0, y_2) = n$ for $n \in \mathbb{N}$.

By the definition of regions, we can associate a p/t-net to $L$ by considering regions as places. By construction, each LPO of $L$ is an execution of the associated p/t-net, but in general the associated p/t-net has more executions as specified.

**Definition 15 (associated p/t-net).** We denote $\mathcal{R}_L$ the set of non-trivial regions of $L$. Denote $P = \{p_r \mid r \in \mathcal{R}_L\}$, $T$ the set of labels of $L$, $W((l_L(v), p_r)) = \text{Pre}_r(v)$ and $W((l_L(v), p_r)) = \text{Post}_r(v)$ for $l_L(v) \in T$ and $p_r \in P$, $F = \{(x, y) \mid W((x, y)) > 0\}$, and $m_0(p_r) = m_0(r)$ for $p_r \in P$. Then the p/t-net $(N_L, m_L)$, $N_L = (P, T, F, W)$, we call the p/t-net associated to $L$.

**Example 7.** The left part in Figure 5 shows some (of the infinite many) regions of $L_2$. The right part shows (a part of) the p/t-net associated to $L_2$ with the places $p_i = p_{z_i}$, $i = 1, 2, 3$.

Of course, the associated p/t-net $(N_L, m_L)$ is a candidate for a p/t-net satisfying $\mathcal{L}(L) = \text{lpo}(N_L, m_L)$. Observe that $P = \emptyset$ (i.e. $\mathcal{R}_L = \emptyset$) is possible. In this case the associated p/t-net would have an unrestricted behavior and trivially $\mathcal{L}$ is part of this behavior.
In particular, if \( \bullet t = \emptyset \) for a transition \( t \) of \((N_L, m_L)\), \((N_L, m_L)\) does not satisfy \( \mathcal{L}(L) \supseteq \mathcal{L}po(N_L, m_L) \). The following Lemma tells us that \((N_L, m_L)\) always satisfies \( \mathcal{L}(L) \subseteq \mathcal{L}po(N_L, m_L) \).

**Lemma 1.** Let \( lpo \in L \) and \((N_L, m_L)\), \( N_L = (P, T, F, W) \), be the \( p/t \)-net associated to \( L \). Then \([lpo]\) is an execution of \((N_L, m_L)\).

**Proof.** We can assume without loss of generality that \( P \neq \emptyset \). According to Theorem 2, it is enough to show that \( lpo = (V, \prec, l) \) fulfills the token flow property w.r.t \((N_L, m_L)\). In fact, for each place \( p_r \in P \) the token flow function \( r|_{\prec^0} \) fulfills the properties (IN) and (OUT) according to \((\mathcal{S}\mathcal{F})\) and \((\mathcal{R})\). \(\square\)

The main theorem reads:

**Theorem 3.** There is a marked \( p/t \)-net \((N, m_0)\) with \( \mathcal{L}(L) = \mathcal{L}po(N, m_0) \) if and only if \( \mathcal{L}(L) = \mathcal{L}po(N_L, m_L) \) for the marked \( p/t \)-net \((N_L, m_L)\) associated to \( L \).

We prove the theorem in the next subsection.

### 3.4 Proof of the Main Result

The "if"-part is obvious. To prove the "only if"-part, let \((N, m_0), N = (P, T, F, W)\), be a \( p/t \)-net satisfying \( \mathcal{L}(L) = \mathcal{L}po(N, m_0) \). It is enough to show that for each \( p \in P \) there is a region \( r = r(p) \) of \( L \) such that for each transition \( t \)

1. \( \text{Pre}_r(t) = W((p, t)) \),
2. \( \text{Post}_r(t) \subseteq W((t, p)) \),
3. \( m_0(r) \leq m_0(p) \).
Namely, in this case each token flow function of some LPO, which satisfies (IN) and (OUT) w.r.t. \( p_r \), also satisfies (IN) and (OUT) w.r.t. \( p \). In other words, then each LPO which is an execution of \((N_L, m_L)\) is also an execution of \((N, m_0)\), i.e. \( L(L) \subseteq Lpo(N_L, m_L) \subseteq Lpo(N, m_0) = L(L) \). The construction of such regions \( r(p) \) is shown through the following Lemmata.

Fix a place \( p \in P \). For the construction of \( r(p) \) we use that for each \( lpo \in L \) there is a token flow function \( x_{lpo} \) of \( lpo \) fulfilling (IN) and (OUT) w.r.t. \( p \) (since each \( lpo \in L \) is enabled w.r.t. \((N, m_0)\) according to \( L(L) = Lpo(N, m_0) \)). According to remark 1, \( L \) can be decomposed (through an appropriate equivalence relation) into sets \( X \) of LPOs, which have pairwise disjoint node sets and satisfy property

\[
\text{(Seq) Each two LPOs } lpo, lpo' \in X \text{ are sequentializations of prefixes of another LPO } lpo'' \in X.
\]

We first construct \( r(p) \) for each such maximal subset \( X \) of \( L \). Each such set \( X \) obviously satisfies additionally the properties (L1)-(L5). The further argumentation is based on the "representation" of \( X \) by an appropriate sequence of minimal LPOs which increases w.r.t. the prefix ordering:

**Lemma 2.** Let \( X \) be a set of LPOs satisfying (L1) - (L5) and (Seq). Then there is a sequence of LPOs \( (lpo_n)_{n \in \mathbb{N}} \subseteq X \), such that

(i) \( lpo_n \) is prefix of \( lpo_{n+1} \),
(ii) \( lpo_n \) is minimal in \( X \), and
(iii) each LPO in \( X \) is a sequentialization of a prefix of some \( lpo_n \).

**Proof.** Observe that each two LPOs \( lpo, lpo' \in X \) are sequentializations of prefixes of another LPO \( lpo'' \in X \). Order the set of all nodes of LPOs in \( X \) inductively as follows:

- As node \( v_1 \) choose an arbitrary node which is minimal for one arbitrary LPO in \( X \).
- Suppose the nodes \( v_1, \ldots, v_n \) are chosen. Remove the nodes \( v_1, \ldots, v_n \) from all LPOs in \( X \) and denote \( X_n \) the set of all those modified LPOs. As node \( v_{n+1} \) choose an arbitrary node which is minimal for one arbitrary LPO in \( X_n \).

Note that for each \( n \in \mathbb{N} \) there are LPOs in \( X \) with node set \( \{v_1, \ldots, v_n\} \) (according to the chosen ordering and (L5)), and that there is in fact a unique minimal one (since two different LPOs with the same node set are sequentializations of prefixes of some other LPO). Let \( lpo_n \) be this minimal LPO with node set \( \{v_1, \ldots, v_n\} \). Obviously, \( lpo_n \) is then a prefix of \( lpo_{n+1} \), since \( lpo_{n+1} \) restricted to the node set \( \{v_1, \ldots, v_n\} \) is also in \( X \). Clearly, every LPO in \( X \) is a sequentialization of a prefix of some \( lpo_n \). \( \square \)

If the LPOs of all such \( X \subseteq L \) have "consistent" token flow functions, we can construct a region of \( L \):

**Lemma 3.** Let \( Pre, Post : T \to \mathbb{N} \) and \( (lpo_n)_{n \in \mathbb{N}} \) be a sequence of LPOs such that

(i) The set of labels of each \( lpo_n \) is a subset of \( T \).
(ii) \( lpo_n \) is prefix of \( lpo_{n+1} \).
(iii) for each \( n \) there is a token flow function \( x \) of \( lpo_n = (V_n, <_n, l_n) \) with
\[ (\text{IN}) \quad \text{In}(v', x) = \text{Pre}(a) \text{ for every } v' \in V_0^\theta \text{ with } l_n(v') = a, \]
\[ (\text{OUT}) \quad \text{Out}(v', x) \leq \text{Post}(a) \text{ for every } v' \in V_0^\theta \text{ with } l_n(v') = a. \]

Then for each \( n \in \mathbb{N} \) there is a token flow function \( x_n \) of \( \text{lpo}_n \) satisfying (\text{IN}) and (\text{OUT}), such that \( x = \lim_{n \to \infty} x_n \) is a region of the set \( X \) of all sequentializations of prefixes of some \( \text{lpo}_n \).

**Proof.** Choose the token flow functions \( x_n \) inductively as follows:

- Let \( x_1 \) be an arbitrary token flow function of \( \text{lpo}_1 \) satisfying (\text{IN}) and (\text{OUT}).
- Choose a token flow function \( x_{n+1} \) of \( \text{lpo}_{n+1} \) satisfying (\text{IN}) and (\text{OUT}) such that \( m \) is maximal with \( x_{n+1}|<_m = x_n|<_m \).

We first show that the sequence of functions \( (x_n)_{n \in \mathbb{N}} \) converges pointwise, i.e. on every edge. For this, we fix \( k \in \mathbb{N} \) and show that there is \( n(k) \in \mathbb{N} \) such that \( \forall n, m \geq n(k) : x_n|<_k = x_m|<_k \). That means that the sequence \( (x_n)_{n \in \mathbb{N}} \) becomes stationary on every \( \text{lpo}_k \). This can be seen as follows: The set of all token flow functions of \( \text{lpo}_k \) fulfilling (\text{IN}) and (\text{OUT}) is finite, since there are only finitely many arcs and the value of such a token flow function on an arc is bounded through (\text{IN}) and (\text{OUT}) by \( \max(\max\{\text{Pre}(a) \mid a \in T\}, \max\{\text{Post}(a) \mid a \in T\}) \). The functions \( y_n = x_n|<_k \) are token flow function of \( \text{lpo}_k \) fulfilling (\text{IN}) and (\text{OUT}) for each \( n \geq k \). Assume that \( y_i \neq y_{i+1} \) and \( y_i = y_j \) for \( k \leq i < j \). Then \( x_{i+1} = x_j|<_{i+1} \) is a token flow function of \( \text{lpo}_{i+1} \) fulfilling (\text{IN}) and (\text{OUT}) with \( z_{i+1}|<_k = y_j = y_i = x_i|<_k \). This contradicts the choice of \( x_{i+1} \) since \( x_{i+1}|<_k = y_{i+1} \neq y_i = x_i|<_k \). Thus, \( y_n \) can change only finitely often.

Thus, \( x \) is well-defined. Assuming \( x_n = 0 \) on every edge not in \( <_n \), we get that \( x \) is a token flow function of \( X \). To see this, let \( \text{lpo} = (V, <, l), \text{lpo}' = (V', <', l') \in X \) and \( v \in V_0^\theta \) and \( v' \in (V')^0 \) with \( l(v) = l'(v') \), \( \text{lpo} \) be sequentialization of a prefix of \( \text{lpo}_k \) and \( \text{lpo}' \) be sequentialization a prefix of \( \text{lpo}_m \). Then, since all \( x_n \) fulfill (\text{IN}):

\[
\text{In}_{\text{lpo}^\theta}(v, x) = \lim_{n \to \infty} \text{In}_{\text{lpo}^\theta}(v, x_n) \overset{(\text{IN})}{=} \text{Pre}(l(v)) \]

Observe here that \( x_n|<_k \) is a token flow function of \( \text{lpo}_k \) for \( n \geq k \). Then \( x \) fulfills (\text{Iff}), i.e. is a token flow function. Finally we get that \( x \) is even a region: Let \( \text{lpo} = (V, <, l) \in X \) be a prefix of a sequentialization of \( \text{lpo}_k \). It follows for \( v \in V \), since all \( x_n \) fulfill (\text{OUT}):

\[
\text{Out}_{\text{lpo}^\theta}(v, x) = \lim_{n \to \infty} \text{Out}_{\text{lpo}^\theta}(v, x_n) \overset{(\text{OUT})}{=} \text{Post}(l(v)).
\]

That means \( x \) fulfills (\text{R}), i.e. is a region of \( X \). \( \square \)
For each maximal subset $X \subseteq L$ there is a sequence $(l_{n\in N})_{n\in N} \subseteq X$ satisfying the properties stated in Lemma 2 and fulfilling the preconditions of Lemma 3 with $\text{Pre}(l(v)) = W((p, l(v)))$ and $\text{Post}(a) = W((l(v), p))$ by construction. By Lemma 3 there is an appropriate region for each such $X$, Moreover, BPOs in different such subsets $X$ have disjoint node sets. Therefore we can construct a searched region $r(p)$ as the union of all regions of such sets $X$.

3.5 Relationship to Other Definitions of Regions

In this section we establish the relationship between regions of LPO-specifications and other definitions of regions. For this one has to distinguish between regions of languages and regions of graphs. Whereas in the case of languages it is required that the synthesized p/t-net produces the given language, in the case of graphs it is required that state-graph of the synthesized p/t-net and the given graph are isomorphic, what is a substantial stronger requirement. The regions presented in this paper are language based, since we distinguish different executions by LPOs with disjoint node sets (no matter whether they have a common prefix or not). Another definition of regions which is based on languages and allows the specification of concurrent events is that for trace languages. Therefore, we exemplarily compare our definition of regions to that one for trace languages as presented in [17].

We recall the definition of trace semantics of a p/t-net as given in [17]. A (generalized) concurrency alphabet is a pair $(A, I)$, where $A$ is a finite alphabet, and $I \subseteq (N^{A})^+ \times N^A$ is an independence relation. For a concurrency alphabet $(A, I)$ we denote $\rho \sim_I \rho'$ if there are $\rho_1, \rho_2 \in (N^A)^+$ and $u, v, u', v' \in N^A$, such that $\rho = \rho_1 uv \rho_2$ and $\rho' = \rho_1 u' v' \rho_2$, $u + v = u' + v'$ and $(\rho_1, u + v) \in I, \equiv_I = (\sim_I)^*$, and $[\rho]_I = \{\rho' | \rho \equiv_I \rho'\}$. $L \subseteq (N^A)^+$ is called consistent (w.r.t. $(A, I)$), if $\forall \rho \in L : [\rho]_I \subseteq L$. A trace language (w.r.t. $(A, I)$) is a triple $(L, A, I)$, where $L$ is consistent (w.r.t. $(A, I)$).

For a trace language $Tr = (L, A, I)$, a region of $Tr$ is a function $r : L \cup A \rightarrow N \cup (N \times N)$ satisfying the following conditions for $\rho \in L$, $a \in A$ and $u \in N^A$:

1. (TR1) $r(\rho) \in N$ and $r(a) = (\text{Pre}_{r}(a), \text{Post}_{r}(a)) \in N \times N$
2. (TR2) If $\rho u \in L$ then $r(\rho) \geq \sum_{a \in A} u(a) \text{Pre}_{r}(a)$, and
3. (TR3) If $\rho u \equiv \rho'$ then $r(\rho') = r(\rho) + \sum_{a \in A} u(a) (\text{Post}_{r}(a) - \text{Pre}_{r}(a))$.

The set of all regions is denoted by $R_{Tr}$. We can now associate a p/t-net $(N, m_0)$ to $Tr$ with $N = (R_{Tr}, A, F, W)$ via $W(r, a) = \text{Pre}_{r}(a), W(a, r) = \text{Post}_{r}(a)$ and $m_0(r) = r(\emptyset)$, where $\emptyset$ denotes the empty step sequence.

A trace language $Tr = (L, A, I)$ is called PN trace language, if the following axioms are satisfied: (PN1) $L \neq \emptyset$, (PN2) $\rho u \in L \Rightarrow \rho \in L$, (PN3) $\rho u \in L \Rightarrow (\rho, u) \in I$ and (PN4) $\rho \in L \Rightarrow (\forall r \in R_{Tr} : r(\rho) \geq \sum_{a \in A} u(a) \text{Pre}_{r}(a) \Rightarrow \rho u \in L)$. If a trace language $Tr = (L, A, I)$ satisfies (PN1) - (PN4), then the associated p/t-net can be shown to have $L$ as its set of step sequences. On the other hand, the trace language of a given p/t-net always fulfills (PN1) - (PN4) (see [17]).

To each LPO-specification it can associated a trace language in a natural way:

Definition 16 (Trace language, of an LPO-specification). Let $L'$ represent an LPO-specification. Define the trace language $(L, A, I)$ associated to $L'$ as follows: $L$ is the
set of all step sequences of step-linearizations of LPOs in \( L' \), \( A = l_{L'}(W_{L'}) \) and \((\rho, u) \in I \iff \rho u \in L\).

Obviously such \( L \) is consistent.

**Lemma 4.** Let \( L' \) represent an LPO-specification and let \( r \) be a region of \( L' \). Let further \((L, A, I)\) be the trace language associated to \( L' \). Define \( r_L : L \cup A \to \mathbb{N} \cup (\mathbb{N} \times \mathbb{N}) \) by \( r_L(\emptyset) = \text{Post}_r(v_0), \quad r_L(a) = (\text{Pre}_r(a), \text{Post}_r(a)) \) and \( r_L(u_1 \ldots u_n) = r_L(0) + \sum_{i=1}^n \sum_{a \in A} u_i(a)(\text{Post}_r(a) - \text{Pre}_r(a)) \). Then \( r_L \) is a region of \((L, A, I)\).

**Proof.** We first show (TR2), i.e. that for \( \rho \in L \) and \( u \in \mathbb{N}^A \):

\[
(*) \quad \rho u \in L \Rightarrow r_L(\rho) \geq \sum_{a \in A} u(a)\text{Pre}_r(a).
\]

Let \( lpo \in L' \) such that \( \rho u \) is the step sequence of a step-linearization of \( lpo \). Denote \( \rho = u_1 \ldots u_n \). Since \( lpo \) is enabled w.r.t. the p/t-net \((N_{L'}, m_{L'})\), \( N_{L'} = (P, T, F, W) \), associated to \( L' \), it holds for the place \( p_r \) corresponding to the region \( r \) and each cut \( C \) of \( lpo \):

\[
(\star) \quad m_{L'}(p_r) + \sum_{v \in V \land v < C} (W((l(v), p_r)) - W((p_r, l(v)))) \geq \sum_{v \in C} W((p_r, l(v))).
\]

Choose \( S \subseteq V \) with \(|C| = u \) and \(|\{v \mid v < C\}| = u_1 + \ldots + u_n \) and remember that \( W((p_r, l(v))) = \text{Pre}_r(v) \) and \( W((l(v), p_r)) = \text{Post}_r(v) \). Then \((\star)\) translates to \((*)\).

This implies moreover \( r_L(\emptyset) \in \mathbb{N} \) for \( \rho \in L \). Since obviously \( r_L(\emptyset) \in \mathbb{N} \) and \( r(\rho) \in \mathbb{N} \times \mathbb{N} \) for \( \rho \in A \), we deduce (TR1).

Finally, we show (TR3). For \( \rho u = \rho' \) it holds by definition that \( r_L(\rho') = r_L(\rho) + \sum_{a \in A} u(a)(\text{Post}_r(a) - \text{Pre}_r(a)) \). To show this equation for the general case, it is enough to show \( \rho \equiv I \rho' \Rightarrow r_L(\rho) = r_L(\rho') \). It is even enough to consider the case \( \rho \equiv I \rho' \), i.e. \( \rho = \rho_1 v \rho_2 \) and \( \rho' = \rho_1 v' \rho_2 \) with \( v+w = v'+w' \) and \( (\rho_1, v+w) \in I \). The statement follows then from \( \sum_{a \in A} (u+w)(a)(\text{Post}_r(a) - \text{Pre}_r(a)) = \sum_{a \in A} (v'+w')(a)(\text{Post}_r(a) - \text{Pre}_r(a)) \). \( \square \)

**Lemma 5.** Let \( L' \) represent an LPO-specification and \((L, A, I)\) be the trace language associated to \( L' \). Let further \( r : L \cup A \to \mathbb{N} \cup (\mathbb{N} \times \mathbb{N}) \) be a region of \((L, A, I)\). Then there is a region \( r' \) of \( L' \) satisfying \( \text{Post}_r(v_0) = r(\emptyset), \text{Pre}_r(a) = \text{Pre}_r(a) \) and \( \text{Post}_r(a) \)

**Proof.** It is enough to show that for each \( lpo = (V, \prec, l) \in L' \) there is a token flow function \( x \) fulfilling \( \text{In}(v', x) = \text{Pre}_r(a) \) and \( \text{Out}(v', x) \leq \text{Post}_r(a) \) for every \( v' \in V^0 \). Then analogously as in the proof of Theorem 3 the statement follows.

Assume there is \( lpo = (V, \prec, l) \in L' \) such that there is no token flow function \( x \) satisfying (IN) and (OUT). Then, by an argumentation in our paper [18] (Lemma 7), there is a cut \( C \) of \( lpo \) for which \( r(\emptyset) + \sum_{v < C} \text{Post}_r(v) - \sum_{v < C} \text{Pre}_r(v) - \sum_{v \in C} \text{Pre}(v) < 0 \). This contradicts (TR2) for the step sequence of an adequate step linearization of \( lpo \). \( \square \)
4 Conclusion

As already mentioned in the introduction, we consider the presented results as a step towards solving the p/t-net synthesis problem from non-sequential specifications. To this end, the problem and the results must be transformed in two ways. First, it is necessary to represent the possibly infinite set of all regions of an LPO-specification by a finite subset. By this, a finite p/t-net could be assigned to an LPO-specification \( L \) with the same behavior as the (possibly infinite) p/t-net associated to \( L \). Second, one needs a finite representation of LPO-specifications. When these problems are solved, finally an effective test of \( L = \text{LPO}(N', m'_0) \) for the marked p/t-net \( (N', m'_0) \) associated to \( L \) has to be developed. We are currently working on these topics and have already found partial solutions. These are not presented in detail due to lack of space. Instead, we shortly give some hints in this subsection.

Concerning the finite representation of LPO-specifications let us first consider the case, where simply the LPO-specification \( L \) is finite. Then, of course, the associated p/t-net cannot have an infinite behavior, i.e. its marking graph cannot contain cycles (see the LPO-specifications from Figure 2 as an example). That means, in a finite representation of an infinite LPO-specification, the LPOs of a representation are only considered as prefixes of runs of the searched p/t-net, and one has additionally to specify desired cycles. This could be done for example by specifying cut-off events of LPOs. If no desired cycles are specified, it is nevertheless possible to detect such regions (places of the associated p/t-net) which prohibit cycles (which are, loosely spoken, those with initial marking different to the final marking of some sub-LPO).

Concerning finite representations of p/t-nets corresponding to LPO-specifications \( L \), it is well known (see e.g. [24]) that there are p/t-nets with an infinite set of places which cannot be represented by p/t-nets with a finite set of places (see also the example below). That means we need a further characterization of LPO-specifications equaling the partial language of executions of p/t-nets with finite set of places. However, if \( L \) is finite then also the set of states (represented by \( L \)) is finite. In this case one can construct a p/t-net with finite set of places having \( L \) as the partial language of its executions. Observe moreover that for the synthesis of elementary nets from LPO-specifications there are only finitely many possible regions.

Example 8. Consider the marked p/t-net \( N = (P, T, F, W, m_0) \) defined by \( T = \{a, b\} \), \( P = \{p_n \mid n \in \mathbb{N}\} \), \( W((a, p_n)) = n + 1 \) and \( W((p_n, b)) = n \), and \( m_0(p_n) = n - 1 \) for \( n \in \mathbb{N} \). After one occurrence of \( a \), the concurrent step \( 2b \) is enabled. Then each further occurrence of \( a \) enables transition \( b \) exactly once, since for increasing \( n \) the places \( p_n \) more and more restrict the behavior. This is the reason, why \( P \) cannot be replaced by a finite subset, say \( P_k = \{p_1, \ldots, p_k\} \) for some \( k \in \mathbb{N} \). Namely, in this case after each \( k \) occurrences of \( a \) the transition \( b \) would be enabled twice (not only once). In fact, the places \( p_n \) "converge" to the place \( p \) with \( W((a, p)) = 1 \), \( W((p, b)) = 1 \) and \( m_0(p) = 1 \). This place can be added to \( P \) without further restricting the behavior. On the other side, since \( b \) is not enabled in the initial marking, \( P \) can also not be equivalently replaced by the place set \( P' = \{p\} \) only containing \( p \), since w.r.t. \( P' \) the transition \( b \) is enabled in the initial marking. The problem is the increasing number of initial tokens in \( p_n \) for increasing \( n \). If this number would be bounded (that means \( m_0(p) \leq k \) for
a fixed \( k \in \mathbb{N} \), each occurrence of \( a \) (from the beginning) would enable transition \( b \) exactly once. The same behavior could be achieved by the finite place set \( P'' = \{ q \} \) with \( W((a, q)) = 1, W((q, b)) = 1 \) and \( m_0(q) = 0 \), i.e. in this case there would be a finite representation.

When considering finite LPO-specifications \( L \) with some representation \( \text{Lpo}(L) \), there is moreover the following effective test of \( L = \text{Lpo}(N', m'_0) \) for the marked p/t-net \( (N', m'_0) \) associated to \( L \). In fact it must be shown that LPOs not in \( L \) are no executions of \( (N', m'_0) \). For this, first compute a finite set of regions representing the set of all regions. Then test the following LPOs to satisfy the token flow property w.r.t. all these regions: All LPOs constructed from minimal LPOs of maximal length in \( \text{Lpo}(L) \) by deleting some edge, and all LPOs not in \( \text{Lpo}(L) \) constructed from minimal LPOs in \( \text{Lpo}(L) \) by adding a unique maximal node with some label. Each LPO not in \( L \) is also no execution of \( (N', m'_0) \) if and only if none of these LPOs fulfills the token flow property w.r.t. all of the finite many regions.

References