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This paper presents a method for embedding realistic defect geometries of a fiber reinforced material in a
finite element modeling environment in order to simulate active ultrasonic inspection. When ultrasonic
inspection is used experimentally to investigate the presence of defects in composite materials, the
microscopic defect geometry may cause signal characteristics that are difficult to interpret. Hence, mod-
eling of this interaction is key to improve our understanding and way of interpreting the acquired ultra-
sonic signals. To model the true interaction of the ultrasonic wave field with such defect structures as
pores, cracks or delamination, a realistic three dimensional geometry reconstruction is required. We pre-
sent a 3D-image based reconstruction process which converts computed tomography data in adequate
surface representations ready to be embedded for processing with finite element methods. Subsequent
modeling using these geometries uses a multi-scale and multi-physics simulation approach which results
in quantitative A-Scan ultrasonic signals which can be directly compared with experimental signals.
Therefore, besides the properties of the composite material, a full transducer implementation, piezoelec-
tric conversion and simultaneous modeling of the attached circuit is applied. Comparison between sim-
ulated and experimental signals provides very good agreement in electrical voltage amplitude and the
signal arrival time and thus validates the proposed modeling approach. Simulating ultrasound wave
propagation in a medium with a realistic shape of the geometry clearly shows a difference in how the

disturbance of the waves takes place and finally allows more realistic modeling of A-scans.

1. Introduction

New designs of aircrafts, cars or wind turbines are making
increased use of composite materials instead of metals [1]. In the
metallic parts the occurrence of crack growth within its lifecycle
is typically allowed and can be predicted in its consequence using
fracture mechanics principles. Composite materials have been
investigated for many decades, but because their structure combi-
nes the properties of more than one constituent material, the dam-
age evolution and their failure mode is not as well understood as it
is in the case of metallic structures [2,3]. Due to these difficulties,
in fiber reinforced composites the occurrence of inter-ply delami-
nation is only tolerated up to a certain geometrical dimension
[2]. Modern fiber reinforced composite materials can have different
textile architectures, including stacking of unidirectional fiber plies
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at different angles, woven fabrics or 3D-textiles such as stitching,
crocheting and many more. Furthermore, each ply can be made
from different fibers and may contain additional impurities such
as fabrication residues or binder materials. In addition, the final
composite structure may also include different types of defects like
pores, inter-fiber cracks, inter-ply or intra-ply delamination, fiber
breakage, ondulations and many more [3]. Delamination can occur
due to multiple reasons, ranging from malfunctions in the produc-
tion process to in-service damage such as impact. As it is compro-
mising the local structural integrity of the composite laminate and
may grow substantially at low level fatigue load [4,5], the detec-
tion of delamination is one of the most relevant tasks to non-
destructive testing (NDT) approaches.

The most commonly used NDT techniques for the defect detec-
tion in composite materials are: active ultrasonics, lock-in ther-
mography, shearography, guided wave testing and radiography
[6=11]. Active ultrasonic testing (UT) is a well-known and estab-
lished technique but the detection sensitivity relative to the
delamination shape, orientation, general material microstructure
is still under investigation [12]. Probability of detection (PoD) is
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usually used as a metric to quantify the reliability of the UT
method [13-17]. Estimation studies for PoD curves rely mostly
on many experimental trials of the UT procedure using reference
specimens with artificial defects. Given the statistical approach
used this can be fairly time consuming and, including the costs
for the specimen fabrication, also quite expensive. More recently
it was proposed to perform such estimations of PoD curves using
modeling assistance, hence called MaPoD [18-23]. In order to opti-
mize the UT equipment parameters and to decrease the costs for
experimental work much recent research is focused on developing
predictive and quantitative numerical models for UT [24-36].

Usually when numerical models are implemented to simulate
ultrasonic wave propagation in a composite material, the material
microstructure and defect representation suffers a lot from geo-
metric simplifications. This is due to the complexity of the topol-
ogy, which is fairly inconvenient to reproduce by using only
Computer Aided Design (CAD) tools. The topology of internal
defects is simplified in most modeling approaches as being round,
elliptical, or perfectly flat [37-39]. In experimental UT signals mul-
tiple echoes are present due to the complex topology of the defects,
such as reflections given by the corners or by two contiguous faces
[40]. This kind of detail can easily be present when testing delam-
ination and may have an impact upon the interpretation of the
inspection result.

Internal geometry reconstruction of defects from magnetic res-
onance imaging (MRI) or from computed tomography (CT) can be
done using various commercial software packages such as “Sim-
pleware Ltd.” or “Materialise Mimics”. This results in sophisticated
discretized approximations of the volumetric topology of the
scanned defect. Surface or volume meshes can be generated from
such three-dimensional imaging and can then be used as geometry
in numerical modeling tools [41,42].

The present investigation aims to solve the question, whether
the particular topology of inter-ply type delamination needs to
be accounted for in quantitative numerical modeling of UT. There-
fore, a validation scheme to properly implement the UT method in
numerical methods is briefly described. Subsequently, an example
is presented to perform a geometry reconstruction for a delamina-
tion type defect. This makes use of the “Volume Graphics (VG
studio Max)” software for visualization and extraction of the
computed tomography data. The obtained surface mesh is then
post-processed using ‘“MeshLab”. Finally, the geometry is
implemented in a validated finite element method (FEM) approach
using the “Comsol Multiphysics” platform. This approach is meant
to demonstrate how the real geometry of an embedded defect
interacts with the numerical simulated ultrasonic field. Experi-
ments are then used to validate the accuracy of the numerical
model by direct comparison of the modeled and the experimental
A-scan signals.

2. Experimental

The plate specimen is fabricated as unidirectional prepreg lam-
inate with a layup configuration of eight plies [0]4sym using the car-
bon/epoxy system Sigrafil CE1250-230-39. Multiple artificial
delamination areas are created by including bags made from
25 um thick Ethylene tetrafluoroethylene (ETFE) foil at different
locations. These are embedded in the laminate prior to curing at
the designated locations. X-ray computed tomography and ultra-
sonic testing is carried out to validate the positions of the artificial
delamination. The CT scans were performed using a CT scanner
(Nanotom 180, GE systems) with a tube voltage of 80 kV and a tube
current of 160 pA. The data was reconstructed using the “Phoenix
datos|x2” software. An exemplary CT scan of the probe is shown in
Fig. 1 where the delamination can be seen being present at

0.56 mm in the laminate sample between ply No. 3 and 4 from
the top surface.

The UT inspection measurements were conducted using an
ultrasonic system (USM go+, GE systems) and the single element
transducer (V 201-RM, Olympus) operating in pulse-echo mode.
For the inspection of the 1.87 mm thick laminate, a delay line made
of polystyrene (DLH-1, Olympus) was used to allow far-field
inspection conditions. A viscous couplant (Couplant B-Glycerin,
Olympus) was used between the delay line and the transducer as
well as in contact to the composite specimen to increase the trans-
mission of the ultrasonic waves. A square-wave pulse with 100 ns
width was used to generate the ultrasonic waves at a center fre-
quency of 5 MHz. The initial pulse was triggered with 500 Hz rep-
etition frequency. All signals were received with a gain of 34.2 dB.
The calibration of the experimental setup was done using a steel
step wedge according to ASTM E797.

The experimentally investigated areas are those in the area of
the artificial delamination, but also reference areas, where no arti-
ficial defects were present. The latter is used for validation of the
composite material model. Measurements were carried out at dif-
ferent locations in the region of the artificial delamination (cf.
Fig. 2a), as additional challenges of the ultrasonic measurements
arise due to edge effects [43]. For each location a total number of
five A-Scan signals were recorded.

Examples of the A-scans are shown in Fig. 3. In Fig. 3a the ref-
erence signal in a region without artificial delamination is plotted.
Besides the surface echo (SE) the signal predominantlly yields the
1st and 2nd backwall echo (BWE) given by the first and second
reflection at the specimen bottom. In Fig. 3b the A-scan is taken
at the location when the transducers is at position offset to the
right of the delamination area (III). The signal shows the presence
of the SE, BWE but also an echo given by the presence of the delam-
ination (DE), which is located between SE and BWE in the immedi-
ate vicinity of the SE. Based on the longitudinal sound velocity of
3133 m/s in the out-of-plane direction of the composite this yields
a depth location of 0.64 mm, which is in good agreement with
actual position of 0.59 mm as obtained from the CT measurements.

3. Numerical modeling of ultrasonic testing

Modeling ultrasonic testing of a composite material sample
includes three important steps: transducer modeling, wave propa-
gation modeling and realistic description of the internal disconti-
nuities. All steps need to be validated through experimental
results. The entire modeling concept followed herein is summa-
rized in the scheme presented in Fig. 4.

Because of the electromechanical coupling between ultrasonic
waves in solids and fluids and the piezoelectric effect for convert-
ing the detected wave into an electrical signal, multiphysics
approaches are needed to perform quantitative modeling of ultra-
sonic testing. Commercial multiphysics FEM platforms are already
being used with great success to model ultrasonic wave propaga-
tion and its interaction with the complex material structure [44-
49].

3.1. Transducer implementation

3.1.1. Geometry implementation

In order to obtain realistic results from the FEM approach, the
model setup should reflect as much as possible the experimental
conditions. For this reason, a realistic transducer model is intro-
duced in the FEM environment. In accordance with our experimen-
tal setup, a V201 RM type transducer from Olympus was modeled.
It represents a typical single element contact transducer with an
attached delay line. The level of detail to reconstruct the trans-



Fig. 1. 3D-representation of the test specimen with embedded artificial delamination and dimensional details.

Fig. 2. Scheme of the transducer positions above the artificial delamination during experiments (a) and partial reflection at delamination edges (b).
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Fig. 3. Typical experimental A-scan signals for the composite laminate (a) versus transducer position III, partially above artificial delamination (b).
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ducer requires a very high precision for the dimension extraction.
In parametric studies it has been noticed that just a few pm devi-
ations of geometric details can induce substantial differences in the
A-scan amplitude or can shift the arrival time.

We decided to extract the transducer dimensions from CT scans,
component identification being made based on the material densi-
ties. All modeling relevant parts are presented in a cross-sectional
view with different colors in Fig. 5a. All extracted dimensions were
subject to parametric analysis, taking into the account the CT mea-
surement accuracy. Reference of this parametric study was made
against a measurement carried out on a steel plate (see Sec-
tion 3.1.2). Finally, some geometric details and components were
found not to induce significant change of the A-scan and were
hence not modeled (e.g. sensor casing) or were reduced in size
(e.g. backing mass) to increase the computational efficiency of
the model. In addition, a 2D axial symmetric representation is cho-
sen (see Section 3.2.2 for coupling to 3D model). The final dimen-
sions used are those seen in Fig. 5b.

3.1.2. Material properties, applied physics and discretization settings

The material properties used for the transducer components
were extracted from datasheets, literature and the material library
in “Comsol Multiphysics”. The most important properties were
those of the piezoelectric element and those of the backing mass.
For the piezoelectric material, PZT 5A with the specific values
imported from the material library was chosen (cf. Table 1). The
backing mass uses also the material properties of the PZT 5A given
in Table 1 with the electric coupling matrix manually defied as
having all components equal to 0 C/m?. The mechanical damping
of the backing mass was defined using Rayleigh damping parame-
tersa=2x 10+6s 'and p=1 x 1079 s as result from a paramet-
ric optimization study. The delay line was defined as being made
from polystyrene (cf. Table 1).

An electrical excitation is defined through a piecewise function,
V(t), and applied as voltage source to the top surface of the active
piezoelectric element using the “AC/DC module” of “Comsol Multi-
physics”. The pricewise function V(t) is using a sub-function which
represents a Gaussian pulse with 100 ns width applied to the spe-
cified time interval as can be seen in Eq. (1).

~8.107 exp 310110 te0.15.10F

V() = -8.107 exp t-1510%°2510% ¢ c(15.107...2.107]
0 te[2-107...10-1079
(1)

Sensor case

Backing mass

Piezoelectric element

~ Matching layer

N— Delay line

a

Table 1
Elastic and piezoelectric properties of the materials used in transducer simulation.
Subscript indices follow the conventions of piezoelectric materials.

Property PZT-5A Polystyrene
Density, p [kg/m?] 7750 1050
Elastic modulus [GPa] Cy1=C=1203 3.77
Ci3=Cy3=75.1
C33=110.9
Caa=Cs5=21.1
Ces=22.6
Poisson ratio 0.34

S31=S32=-54533=158 -
Spa=S15=12.3

%11 =919.1 -
Y22 =919.1

X33 = 826.6

Piezoelectric constants, Sy, [C/m?]

Electrical permittivity, yim

An electrical ground is chosen on the opposite side. A half-
bridge P-SPICE circuit model (cf. Fig. 6) is attached via a terminal
boundary constraint to consider the electrical impedance load of
the attached electronics. Initially, the voltage is applied across
resistor R1, resulting in an emission of a 5 MHz pulse. The values
for the input impedance found in Fig. 6a were established running
parametric studies. Detection of the A-scan signals is made as volt-
age measurement across resistor R2. By solving the coupled piezo-
electric equations, the applied electrical boundary conditions
result in an ultrasonic wave, which propagates along the delay line
and finally into the sample. The ultrasonic wave propagation is
solved using the solid representation in the “structural mechanics
module” in “Comsol Multiphysics”, which takes into account all
reflections given by acoustic impedance changes and discontinu-
ities such as the boundaries or voids.

For modeling acoustic wave propagation at 5 MHz frequency,
all sensor parts require a very high mesh resolution. The dimen-
sions of the individual elements should be only a fraction of the
wavelength [38], otherwise numerical dispersion effects are
expected to arise and to induce mismatches against the experi-
mental signal [50]. Convergence studies were carried out for all
sensor parts to establish the sufficiency of the mesh size and the
time step following the self-referencing approach established in
[49]. In the end, for each material the maximum element size
was defined to be <)/5 with X being the shortest relevant wave-
length. As time step, 2 ns was found to provide a convergent
solution.

To finally validate the transducer implementation, an ASTM
E797 steel block was used. Parametric studies were carried out

Fig. 5. Transducer model in cross-sectional view (a) and model validation using A-scan on steel plate (b).
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Fig. 6. Half-bridge P-Spice circuit model (a) and comparison of A-scan measured on steel plate to modeling result (b).

for geometric details, material properties and discretization set-
tings referencing against the experimentally recorded A-scan. The
finally achieved quantitative agreement in the voltage scale of both
A-scan signals can be seen in Fig. 6b.

3.2. Composite sample

3.2.1. Geometry implementation

A first decision needs to be made to account for the specific fiber
arrangement in the material. For continuous fiber reinforcement,
this generally consists of suitable representation of the stacking
orientations, the textile microstructure and homogenization
thereof. For short and long fiber reinforcement the material model
needs to be homogenized using 1st or 2nd order approximations
considering the specific orientation tensor of the fibers [51,52].
For the present case this is not further emphasized, as the unidirec-
tional stacking facilitates the use of a homogenous continuum
model. An additional challenge arises from the geometrical repre-
sentation of internal discontinuities. This can be done via artificial
geometric representation (spheres, ellipsoids, planes, etc.) or in a
direct approach using volumetric imaging of the real geometry.
The work-flow for implementing a discontinuity that way is pre-
sented schematically in Fig. 7. In our case, the extraction routine
uses two software packages to yield a discretized geometric repre-
sentation suitable for numerical computations in “Comsol
Multiphysics”.

The first step in converting volumetric images into a geometry
suitable for FEM computation is a segmentation routine. This was
done within the software “VG Studio Max 2.1”. For segmenting
internal discontinuities, threshold based methods are typically
applied to classify the scan into regions of interest based on their
gray scale values, contrast level, brightness or even texture [53].
This step is fairly critical in preserving the overall geometry of
the region of interest. Severe over- or underestimation can happen
when inappropriate threshold values are used. Hence, a broad
range of concepts, such as active contours, snakes contours, wave
propagation or active shape models have been proposed to solve
this problem [54-62]. The work within “VG Studio Max 2.1” is
done in four main steps. The gray-value based image segmentation
is the first step and is used to divide the volume data into the
“Regions of Interest” (ROIs). This can be done automatically by
entering the gray isosurface value or manually by selecting repre-

sentative sections of material and background. For the typical kind
of discontinuity this is fairly convenient, as cracks and voids basi-
cally have the density values of air. Once the discontinuity is seg-
mented from the rest of the structure the ROI extraction is done.
Using the “Surface Extraction” tool a surface mesh is generated
from the volume data set and exported as “Stereolithographic File”
(STL) which represents a surface mesh formed of triangles. For this
geometry extraction process a “Normal” quality of the mesh net-
work in “Quick mesh” generation mode proved sufficient to pre-
serve the geometrical dimensions of the artificial delamination
discussed exemplarily in the following. In Fig. 8 the extracted
delamination in STL format is presented. Theoretically, this surface
mesh could be directly imported into a FEM program as geometric
object. However, the volumetric data suffers from imperfections
during the detection stage (artefacts, resolution, etc.), which affects
the quality of the extracted surface mesh. A lot of defects can be
present in the exported mesh structure, such as small holes, inclu-
sions, deformed mesh elements, self-intersecting surfaces and iso-
lated entities. The necessity of an additional step for editing,
cleaning, inspecting, and “healing” this kind of mesh defects is
somehow obvious considering the example in Fig. 8. A suitable tool
to this end was found to be “Meshlab” which is an open source
software dedicated to process and edit unstructured 3D triangular
meshes.

In order to have a continuous and topologically well-defined
mesh geometry for the FEM environment the CT extracted mesh
needs to be processed in several ways. In the following, we present
and discuss the typical steps done within the “MeshLab” environ-
ment for the example of Fig. 8.

3.2.1.1. Cleaning and repairing. Different aspects may render the
surface mesh useless for numerical computations. For an internal
discontinuity the surface is required to be continuous. However,
when a part of the surface mesh collides with another part of itself
it destroys the integrity of the mesh generating so-called self-
intersection faces. Another critical situation for the mesh continuity
is any edge connected to more than two faces that is the mesh
becomes non manifold (see Fig. 7). Within “MeshLab” filters are
included which allow to automatically select and remove such
parts of the mesh. A related step is the removal of isolated mesh
pieces whose diameter is smaller than a specified value. This effec-
tively eliminates small mesh parts which do not significantly con-



108

Sample geometry extraction process
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Non - Manifoldness
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Fig. 7. Extraction routine for realistic geometries of discontinuities.

detail view

Fig. 8. Example of 3D surface mesh of the artificial delamination resultant from the surface extraction tool of “VG Studio Max 2.1".

tribute to the overall geometry, but would cause tremendous
increase of computational complexity.

3.2.1.2. Reconstruction. The gray value based threshold extraction
method and the removal of the defective surfaces in the previous
step may result in holes in the mesh structure. As these are either
artificially, or are considered unnecessary details, for closing the
holes a reconstruction algorithm is needed. Within “MeshLab”
holes can be automatically or manually closed based on a dimen-
sional threshold value, which also prevents the further creation
of self-intersecting faces.

3.2.1.3. Simplification. In the present example, the initial mesh net-
work contains 303685 vertices and 610297 faces. This high num-
ber of surface elements describes the delamination surface with
great accuracy, but may lead to unnecessarily high computational
loads. Thus suitable simplification should be considered, which can
be done with multiple algorithms in “MeshLab”. One approach that
was found fairly useful is the “Quadratic Edge Collapse Decima-
tion” which is able to significantly reduce the number of mesh ver-
tices and faces, but still preserves the topology of the surface [63].
After applying this simplification algorithm the mesh network was
reduced by 99.5% to 1364 vertices and 3038 faces.



3.2.1.4. Smoothing. At this stage, the mesh structure would be suf-
ficient to be imported in a FEM program for further processing.
However, surface smoothing was found to be particularly useful
to improve the final quality of the mesh.

This step is applied to facilitate the creation of the volume mesh
in the FEM program, which can be highly affected by the presence
of distorted elements. For this purpose we used the “Taubin
smooth” algorithm, which makes a two-step smoothing, forward
and backward, for each iteration [64,65]. The “MeshLab” default
values of the smoothing parameters were used with satisfactory
results.

The so obtained surface mesh structure is shown in Fig. 9. As
additional examples for typical internal discontinuities, extracted
volume porosity, a local damage zone in a cross-ply specimen
and the damage zone due to impact damage is shown in Fig. 9 as
well.

After the post-processing within the “MeshLab” environment,
the final geometry is imported in “Comsol Multiphysics” using
the “CAD import Module” as mesh sequence in .stl format. Being
such a complex surface the import requires a manual face parti-
tioning with the default parameters being changed. The most
important parameter is the “maximum boundary neighbor angle”
which should have a value close to 0° in order to import all mini-
mally angled faces accurately. The surface to volume transforma-
tion is then automatically done within the “Comsol Multiphysics
5.2a” version.

3.2.2. Material properties, applied physics and discretization settings

The properties of the composite sample are reported in Table 2,
which were derived from mechanical measurements for 60% fiber
volume fraction. As the composite laminate is purely unidirec-
tional, the medium is considered as homogeneous linear elastic
anisotropic continuum.

In Fig. 10 all steps followed to implement the geometric bound-
ary constraints in the FEM environment are presented. The com-
posite specimen is a simple plate-like geometry with the
imported artificial delamination at the designated depth position
and a ROI given by a cylinder with the same diameter as the delay
line of the transducer. The main operations to finish the setup are

109

Table 2
Elastic properties of the composite material.

Property Sigrafil CE1250-230-39 (unidirectional, 60% FVF)

Density [kg/m?] 1550

Elastic modulus [GPa] Ci1 =133.42
Cyy =C33 =12.90
Cyy =Cy3 = 7.15
Cas = 2.06
C55 = Ces =6.1

the Boolean difference to subtract the delamination volume from
the specimen plate and a final Boolean intersection to yield
only the volume below the transducer.

For the UT modeling, the 2D axisymmetric model of the trans-
ducer is coupled to the 3D composite specimen by a displacement
mapping between the contact line of the transducer in 2D and the
contact surface of the 3D specimen. As graphical representation of
this coupling, a 270° revolved view of the transducer is shown
located on top of the sample presented in Fig. 10b. The sufficiency
of this configuration was validated beforehand against a full 3D
model with the transducer in place.

In addition to the settings of the transducer described in 3.1.2
the in-plane surfaces of the ROI are defined as low reflecting bound-
ary condition. This is an artificially absorbing layer with matching
impedance to let the ultrasonic waves leave the ROI and to avoid
unwanted reflections from these surfaces. The mesh element size
for the composite plate which were found to lead to a convergent
solution are using an [0.1...0.25] mm interval with a maximum
element growth rate of 1.3 relative to the neighboring elements.
This setting also fulfills the A/5 condition as introduced in
Section 3.1.2.

A comparison of the modeled A-scan for the reference case
(without artificial delamination) and the corresponding experi-
mental A-scan is presented in Fig. 11. The good agreement
between the modeled signal and those obtained experimentally
validates the used configuration and material properties of the
composite laminate. Thus this configuration seems sufficient to
perform investigations of the interaction of the ultrasonic wave
with the artificial delamination.

Composite internal discontinuities — geometry extraction

/ Volume porosity /

/ Local damage /

/ Impact damage /

Fig. 9. Example of typical internal discontinuities extracted geometry.
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4. Results and discussion

In the following, results from numerical modeling are compared
to experimental signals as detected from the UT of artificial delam-
ination. The results are presented using the A-scan signals but also
using snapshots on slices within the modeled volume showing the
structural velocity at distinct time intervals. The first case studied
is the one corresponding to the center position (I) of the UT trans-
ducer being directly located on top of the delaminated area.

The modeled wave-field for this case is shown in Fig. 12a and b.

The delamination causes 100% reflection of the incident ultra-
sonic wave, causing no transmission to the lower part of the spec-
imen. The interaction between incident wave field and
delamination surface is presented for the same cross section at
subsequent time steps. The arrival of the wave field at the delam-
ination occurs at around 5.14 ps.

To assess the influence of the delamination topology, the
extracted artificial delamination is compared to a simple flat repre-
sentation at equivalent depth position (see Fig. 13). In direct com-
parison, there are obvious differences seen in the wave fields
during the first arrival of the wave at the delamination. The surface
topology of the CT extracted delamination geometry affects the
way in which the incident field is reflected back. This effect of
the surface topology is also present in the resulting A-scans seen
in Fig. 13. Only the A-scan signal given by the CT extracted geom-
etry fits the experimental data well in terms of amplitude and arri-
val time. For the perfectly flat delamination geometry, the
reflection echo is much higher in amplitude than observed in the
experimental A-scan signal.

In Fig. 14, results from the measurement at position (IIl) at the
edge of the delamination and corresponding modeling results
are presented. In addition, the sample geometry used for the
numerical models is shown. Fig. 14a shows the A-scan of
the CT-extracted delamination model compared with the
experimental A-scan. A good agreement is observed for these
two signals in terms of surface echo amplitude, delamination
echo amplitude and back wall echo amplitude. For the second
implementation the delamination geometry is chosen perfectly
flat at equivalent depth position to the CT extracted case. For this
approach, major differences are seen when comparing the
amplitude of the delamination echo. In the flat delamination case
the reflected wave amplitude is significantly higher than in the
model with the CT extracted geometry. Even a second delamina-
tion echo is detected within the 10.6 us before the arrival of the
backwall echo (cf. Fig. 14b).

5. Conclusions

Quantitative modeling of ultrasonic inspection using FEM tools
is able to provide very good description of ultrasonic wave interac-
tion with defects when realistic geometries of the internal discon-
tinuities are taken into account. The validity of the approach was
presented by implementation of a realistic transducer model and
by considering the anisotropic nature of the propagation medium.
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Fig. 13. Calculated UT waves for the center case transducer location with CT-extracted delamination (a) and perfectly flat delamination (b).

lartificial delamination geometry

To extract realistic geometries for internal discontinuities, a proce- The comparison of the modeled A-scan signals with experimen-
dure was proposed to obtain surface meshes from volumetric data, tal A-scan signals provides very good agreement for the example
which can be refined to be embedded in numerical tools. using the geometry implementation of an artificial delamination
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based on CT data. Similar, the discrepancy for modeled A-scans
using more simple geometric representations to the experimental
A-scans underlines the importance of this approach.

The proposed method for reconstructing the internal geometry
of typical discontinuities is not only limited to the case of artificial
delamination demonstrated herein, but is even more suitable for
complex damage zones such as occurring after impact damage.
Likewise, similar approaches might prove interesting to also repre-
sent the internal textile structure of fiber reinforced composites,
such as fiber bundles, rovings, tapes and similar meso-structures.
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