"Do you trust me?": Increasing User-Trust by Integrating Virtual Agents in Explainable AI Interaction Design
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ABSTRACT

While the research area of artificial intelligence benefited from increasingly sophisticated machine learning techniques in recent years, the resulting systems suffer from a loss of transparency and comprehensibility. This development led to an on-going resurgence of the research area of explainable artificial intelligence (XAI) which aims to reduce the opaque-ness of those black-box-models. However, much of the current XAI-Research is focused on machine learning practitioners and engineers while omitting the specific needs of end-users. In this paper, we examine the impact of virtual agents within the field of XAI on the perceived trustworthiness of autonomous intelligent systems. To assess the practicality of this concept, we conducted a user study based on a simple speech recognition task. As a result of this experiment, we found significant evidence suggesting that the integration of virtual agents into XAI interaction design leads to an increase of trust in the autonomous intelligent system.

CCS CONCEPTS

• Human-centered computing → Empirical studies in HCI;
  Empirical studies in interaction design.
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1 INTRODUCTION

Recent advancements in the field of automatic speech recognition and natural language processing are already powering a new generation of speech assistants like Amazon’s Alexa, Google’s Assistant or Apple’s Siri. While those advancements are leading to improved and more intuitive ways of interacting with intelligent systems, the underlying algorithms are growing in complexity and therefore decreasing the system’s comprehensibility. Evidence suggests that a lack of transparency, with respect to the decisions of an autonomous agent, might have a negative impact on the trustworthiness of a system, which hurts the overall user-experience in return [5, 13].

The reemerging research field of explainable artificial intelligence (XAI) [3] investigates approaches to address this problem. One goal of XAI is the development of innovative explanation algorithms which are promising to grant new insights into state of the art machine learning black box models, and thereby helping the user to better understand and trust a system [1, 8, 9]. Although those efforts achieved remarkable progress in recent years, concerns have been expressed that the development of explanation methods has been focused too much on building solutions for AI-Experts while neglecting end-users [10]. Despite these reservations have been backed by recent studies on state of the art XAI-Methods, which concluded that those approaches are not yet at a point where they can be utilized to benefit the user directly [16]. De Graaf and Malle [2] hypothesized that people are applying human traits to autonomous intelligent systems (AIS) and will therefore expect explanations within the conceptual and linguistic framework used to explain human behaviours. They argue that people are more likely to form a correct mental model of an AIS and re-calibrate their trust in the system if it communicates explanations in a human-like way. In this paper, we aim to find out if a personified virtual agent can be applied within the field of XAI to make an AIS more trustworthy for end-users. We are specifically examining the following research question: Does the incorporation of a virtual agent into XAI approaches positively impact the perceived trustworthiness of complex intelligent systems like Deep Neural Networks (DNN)? To investigate the potential added value of employing virtual agents for XAI-tasks, we conducted a study in which an agent presented
work by Ribeiro et al. [11]. The underlying algorithm highlights would, therefore, be wrongly predicted for sure. This verifies that the persons who already had experience in the use of language prior experiences in audio processing, we also presented a phoneme segmentation of the spectrogram is generated through the Web-based segmentation of the input-word to the user. This phoneme frame- \[M = 28.2, SD = 8.6, 10 male, 5 female\]. Group B also \[M = 5.12, SD = 0.69, 12 male, 3 female\]. The neural network model we used for keyword classification is based on [12] and has been trained on a dataset for limited-vocabulary speech recognition [15]. The model uses visual representations (spectrograms) of the audio data as input. Only eight of the given keywords were part of the training data, whereas the remaining two words were unknown to the classification system and would, therefore, be wrongly predicted for sure. This verifies that the generated explanations help the user understand both correct and incorrect classifications and therefore increase the transparency of the network’s decisions in both situations.

For generating visual explanations we chose the LIME framework by Ribeiro et al. [11]. The underlying algorithm highlights areas within the spectrograms that provide evidence in favor of the prediction in green and areas that speak against it in red (Fig 1). Since spectrograms are difficult to interpret for people without prior experiences in audio processing, we also presented a phoneme based segmentation of the input-word to the user. This phoneme segmentation of the spectrogram is generated through the WebMAUS tool developed by Kisler et al. [7] (see Figure 1, left side).

The participants were split into two test groups of equal size: Group A (Agent) and group B (no Agent). Group A consisted of 15 participants \(M = 28.2, SD = 8.6, 10 male, 5 female\). Group B also consisted of 15 participants \(M = 27.27, SD = 5.19, 12 male, 3 female\). The persons who already had experience in the use of language explanations of a simple speech recognition system to 30 participants.

2 EXPERIMENT
To investigate the effect of virtual agents in explainable AI approaches with respect to trustworthiness, we conducted a user study with 30 participants. Every participant interacted with a simple graphical user interface and spoke a predefined and fixed sequence of ten chosen keywords into a microphone. After each phrase, the recorder audio data was classified by a neural network and a visual explanation of this classification was displayed (see Figure 1).

The evaluation of the agent covered the following areas: sympathy, repeated interaction, trustworthiness, comprehensibility of it’s statements and help in understanding the system decision. Participants evaluated each area on a 7-point Likert scale \(1=\text{disagree}, 7=\text{fully agree}\). As a result of an additional open question section, we found two criteria that were positively evaluated by the participants:

- Appearance of the virtual agent: Facial expressions, voice and gestures were emphasized as appealing.
- Interactions with the virtual agent: The participants indicated that they found verbal comments, in particular those referring to highlighted phonemes, supportive.

3 RESULTS
3.1 Agent Evaluation
The evaluation of the agent covered the following areas: sympathy, repeated interaction, trustworthiness, comprehensibility of it’s statements and help in understanding the system decision. Participants evaluated each area on a 7-point Likert scale \(1=\text{disagree}, 7=\text{fully agree}\). As a result of an additional open question section, we found two criteria that were positively evaluated by the participants:

The aim of our user study was to answer the research question whether a virtual agent in combination with XAI has a positive effect on the trustworthiness of a AIS. Examining the results, we

3.2 Trust Evaluation
First, we evaluated the general trust value by examining the data from the Trust in Automation Questionnaire [6]. Across all items, there was a statistically significant difference between group A and group B, where group A \(M = 5.12, SD = 0.69\) rated the system more trustworthy than group B \(M = 4.48, SD = 0.86\), \(t(28) = 3.29, p = .001, g = 1.17\) (large effect).

Based on the general trust value, we exploratively investigated which items of the Trust in Automation Questionnaire differed the most between the two groups. For this, a one-way MANOVA was performed. The result was statistically significant, Pillai’s Trace = 0.67, \(F (12, 17) = 2.87, p = .023\). Therefore, follow-up tests for the selected items were conducted. Holm correction for multiple testing was applied. Between groups A and B, statistically significant differences were found for three items (see Table 1). Group A rated the system as less deceptive and was less wary of the system than group B. Additionally, group A trusted the system more than group B.

4 DISCUSSION OF RESULTS
The aim of our user study was to answer the research question whether a virtual agent in combination with XAI has a positive effect on the trustworthiness of a AIS. Examining the results, we
found that users had significantly more trust in the explanations that were presented by the agent. Furthermore, significant differences between the groups were found both in positively asked questions as well as in negatively asked questions within the Trust in Automation Questionnaire:

- The users found the system to be less deceptive when the explanation results were presented by the agent.
- The users were less wary towards the system.
- The users trusted the system more when the explanations were presented by the agent.

However, trust is a complex concept that can be influenced by various aspects. Hoff and Bashir [4] presented a three-layered framework, consisting of dispositional trust, situational trust, and learned trust. In our study we focused primarily on the situational trust which is strongly dependent on the situational context. This context is further divided into external and internal factors. External factors include task difficulty (spectrograms), the type of system (agent vs. no agent), and system complexity (DNN). Among others, internal factors include subject matter (e.g., background in signal processing) and self-confidence. While influences attributable to dispositional and learned trust were not explicitly addressed in our study, these could be used in further work to make more precise statements about perceived trust.

Our results are contrasting a study by Mulken et. al [14] in 1999, in which no significant increase in trustworthiness was found. Hoff and Bashir [4] stated that solely received the visual output of an AIS. Our results show that the combination of XAI methods with linguistic information presented by an agent can be beneficial for bringing trustworthy AI systems to end-users and thus contribute towards a responsible AI.
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