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Abstract

In preemptive real-time systems, scheduling analyses are based on the worst-case response time of tasks. This response time includes worst-case execution time (WCET) and context switch costs. In case of preemption, cache memories may suffer interferences between memory accesses of the preempted and of the preemtting task. These interferences lead to some additional reloads that are referred to as cache-related preemption delay (CRPD). This CRPD constitutes a large part of the context switch costs. In this article, we focus on the computation of upper bounds on the CRPD using the concept of useful cache blocks (UCB). These are memory blocks that may be in cache before a program point and may be reused after it. When a preemption occurs at that point the number of additional cache-misses is bounded by the number of useful cache blocks. We tighten the CRPD bound by using a modified notion of UCB: Only cache blocks that are definitely cached are considered useful by our approach. As we show in this paper, the computed CRPD bound is safe and delivers a safe bound on the execution time in case of preemption. Furthermore the modified definition simplifies the UCB computation for set-associative LRU and data caches. Experimental results show that our approach provides up to 90% tighter CRPD bounds.

1 Introduction

Hard real-time systems impose strict timing constraints. To prove that these constraints are met, timing analyses aim to derive safe upper bounds on a task’s execution time. Being already a difficult problem in case of non-preemptive execution, it is even more challenging for preemptively scheduled tasks. Most approaches, to solve this, use separate computations of a task’s execution time and the context switch costs. In [8], Lee et al. present a method to bound the context switch costs using the concept of useful cache blocks (UCB). This concept has been extended by several research groups (e.g., [13, 17]). A useful cache block at program point P is a memory block that may be in cache at P and may be subsequently reused. When such a memory block is evicted due to preemption, additional cache-misses may occur. The additional reloads due to these misses contribute to the context switch costs (CSC) and are referred to as cache-related preemption delay (CRPD). Finally, to estimate a task’s response time, the corresponding schedulability analysis adds these costs to the bound of the execution time as often as preemption may occur.

An over-approximation of the cache-content (memory block may be in cache) is used by former UCB analyses to derive a safe upper bound on the context switch costs. Timing analysis, however, also uses an over-approximation of the cache-content to predict the number of cache-misses (and an under-approximation to predict the number of cache-hits). During schedulability analysis, thus, some cache-misses may be counted twice. So, treating timing analysis and CSC analysis separately, the over-approximation on both sides accumulates and introduces a high degree of pessimism. Figure 1 illustrates an example showing the over-approximation of the execution time (a), the context switch costs (b) and the combined over-approximation (c).

In our approach, we stick to the concept of useful cache blocks, but provide a more precise estimation: A memory block is only considered useful, if it must be in cache. We refer to such a UCB as a definitely-cached UCB (DC-UCB). As seen before, timing analysis and prior UCB definition count some potential cache reloads twice. So, we compute an approximation of the context switch costs\(^1\) regard-

\(^1\)The CSC are given by the CRPD plus a constant overhead. This overhead is due to pipeline flush/reload costs and depends on the
2 Timing Analysis

This section introduces basic concepts and notations of caches and timing analysis. Both are needed as background information for main Section 3.

2.1 Caches

Caches are fast and small memories storing frequently used memory blocks to close the increasing performance gap between processor and main memory. They can be implemented as data, instruction, or unified caches. Caches are divided into cache-lines. A cache-line is the basic unit to store memory blocks, i.e., blocks of line-size \( l \) contiguous bytes of memory. The set of all memory blocks is denoted by \( M \). The cache-size \( s \) is, thus, given by the number of cache-lines \( c \) times line-size \( l \). A set of \( n \) cache-lines forms one cache-set, where \( n \) is the associativity of the cache and determines the number of cache-lines a specific memory block may reside in. The number of sets is given by \( c/n \) and the cache-set memory block \( b \) maps to by: \( b \mod (c/n) \). Special cases are direct-mapped caches (\( n = 1 \)) and fully-associative caches (\( n = c \)). In the first case, each cache-line forms exactly one cache-set and there is exactly one position for each memory block. In the second case, all cache-lines together form one cache-set and all memory blocks compete for all positions. If the associativity is higher than one, a replacement policy has to decide in which cache-line of the cache-set a memory block is stored, and, in case all cache-lines are occupied, which memory block to evict. In this paper, we concentrate on direct-mapped caches and on the LRU replacement policy.

2.2 Timing Analysis

Several static timing analyses exist to bound the worst-case execution time of tasks (see [4] for an overview). These tasks under examination are represented as control flow graphs (CFG). Nodes of a CFG are basic blocks, maximal sequences of instructions with exactly one entry and one exit point. If one instruction of a basic block is executed, so are all others. The edges of a control flow graph represent the possible control flow.

Within a typical timing analysis, a value-analysis first derives effective addresses of memory accesses as well as values for registers and memory cells. So, it supports the loop-analysis deriving bounds on the maximal number of loop-iterations. In the next step, an upper bound on the execution time of each basic block is derived using a low-level analysis simulating the target processor’s behavior. A part of this low-level analysis is the cache-analysis, which aims to classify memory accesses – for which the value analysis derived the effective addresses – into cache-hits and cache-misses. Note that we describe a cache-analysis as used in
our approach in the next subsection.

In the last step, the above information is combined to find the path within the control flow graph with the highest execution time bound.

An important issue, which we have to mention here, is the treatment of unclassified memory accesses. Depending on the target architecture, it may be reasonable to assume that a cache-miss always leads to a higher execution time than a cache-hit. Therefore, all memory accesses that could not be classified as cache-hit are treated as cache-miss. As Lundqvist et al. [10] have shown, this, however, is not true in general for modern architectures. So-called timing anomalies, mainly induced by processor features with long term effects, such as buffers or prefetch queues, may cause a locally faster execution, i.e., a cache-hit (instead of a cache-miss) to lead to a globally higher execution time. A separate computation of the timing bound and the context switch costs, thus, always implicates a target processor without timing anomalies.

Throughout this paper, we will use the following notation: A control flow graph is given by $CFG = (V, E, s, e)$ where $V = \{B_1, \ldots, B_n\}$ denotes the set of basic blocks $B_i$ of a program and $E \subseteq V \times V$ the corresponding set of edges connecting them. The start node is denoted by $s$ and the end node by $e$. Furthermore, we denote instruction $j$ of basic block $i$ with $B_i^j$. We use the partial function $Access_D(B_i^j)$ to denote the memory block of a possible data access during execution of instruction $B_i^j$. In case no data memory is accessed, $Access_D(B_i^j)$ is not defined. Furthermore, we use $Access_I(B_i^j)$ as the address of the instruction. Note that we omit the index $D, I$ in case no distinctions need to be made or when it is determined by the context.

2.3 Cache Analysis

As a part of a timing analysis, a cache analysis aims to statically predict the cache behavior during the execution of a task. For this reason, the analysis classifies memory accesses as cache-hits or cache-misses. Due to input-dependent cache behavior and an unknown initial cache state, this classification is not complete, i.e., not all memory accesses can be classified. To circumvent this problem, the concept of may and must information has been introduced to bound the cache contents from above and below. The may-cache contains all memory blocks that may be cached at a given program point, i.e., where the analysis is unable to prove that the memory block is not cached. Vice versa, the must-cache at a program point contains all memory blocks the analysis can prove to be cached.

Several different cache-analyses have been proposed [3, 6, 9, 12, 23, 18], either for direct-mapped or n-way associative LRU caches, and for instruction- or data-caches. Our approach is generic in the chosen cache analysis. All we need is the result of a preceding cache analysis, i.e., a safe classification of memory accesses. In the following, we assume that for each instruction $B_i^j$, a set

$\text{Must}_C(B_i^j) \subseteq M$

is given that contains all memory blocks that are cached before execution of $B_i^j$. The cache-analysis delivering this classification must be the same as used by the overall timing analysis in order to ensure soundness of the approach.

In its simplest form, a must-cache analysis for direct-mapped caches is implemented as a program analysis keeping an abstract cache state at each program point. Such an abstract cache state contains for each cache-set $s$ either a memory block or the symbol $\top$ indicating that the content of $s$ could not be predicted. Encountering an access to a memory block $m$, the analysis stores $m$ at the corresponding position in the abstract state (while replacing the prior content; see Figure 3 (a)). Two abstract cache states are combined by keeping equal contents within both states and replacing conflicting contents by $\top$ (Figure 3 (b)). In our approach, the must-cache must be given as a set. This set can be simply derived by collecting all elements contained in the abstract cache-sets. For data caches, the value analy-

![Figure 3: Must-cache analysis: (a) straight-line code and (b) control flow merge](image)

sis statically derives effective addresses of memory accesses (the memory block of an instruction is given by its address). If the value analysis, however, fails for some accesses, the precision of the cache-analysis suffers. Even if the analysis is able to give a range for an access, for instance an access to an array component, the must-cache analysis can often not predict which block is cached.

3 Cache-Related Preemption Delay

Static computation of upper bounds on cache-related preemption delay (CRPD) in most cases relies on the analysis
of useful cache blocks (UCB). The basic concept behind useful cache blocks is the determination of cache blocks that may cause additional cache-reloads due to preemption. Lee et al. [8] identified two properties a memory block must have to be considered a useful cache block at program point $P$: (a) it may be in cache at $P$ and (b) it may be reused on at least one control flow path starting at $P$. If the task is preempted at this point, the number of additional cache-misses due to preemption, thus, is bounded by the number of useful cache blocks. By selecting the program point with the maximal number of UCBs, an upper bound on the overall CRPD for one preemption of the task is given by this maximal number. Several research groups extended this concept, all relying on the same definition of useful cache blocks [see Section 4].

In contrast to these approaches, we introduce the notion of definitely-cached UCB as follows:

**Definition (Definitely-cached UCB)**

A definitely-cached UCB (DC-UCB) is a memory block which:

a) **may** be reused on at least one control flow path starting at $P$;

b) **must** be cached at $P$ and along the path to its reuse.

Prior analyses on cache-related preemption delay define a cache block to be useful at program point $P$ if it b) may be cached at $P$. We replace may by must and reduce the set substantially. Furthermore, we require it to be cached along the path to its reuse. If it is not in cache along this path, it may have been removed on it and, thus, does not lead to an additional cache-miss due to preemption. We can use a cache-analysis – as presented before – to check for condition b)). So, we can also establish a DC-UCB analysis for data caches.

In the following, we show that this definition leads to a safe but reduced over-approximation of the additional CRPD. Afterwards, we present the analysis of DC-UCBs following our definition and discuss further extensions.

3.1 Soundness

The combination of over-approximation in the timing analysis and in the conventional notion of useful cache blocks counts some potential cache reloads twice. The adapted definition excludes these reloads: So, they are only counted as part of the execution time bound. The context switch costs, thus, may be an under-approximation of the real costs but are a sound over-approximation when combined with the results of the timing analysis. This can be seen by comparing (i) the overall number of cache-misses that might occur during task execution with (ii) the number of cache-misses the analyses (timing analysis and DC-UCB analysis) take into account. If our approach accounts for at least the number of actual cache-misses, i.e., the number of cache-misses that occur during the execution of the task, it can be considered to derive a safe over-approximation.²

![Diagram](image)

**Figure 4:** Set of memory accesses $A$, set of cache-hits $H$, set of cache-misses approximated by must-cache $H_{\text{must}}$, set of cache-misses due to preemption $P$ and set of cache-misses $P'$ derived by our analysis. The dotted part in the second graph denotes all accesses taken into account as cache-misses by our approach.

Consider the set $A$ of memory accesses that occur during the non-preemptive execution of a task. These accesses are either cache-hits $H$ or cache-misses $M$. By construction, the must-cache analysis classifies a subset of these accesses as cache-hits $H_{\text{must}} \subseteq H$. All other accesses are taken into account as cache-misses $M_{\text{must}} = A \setminus H_{\text{must}}$:

$$H \cup M = A = H_{\text{must}} \cup M_{\text{must}}$$

The set of additional cache-misses due to preemption is denoted by $P \subseteq H$. By definition the set $P'$ obtained by our analysis is an over-approximation of $P$ restricted to elements of the set $H_{\text{must}}$:

$$P' \supseteq P \cap H_{\text{must}}$$

By removing this set $P'$ from the set of cache-hits classified by the must cache, we get:

$$H_{\text{must}} \setminus P' \subseteq H_{\text{must}} \setminus (P \cap H_{\text{must}}) = H_{\text{must}} \setminus P$$

Since $H_{\text{must}} \subseteq H$, the set of cache-hits classified by our method is a subset of the actual set of cache-hits, we get:

$$H_{\text{must}} \setminus P' \subseteq H \setminus P$$

²Remember that using UCBs to compute context-switch costs is restricted to processors not exhibiting timing anomalies.
This shows that our approach under-approximates the set of cache-misses under preemption: The number (i) of actual cache-misses, given by \( |M \cup P| \), is a subset of the number (ii) of cache-misses taken into account by our analysis, given by \( |M_{\text{must}} \cup P| \). By this, we have shown that our approach safely bounds the cache-related preemption delay when combined with an upper bound on the WCET. Figure 4 illustrates the different sets and their relation to each other.

### 3.2 Program Analysis

To determine the set of definitely-cached UCBs, we use a backward program analysis on the control flow graph. A memory block \( m \) is added to the set of DC-UCBs of instruction \( B^i \), if \( m \) is element of the must-cache at \( B^i \) and if instruction \( B^i \) accesses \( m \). The domain of our analysis is the powerset domain on the set of memory blocks \( M \):

\[
\mathcal{D} = 2^M
\]

The following two equations determine the flow information before (DC-UCB\(_{\text{in}} \)) and after (DC-UCB\(_{\text{out}} \)) instruction \( B^i \):

\[
\text{DC-UCB}_{\text{in}}(B^i) = \text{gen}(B^i) \cup \left( \text{DC-UCB}_{\text{out}}(B^i) \setminus \text{kill}(B^i) \right)
\]

\[
\text{DC-UCB}_{\text{out}}(B^i) = \bigcup_{\text{successor}\, B^j} \text{DC-UCB}_{\text{in}}(B^j)
\]

where the gen/kill sets are defined as follows:

\[
\text{gen}(B^i) = \{ \text{Access}(B^i) \} \quad \text{if Access}(B^i) \in \text{Must.Cache}(B^i)
\]

\[
\text{gen}(B^i) = \emptyset \quad \text{otherwise}
\]

\[
\text{kill}(B^i) = M \setminus \text{Must.Cache}(B^i)
\]

The direction of the analysis is backward. Equation (2) combines the flow information of all successors of instruction \( B^i \). Equation (1) represents the update of the flow information due to the execution of the instruction. First, all memory blocks not contained in the must-cache at \( B^i \) are removed from the set of DC-UCBs (4) – only a memory block that is element of the must-cache all along the way to its reuse is considered useful by our definition. Then, the accessed memory block of instruction \( B^i \) is added in case it is contained in the must-cache at the instruction (3).

Using these equations, the set of UCBs can be computed via fix-point iteration (see [2]). The initial values at instruction \( B^i \) are defined by DC-UCB\(_{\text{in}}\)(\( B^i \)) = gen(\( B^i \)) and DC-UCB\(_{\text{out}}\)(\( B^i \)) = \emptyset. Note that Equation (1) fits the kill/gen scheme to ensure that the fix-point iteration will derive the smallest solution to the set of equations. In terms of program-analyses, minimal fix-point solution (MFP) equals the merge-over all paths solution (MOP). However, we can also simplify Equation (1) as follows:

\[
\text{DC-UCB}_{\text{in}}(B^i) = \text{gen}(B^i) \cup \left( \text{DC-UCB}_{\text{out}}(B^i) \cap \text{Must.Cache}(B^i) \right)
\]

Consider the control flow graph given in Figure 5. The letters within basic blocks denote the memory blocks accessed by the instructions. The table shows the content of the must-cache assuming a direct-mapped data cache of size 4 and the obtained DC-UCBs. Table 1 lists the equations our analysis uses and Table 2 the steps and the resulting sets of the fix-point iteration. Note that we use the simplified Equation (5). Memory block \( a \) is cached before and reused at instruction \( B^1 \). So \( a \) is a DC-UCB before \( B^1 \) and contained in the initial state of DC-UCB\(_{\text{in}}\)(\( B^1 \)) (Table 2, \( i = 0 \)). The same holds for memory block \( c \) and instruction \( B^3 \). In the next step of the computation (\( i = 1 \)), \( a \) is furthermore considered a DC-UCB at \( B^2 \)'s predecessors \( B^4 \) and \( B^3 \), and \( c \) at \( B^3 \)'s predecessor \( B^2 \). The equations provided in Table 1 are iteratively applied until a fix-point on the set of DC-UCBs is reached.

Note that prior UCB analyses employ two program analyses, one to check for condition a) memory block may be cached at position \( P \), the other for condition b) memory block may be reused. If we adhere to this structure, we can see the cache analysis as presented in the Section 2.3 as one program analysis (a) – the analysis which we presented above as the other one (b).

### 3.3 LRU Caches

Although the DC-UCB analysis was introduced using an example for a direct-mapped cache, the analysis is valid in the same manner for set-associative or fully-associative LRU
instead of a single value. In addition to $Access(B_i')$ which denotes the address of the access, $Range(B_i')$ denotes the length of it. In case no range is needed, $Range(B_i') = 1$.

To handle imprecise information about the addresses of memory accesses - and to enable a general DC-UCB analysis for data caches¹ - we have to adapt the analysis as follows. The domain is given by a multiset:

$$\mathcal{D} = 2(\mathcal{M}, I)$$

where $f$ denotes the length of the range given in the number of memory blocks. An access whose effective address is bounded by a memory range is only considered a cache-hit if the whole range is definitely cached. Therefore, the access is also only considered a definitely-cached UCB in this case (6). Elements are removed from the set of DC-UCBs only if no memory block is definitely cached (7). Otherwise, if one memory block is cached and this memory block is removed due to preemption, it may cause an additional cache-miss. The corresponding kill/gen sets are specified as follows:

$$\begin{align*}
\text{gen}(B_i') &= \begin{cases} 
\{(Access(B_i'), Range(B_i'))\} & \text{if } \bigvee_{l=0}^{Range(B_i')} (Access(B_i') + l) \in \text{MustCache}(B_i') \\
\emptyset & \text{otherwise}
\end{cases} \\
\text{kill}(B_i') &= \{(Access(B_i'), Range(B_i'))\} \\
&\bigcup \left\{ (Access(B_i') + l) : l = 0, \ldots, Range(B_i') \right\} \not\in \text{MustCache}(B_i')
\end{align*}$$

An example of how the extension of the analysis works is shown in Figure 6. Assume that $a, b$, and $c$ are sequentially ordered memory blocks. Because the whole range of memory blocks, the last instruction may access, are cached, the timing analysis considers the data access of this instruction as a cache-hit. For the same reason, the definitely-cached UCB analysis adds $(a, 3)$ to the set of DC-UCBs. Only before the execution of the first and after execution of the last instruction, $(a, 3)$ is not a definitely-cached UCB; at every other position, a cache block evicted due to preemption may cause an additional cache-miss at the last memory access.

### 3.5 From UCB to CRPD

The final step of the DC-UCB analysis is the computation of the cost the schedulability analysis has to add to the bound of the WCET. For this, we first identify the program point with the highest number of DC-UCBs. Then, we multiply this number by the time needed to reload a memory block, to obtain an upper bound on the additional cost of the whole task. Note that this cost is not an upper bound on the actual CRPD, but on the CRPD that we have to take into account when used in combination with an upper bound on the WCET.

¹If the value analysis can not even derive a memory range for an access, timing analysis treats this memory access as a cache-miss. It, therefore, does not contribute to the bound on the CRPD.
Figure 6: Data Cache DC-UCB analysis handling memory ranges; a sequence of memory accesses, cache content and sets of DC-UCBs.

4 Related Work

The problem caused by cache-interferences within a preemptive system can be solved using diverse approaches. It can be circumvented by partitioning cache memory, it can be taken into account as part of the worst-case execution time and it can be analyzed separately by estimating the cache-related preemption delay.

Some works [11, 24] use a simple method to avoid interferences of tasks on the cache by partitioning it and assigning each task a small part. Although there is no interference on the cache, the performance of each task may suffer by its decreased cache size and substantial code-changes are needed.

Schneider [15] includes the impact of cache-interferences in the WCET analysis. He assumes preemption at each program point to compute a safe upper bound on the execution time under preemption. However, just because preemption is assumed everywhere, the analysis largely overestimates a task's worst-case execution time. The method we use analyzes cache-interferences separately from the worst-case execution time analysis by estimating the cache-related preemption delay.

The cache-related preemption delay denotes the preemption cost due to the reload of cache blocks that are evicted during execution of a preempting task. This number is then included in the response time computation during scheduling analysis [5]. The CRPD is computed by multiplying the time needed to reload a memory block with the number of additional cache-misses due to preemption [1]. Two ways can be used to bound this number: computing the number of useful cache blocks [7] or computing the number of evicting cache blocks (ECB) [22]. An ECB is a memory block which is used by the preempting task and which may evict a memory block from the cache. An upper bound on the CRPD can be derived using directly the number of UCBs (or ECBs): All UCBs are evicted by the execution of the preempting task (or each ECB evicts a memory block that is reused later by the preempted task). A refinement of the upper bound on the CRPD is given by the intersection of UCBs and ECBs, as shown in [13, 19].

In this article, we focus on the analysis of useful cache blocks. So, in the rest of this section, different methods to obtain the sets of UCBs are presented.

The basic concept of useful cache block has been introduced by Lee et al. [8]. They use two data flow analyses to derive them: First to compute for each node in the CFG the set of cache blocks that may be cached (reaching cache blocks), and second, to compute the set of cache blocks that are potentially reused after this node (live cache blocks). The intersection of both sets delivers the set of UCBs. They represent cache contents by sets of memory blocks for all cache sets. Negi et al. [13] enhanced this computation by integrating a tighter cache representation that does not merge cache contents. However, as the sets representing the cache are larger and grow faster, the complexity of the UCB computation is significantly higher than for the previous representation. Staschulat et al. [18] combined these two representations to obtain less complexity than the second one but more precision than the first. Their results represent a scalable tradeoff between always merging cache content and never merging it. In addition, Staschulat et al. proposed to refine the CRPD computation in case of multiple preemption by taking into account the preemption task decision [16]. In [20], Tan et al. studied the case in which preemptions are nested (preempting task is preempted). The difference to our work is given by their notion of useful cache blocks. It includes cache reloads that are already accounted for by the timing analysis. Since we only concentrate on the notion of UCB, these extensions can be seen orthogonal to our approach, i.e., they could be also applied to our analysis.

In case multiple preemptions of the same task are possible, the highest CRPD bounds are considered. To compute a bound for the i-th preemption, an order on the number of UCBs is used that considers each set of UCBs as often as the corresponding program point may be executed [7]. For example, the highest CRPD is typically obtained in a loop body. In that case, the bound corresponding to this point is considered as many times as it may be executed. This extension can be used in same manner using our notion of DC-UCBs.

Furthermore, former work mainly present the UCBs computation for direct-mapped instruction caches. Two of them [8, 18] propose extensions to include set associative cache with LRU replacement. Data caches restricted to static addressing have also been taken into account by Lee et al. [7]. As far as we know, no work focuses on UCB computation for dynamic addressing of data caches. This dynamic addressing has been handled by Ramprasad et al. in [14]. However, they do not compute UCBs; they use cache access pattern (cache lines access chains) to derive the n most expensive preemption points. While our approach handles
instruction and/or data-caches, their approach is restricted
to data caches.

In this paper, we use results of the cache analysis to refine
the computation of the number of misses due to preemption.
We propose a safe modification of the UCB definition
(definitely-cached UCB). Our approach can be combined
to the ECB computation to refine the resulting CRPD (as
presented by [13, 19]).

5 Evaluation

In this section, we evaluate the precision and runtime of our
approach. Since we concentrate on the improvement solely
cau sed by our new notion of useful cache blocks, we compare
it with Lee’s approach [8] based on the original notion. Note
that Negi et al. as well as Staschulat and Ernst proposed
extensions to improve the precision of Lee’s UCB analysis
by using a more precise representation of the cache-states.
Since our paper focuses on the basic notion of UCB and not
on the cache-state representation, we compare our approach
with the original UCB approach. A comparison of our work
with Negi et al. as well as Staschulat and Ernst extensions
is future work.

As target architecture, we selected an ARM7 processor4
with direct-mapped instruction cache of size a) 1kB, line
size 8 Byte, b) 4kB, line size 16 Byte and c) 8kB, line size
8 Byte. The ARM7 features an instruction size of 4 Byte.

We employed a selection of the Mälardalen WCET bench-
mark suite5. Table 3 shows this selection, the number of
instructions of each task and ratios of task-size to cache-size.
We compiled these tests using a gcc cross-compiler.

To tighten the bound on the worst-case execution time,
a technique called virtual inlining and loop unrolling [21]
is usually applied. This technique artificially increases the
control flow graph to distinguish between different loop itera-
tions and function calls. It especially improves the must-
cache analysis, i.e., more memory accesses will be classified
as cache-hits. For the following test-cases, we also employed
virtual unrolling and virtual inlining in order to derive rea-
listic results. Note that by improving the precision of the
must-cache, we increase the sets of DC-UCBs and so, we
can only decrease the improvement we obtain.

Tables 4, 5 and 6 show the results for the different cache-
sizes. The average number of (DC-)UCBs per instruction
(Column 2 and 3) can be seen as an indicator of the CRPD
in case preemption is restricted to a given set of preemp-
tion points. Column 4 shows the average improvement,
i.e., the sum over the improvements of each instruction di-
vided by the number of instructions. Column 5 and 6 show
the maximal number of (DC-)UCBs for the given task and

---

Table 4: Results (Cache-size: 1kB, Line-size: 8 Byte)

<table>
<thead>
<tr>
<th>task</th>
<th>#UCB</th>
<th>UCB Diff</th>
<th>#UCB</th>
<th>UCB Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>ba</td>
<td>13.6</td>
<td>1.4</td>
<td>52%</td>
<td>24</td>
</tr>
<tr>
<td>beast100</td>
<td>18.9</td>
<td>1.9</td>
<td>54%</td>
<td>35</td>
</tr>
<tr>
<td>erc</td>
<td>98.7</td>
<td>5.5</td>
<td>85%</td>
<td>124</td>
</tr>
<tr>
<td>fear</td>
<td>9.8</td>
<td>1.2</td>
<td>51%</td>
<td>19</td>
</tr>
<tr>
<td>fbread</td>
<td>5.1</td>
<td>1.6</td>
<td>47%</td>
<td>12</td>
</tr>
<tr>
<td>fl</td>
<td>47.2</td>
<td>3.3</td>
<td>89%</td>
<td>79</td>
</tr>
<tr>
<td>macerox</td>
<td>7.8</td>
<td>2.1</td>
<td>33%</td>
<td>19</td>
</tr>
<tr>
<td>jloopi</td>
<td>3.7</td>
<td>1.5</td>
<td>50%</td>
<td>8</td>
</tr>
<tr>
<td>matsnu</td>
<td>27.3</td>
<td>6.6</td>
<td>56%</td>
<td>40</td>
</tr>
<tr>
<td>mmmax</td>
<td>1.8</td>
<td>1.1</td>
<td>45%</td>
<td>11</td>
</tr>
<tr>
<td>ns</td>
<td>12.1</td>
<td>2.1</td>
<td>56%</td>
<td>30</td>
</tr>
<tr>
<td>quest-exam</td>
<td>101.7</td>
<td>1.9</td>
<td>74%</td>
<td>128</td>
</tr>
<tr>
<td>quart</td>
<td>97.2</td>
<td>1.4</td>
<td>70%</td>
<td>128</td>
</tr>
<tr>
<td>select</td>
<td>94.6</td>
<td>1.8</td>
<td>72%</td>
<td>128</td>
</tr>
<tr>
<td>sqrt</td>
<td>72.7</td>
<td>1.2</td>
<td>55%</td>
<td>128</td>
</tr>
</tbody>
</table>

---

Table 5: Results (Cache-size: 4kB, Line-size: 16 Byte)

<table>
<thead>
<tr>
<th>task</th>
<th>#UCB</th>
<th>UCB Diff</th>
<th>#UCB</th>
<th>UCB Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>ba</td>
<td>7.6</td>
<td>1.2</td>
<td>55%</td>
<td>13</td>
</tr>
<tr>
<td>beast100</td>
<td>21.3</td>
<td>1.6</td>
<td>64%</td>
<td>20</td>
</tr>
<tr>
<td>erc</td>
<td>58.4</td>
<td>1.9</td>
<td>85%</td>
<td>68</td>
</tr>
<tr>
<td>fear</td>
<td>6.5</td>
<td>1.0</td>
<td>54%</td>
<td>11</td>
</tr>
<tr>
<td>fbread</td>
<td>3.9</td>
<td>1.3</td>
<td>48%</td>
<td>8</td>
</tr>
<tr>
<td>fl</td>
<td>24.9</td>
<td>1.4</td>
<td>57%</td>
<td>41</td>
</tr>
<tr>
<td>macerox</td>
<td>4.3</td>
<td>1.6</td>
<td>29%</td>
<td>10</td>
</tr>
<tr>
<td>jloopi</td>
<td>2.2</td>
<td>1.1</td>
<td>32%</td>
<td>4</td>
</tr>
<tr>
<td>matsnu</td>
<td>15.4</td>
<td>3.1</td>
<td>61%</td>
<td>22</td>
</tr>
<tr>
<td>mmmax</td>
<td>1.3</td>
<td>0.9</td>
<td>8%</td>
<td>7</td>
</tr>
<tr>
<td>ns</td>
<td>7.5</td>
<td>2.1</td>
<td>46%</td>
<td>17</td>
</tr>
<tr>
<td>quest-exam</td>
<td>65.2</td>
<td>1.5</td>
<td>76%</td>
<td>92</td>
</tr>
<tr>
<td>quart</td>
<td>171</td>
<td>1.1</td>
<td>75%</td>
<td>227</td>
</tr>
<tr>
<td>select</td>
<td>52.6</td>
<td>1.3</td>
<td>75%</td>
<td>71</td>
</tr>
<tr>
<td>sqrt</td>
<td>106.2</td>
<td>1.0</td>
<td>63%</td>
<td>190</td>
</tr>
</tbody>
</table>
both approaches differ only slightly. Best improvements are observed for programs that contain loops, recursive structures, or repeated invocation of routines. In these cases, the cache can work quite effectively which means that several cache blocks will be reused and memory accesses result in cache-hits. Lee over-approximates – in his notion of UCBs – the sets of these memory accesses. However, since the must-cache can only classify a subset of them as cache-hits, only a strongly reduced set is considered as definitely-cached UCBs. Of course, the improvement could even be more impressive, if we would have used a worse must-cache analysis. But due to virtual loop unrolling and virtual inlining (as mentioned before), we used a very precise must-cache analysis to derive realistic results.

A cache block typically contains more than one instruction. So, even for straight-line code sequences without loops, the sets of UCBs and DC-UCBs are not completely empty. Since nearly all programs contain such fragments with instructions executed at most once, the average number of (DC-)UCBs per instruction is reduced and so, also the average improvement per instruction (column 4) is always lower than the improvement on the maximal number. Nevertheless, values up to 80% are still possible. This indicates a large refinement of the CRPD also in case preemption is referred to a fixed set of preemption points.

To sum up, the difference between both notions can be explained due to difference between the sets of possibly-cached and definitely-cached memory blocks. To derive a general safe upper bound on the cache-related preemption delay the set of possibly-cached memory blocks must be considered. However, since the CRPD is always used in combination with the bound on the worst-case execution time, it is sufficient to consider the set of definitely-cached memory blocks. So, the DC-UCB analysis only accounts for cache-misses that are not taken into account by the timing analysis.

### Table 3: Number of instructions and ratios of task-sizes to cache-sizes

<table>
<thead>
<tr>
<th>Task</th>
<th>#Instructions</th>
<th>isoort:00</th>
<th>ccc</th>
<th>lac</th>
<th>libcall</th>
<th>ifr</th>
<th>insertsort</th>
<th>loop</th>
<th>main</th>
<th>minmax</th>
<th>npe</th>
<th>sqrt-exam</th>
<th>sqrt</th>
<th>select</th>
<th>sqrt</th>
</tr>
</thead>
<tbody>
<tr>
<td>isoort:00</td>
<td>59</td>
<td>133</td>
<td>288</td>
<td>48</td>
<td>37</td>
<td>209</td>
<td>81</td>
<td>169</td>
<td>209</td>
<td>137</td>
<td>128</td>
<td>127</td>
<td>145</td>
<td>190</td>
<td>190</td>
</tr>
<tr>
<td>ratio</td>
<td></td>
<td>0.27</td>
<td>0.48</td>
<td>1.12</td>
<td>0.19</td>
<td>0.18</td>
<td>0.81</td>
<td>0.81</td>
<td>0.81</td>
<td>0.78</td>
<td>0.78</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>ratio 4KB</td>
<td></td>
<td>0.07</td>
<td>0.12</td>
<td>0.28</td>
<td>0.06</td>
<td>0.06</td>
<td>0.2</td>
<td>0.08</td>
<td>0.08</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>ratio 8KB</td>
<td></td>
<td>0.02</td>
<td>0.06</td>
<td>0.14</td>
<td>0.02</td>
<td>0.02</td>
<td>0.10</td>
<td>0.04</td>
<td>0.04</td>
<td>0.07</td>
<td>0.06</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
<td>0.07</td>
</tr>
</tbody>
</table>

### Table 6: Results (Cache-size: 8KB, Line-size: 8 Byte)

<table>
<thead>
<tr>
<th>average</th>
<th>#UCB</th>
<th>#DC-UCB</th>
<th>diff</th>
<th>#UCB</th>
<th>#DC-UCB</th>
<th>diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>bs</td>
<td>18.6</td>
<td>18.6</td>
<td>0.0</td>
<td>24</td>
<td>24.0</td>
<td>0.0</td>
</tr>
<tr>
<td>isoort:00</td>
<td>18.9</td>
<td>18.9</td>
<td>0.0</td>
<td>25</td>
<td>25.1</td>
<td>0.0</td>
</tr>
<tr>
<td>ccc</td>
<td>115.9</td>
<td>115.9</td>
<td>0.0</td>
<td>134</td>
<td>134.1</td>
<td>0.0</td>
</tr>
<tr>
<td>lac</td>
<td>10.8</td>
<td>10.8</td>
<td>0.0</td>
<td>19</td>
<td>19.1</td>
<td>0.0</td>
</tr>
<tr>
<td>libcall</td>
<td>5.1</td>
<td>5.1</td>
<td>0.0</td>
<td>12</td>
<td>12.1</td>
<td>0.0</td>
</tr>
<tr>
<td>ifr</td>
<td>47.8</td>
<td>47.8</td>
<td>0.0</td>
<td>79</td>
<td>79.1</td>
<td>0.0</td>
</tr>
<tr>
<td>insertsort</td>
<td>7.8</td>
<td>7.8</td>
<td>0.0</td>
<td>19</td>
<td>19.1</td>
<td>0.0</td>
</tr>
<tr>
<td>loop</td>
<td>4.7</td>
<td>4.7</td>
<td>0.0</td>
<td>6</td>
<td>6.1</td>
<td>0.0</td>
</tr>
<tr>
<td>main</td>
<td>27.6</td>
<td>27.6</td>
<td>0.0</td>
<td>40</td>
<td>40.1</td>
<td>0.0</td>
</tr>
<tr>
<td>minmax</td>
<td>1.8</td>
<td>1.8</td>
<td>0.0</td>
<td>11</td>
<td>11.1</td>
<td>0.0</td>
</tr>
<tr>
<td>npe</td>
<td>12.9</td>
<td>12.9</td>
<td>0.0</td>
<td>22</td>
<td>22.1</td>
<td>0.0</td>
</tr>
<tr>
<td>sqrt-exam</td>
<td>127.1</td>
<td>127.1</td>
<td>0.0</td>
<td>160</td>
<td>160.1</td>
<td>0.0</td>
</tr>
<tr>
<td>sqrt</td>
<td>340.8</td>
<td>340.8</td>
<td>0.0</td>
<td>449</td>
<td>449.1</td>
<td>0.0</td>
</tr>
<tr>
<td>select</td>
<td>102.0</td>
<td>102.0</td>
<td>0.0</td>
<td>138</td>
<td>138.1</td>
<td>0.0</td>
</tr>
<tr>
<td>sqrt</td>
<td>204.1</td>
<td>204.1</td>
<td>0.0</td>
<td>261</td>
<td>261.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### 6 Conclusions

Prior useful cache block analyses use an over-approximation of the cache content to derive a safe over-approximation of the sets of UCBs. In combination with over-approximation of the timing analysis, several cache reloads may be counted twice.

In this paper, we have proposed an improved definition of useful cache block (UCB) namely the notion of definitely-cached UCB (DC-UCB). Instead of using an over-approximation, our approach uses an under-approximation of the cache content. Our definition requires a useful cache block to be definitely cached. In addition, we have shown the soundness of this notion when combined with the worst-case execution time bound. By using the same cache-analysis to derive the set of UCBs and the WCET bound, no cache-miss is accounted for in both analyses – but all cache-misses that might occur during preemptive execution are still taken into account. Furthermore, due to the tight coupling of DC-UCB and timing analysis the same DC-UCB analysis can be applied to set-associative caches and easily extended to an analysis for data caches even in case of array accesses.

The evaluation of our method, i.e., the comparison to the former approach, shows a strong improvement in the precision of the computed bound on the cache-related preemption delay. For all but two test-cases, the bound is reduced by at least 40% but also improvements up to more than 90% can be often observed.

As future work, we plan to investigate the improvement of our definition to the combined analysis of the preempting task and preempted task and to the worst-case response time analysis. A second point is the computation of lower bounds on the context switch costs at specific points. Such information may be useful for schedulability analyses.
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