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Abstract

After the great success of graphene in the field of electronics, the class of monolayer transi-
tion metal dichalcogenides (TMDs) has gained significant impact in the field of photonics
due to their direct bandgap. Transparency and mechanical flexibility of two-dimensional
(2D) semiconductors as well as other unique TMD properties like non-linearity and enor-
mous spin-orbit splitting promise an extensive amount of possible applications. The
latter, in particular, has become of great interest in the field of spin- and valleytronics.
We demonstrate the scalable integration of monolayer TMDs into two different kinds of
optical devices.

In the first part of this thesis, we demonstrate selective enhancement of monolayer
molybdenum disulfide (MoSz2) photoluminescence (PL) in hybrid, free-standing, one-
dimensional (1D) photonic crystal cavities. These are based on a SiOg platform with
chemical vapor deposition (CVD)-grown monolayer MoSy on top. The cavity in these
“ladder-shaped” devices is realized by a gradual period decrease in the center of the de-
vice. In micro-photoluminescence (u-PL) spectroscopic measurements, we observe three
distinct modes at the majority of the investigated devices, that show a strong transverse-
electric (TE) polarization and good spatial confinement. With an increase of the crystal
period, we are able to tune the mode wavelength within the whole MoSs PL bandwidth.
At larger periods p > 285 nm, we even observe a fourth mode emerging at small wave-
lengths within the emission spectrum. Almost every investigated mode exhibits a quality
factor between 1000 and 4000. All findings are in good agreement with finite-difference
time-domain (FDTD) simulations.

In the second part of this thesis, we employ temperature as a further control parameter
by introducing the phase change material vanadium dioxide (VOsg), which is applicable
to a variety of different devices. VOg is a solid that switches from an insulating to a semi-
conducting phase at a critical temperature of 68 °C. If VO3 material is present in form of
nanoclusters, this temperature varies. Moreover, it depends on the initial phase, which
causes a large temperature dependent hysteresis (> 50 °C) in phase-sensitive observables.
This is, for example, applicable to the refractive index. We demonstrate refractive index
temperature control by manipulating the focusing abilities of so-called Fresnel zone plate
(FZP) lenses fabricated from VOg nanoclusters. FZP lenses are devices that are closely
related to the field of “flat optics” and consist of concentric rings of well-defined width
(the Fresnel zones) and alternating opacity. The blocking of destructively interfering
components of an incident plane wave yields a focusing effect only by diffraction. In our
experiments, FZP lenses are illuminated by off-chip LEDs as well as on-chip monolayer
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MoSs PL emission. In order to fabricate temperature-sensitive FZP lenses, we deacti-
vate the VO3 nanoclusters in every second Fresnel zone, leaving the residual zones active.
During illumination at wavelengths in the infrared and red regime, we observe distinct
changes in the lenses’ focusing behavior emerging at the critical temperature, which al-
low the precise reproduction of a temperature dependent hysteresis curve. We find these
changes in the interference patterns in agreement with FDTD simulations. Furthermore,
we achieve on-chip MoSy PL focusing. Although some effects emerge at on-chip illumi-
nation that are not completely understood, we are able to demonstrate proof-of-principle
temperature dependent contrast changes between interference maxima and minima and
to reproduce a hysteresis curve.
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Zusammenfassung

Nach dem grofien Erfolg von Graphen auf dem Gebiet der Elektronik hat die Klasse
der monolagigen Ubergangsmetall-Dichalcogenide (TMDs) signifikanten Einfluss im Be-
reich der Photonik gewonnen. Transparenz und mechanische Flexibilitdt zweidimensio-
naler (2D) Halbleiter sowie weitere einzigartige TMD-Eigenschaften wie Nichtlinearitit
und eine immense Spin-Bahn-Aufspaltung versprechen weitreichende Anwendungsmog-
lichkeiten. Insbesondere letztere Eigenschaft hat auf dem Gebiet der Spin- und Valley-
tronik grofses Interesse geweckt. Wir demonstrieren die skalierbare Integration von TMD-
Monolagen in zwei verschiedenen Arten optischer Bauteile.

Im ersten Teil dieser Arbeit zeigen wir eine selektive Erhéhung der Photolumineszenz
(PL) von Molybdéandisulfid (MoS2) in hybriden, freistehenden, eindimensionalen photo-
nischen Kristallkavititen. Diese basieren auf einer Siliziumdioxid (SiOs)-Plattform, auf
die eine MoSy-Monolage mittels chemischer Gasphasenabscheidung (CVD) aufgewachsen
ist. Die Kavitit dieser ,leiterartigen” Strukturen ist durch eine gradielle Periodenverklei-
nerung in der Mitte des Kristalls realisiert. In Mikrophotolumineszenz (u-PL)-Spektros-
kopie-Messungen beobachten wir drei deutliche Moden bei einem Grofteil der untersuch-
ten Kristalle, die sowohl eine starke transversal-elektrische Polarisation als auch raumli-
che Einschrinkung aufweisen. Durch eine Vergrofserung der Kristallperiode ist es moglich,
die Modenwellenlénge auf der gesamten Bandbreite des MoSo-PL-Spektrums durchzu-
stimmen. Bei groferen Perioden p > 280 nm beobachten wir sogar eine vierte Mode, die
im kurzwelligen Bereich des Emissionsspektrums auftaucht. Fast jede untersuchte Mode
weist einen Giitefaktor zwischen 1000 und 4000 auf. Alle Ergebnisse befinden sich in gu-
ter Ubereinstimmung mit Simulationen, die mithilfe der Finite-Differenzen-Methode im
Zeitbereich (FDTD) durchgefiihrt worden sind.

Im zweiten Teil dieser Arbeit verwenden wir die Temperatur als weiteren Kontrollpara-
meter, indem wir das Phasenwechselmaterial Vanadiumdioxid (VO3) einfiihren, welches
in einer Vielzahl von Bauteilen eingesetzt werden kann. VOs ist ein Feststoff, der bei
einer kritischen Temperatur von 68 °C von einer isolierenden in eine halbleitende Phase
iibergeht. Wenn das Material in Form von Nanokristalliten vorliegt, verdndert sich diese
Temperatur. Zudem héngt sie von der Anfangsphase ab, wodurch eine grofe tempera-
turabhiinginge Hysterese (> 50°C) in phasensensitiven Observablen erzeugt wird. Dies
trifft zum Beispiel auf den Brechungsindex zu. Wir demonstrieren die temperaturgetrie-
bene Kontrolle des Brechungsindex durch die Manipulation des Fokussierungsvermdégens
sogenannter Fresnel’scher Zonenplatten (FZP)-Linsen, hergestellt aus Vanadiumdioxid-
Nanokristalliten. FZP-Lingen gehoren zur Gruppe der ,flachen optischen Bauteile“ und

iii



Zusammenfassung

bestehen aus konzentrischen Ringen bestimmter Breite (den Fresnel-Zonen) und alternie-
render Opazitdt. Die Abschirmung destruktiv interferierender Komponenten einer einfal-
lenden ebenen Welle fiihrt zu einem Fokussierungseffekt, der allein auf Beugung beruht.
In unseren Experimenten werden FZP-Linsen sowohl durch LEDs aufferhalb des Chips be-
leuchtet als auch durch PL-Emission durch monolagiges MoSs auf dem Chip. Um tempe-
ratursensitive FZP-Linsen herzustellen, deaktivieren wir die VOo-Nanokristallite in jeder
zweiten Fresnel’sche Zone, wobei die restlichen Zonen aktiv bleiben. Bei der Beleuchtung
im infraroten und roten Wellenldngenbereich beobachten wir deutliche Verdnderungen im
Fokussierungsverhalten der Linsen bei der kritischen Temperatur, die die prézise Repro-
duktion einer temperaturabhéngigen Hysteresekurve erlauben. Diese Verdnderungen im
Interferenzmuster finden wir in Ubereinstimmung mit FDTD-Simulationen. AuRerdem
erzielen wir eine PL-Fokussierung des auf dem Chip integrierten MoSy. Obwohl einige
Effekte, die bei der Beleuchtung durch integriertes MoSs auftreten, noch nicht vollstan-
dig verstanden sind, ist es uns moéglich, temperaturabhingige Kontrastverdnderungen
zwischen Maxima und Minima zu messen und eine Hysteresekurve zu reproduzieren.
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1 Introduction

In recent years, 2D semiconductors have become of great interest in the field of opto-
electronics. They are part of the so-called van-der-Waals (vdW) materials, that consist
of individual one or few atoms thin layers that are weakly bonded by vdW attraction.
Their probably most prominent and most studied representative is graphene, which is
of major interest for electronic applications due to its extremely high charge carrier
mobilities [1, 2]. Its zero electron volt (eV) bandgap, however, makes it less interesting
for optical applications. Fortunately, there is an entire class of vd W materials that show a
finite bandgap which becomes even direct when thinned down to a monolayer. The most
prominent materials among this group are transition metal dichalcogenides (TMDs) with
the structure formula MXj, consisting of a transition metal M like molybdenum (Mo)
or tungsten (W) and two chalcogen atoms X like sulfur (S), selenium (Se), or tellurium
(Te).

From micro-electronics’ point of view, these ultrathin materials are extremely interesting
for flexible and transparent electronic circuits |3, 4] and they naturally define the limits of
miniaturization in, at least, one dimension. Additionally, their unique optical properties
make them highly attractive for opto-electronic applications like single photon sources
[5-9], light-emitting diodes (LEDs) [10], photo detectors [11, 12|, solar cells [13, 14],
plasmon sources [15, 16], and pump sources for optical resonators [17-22] and lasers
[23-27]. As non-linear crystals, they are even applicable for second harmonic generation
[28-31].

Due to their direct bandgap, TMDs monolayers show a strong photoluminescence (PL)
emission of internal quantum efficiencies up to 45 % at 83 K or 8.3 % at room temperature
[32]. Depending on the components, the bandgap ranges from energies in the visible
spectrum to the near infrared regime. Alloys of more than two components with varying
ratios, €. g. MoSy(;_z)Sea,, even allow us to carefully tune the emission frequency [33].
Additionally, TMDs show a large spin-orbit coupling [34] that leads to two different kinds
of valleys in the band structure with opposite angular momentum and, thus, opposite
helicity of their photoluminescence. These unique properties can be exploited in the
fields of valleytronics and spintronics to independently populate and read-out different
spin states [35-38].

Of capital importance for the integration of 2D materials into state-of-the-art on-chip
optical technology is their scalable fabrication and their integration into established ma-
terial systems in the silicon industry. Although the first 2D materials where fabricated by
top-down methods like exfoliation [39, 40|, bottom-up techniques like CVD have emerged
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being able to provide wafer-scale monolayer films [41-47]. Depending on the method you
choose, the device fabrication has to be accomplished in different order.

Figure 1.1.: a | Exfoliation of a TMD monolayer onto a single photonic crystal. b | Photonic
crystal fabrication into CVD prefabricated TMD layer.

Figure 1.1 depicts the difference between postfabrication and prefabrication monolayer
TMD integration. Exfoliation, as shown in Figure 1.1 a, is an easy to use method, but
not scalable and flake sizes are hard to reproduce. In order to build hybrid devices, a flake
has to be precisely and carefully positioned onto a prefabricated device. In Figure 1.1 b,
monolayer TMD is grown onto the substrate via CVD previously to appropriate device
postprocession.

On the basis of two examples of optical devices, we want to demonstrate the variety
of scalable optical applications with CVD grown monolayer MoSs in this thesis. In the
following, we briefly introduce two different types of devices that are fabricated and
investigate in Chapters 4 and 5. For a more detailed introduction into the theoretical
background, we refer to Chapter 2.

Photonic crystal cavities A photonic crystal is a periodic array of materials with
different refractive indices that is based on the principles of a Bragg mirror - a mirror that
is highly reflective for certain, distinct wavelengths and transmissive for others. Photonic
crystal cavities (PCCs) are photonic crystals with carefully engineered “defects” in the
periodicity. Thus, light of appropriate wavelengths can propagate in the defect area, but
is reflected from the surrounding crystal. They, thereby, form an optical resonator that
is capable of light enhancement for designated frequencies.

PCCs are potential elements of photonic circuits, networks of various photonic devices.
The idea is to provide an extension of present-day high-speed information transmission




via optical fibers by integration of photonic elements into electronic circuits [48]. Such
integrated systems require, at least, on-chip electrically pumpable light sources, detectors,
and, ideally, optical (frequency-) selective modules.

In this thesis, we employ monolayer MoSs as light source that is directly coupled to a
5102, ladder-shaped PCC to selectively enhance certain wavelengths of the broad MoSs
emission spectrum. An impression of a PCC array is depicted in Figure 1.1. By changing
the crystal periodicity, we are able to linearly tune the enhancement peaks in wavelength.
The 1D beam design, that is depicted in Figure 1.1, provides a configuration as waveguide,
as well. We choose SiO as platform for our PCCs due to its large bandgap of 9.3eV
[49] in order to minimize absorption losses. It is, furthermore, excellently compatible
to silicon - as its natural oxide - and the most established substrate for TMD growth.
With respect to future applications, the optical isotropy and non-birefringence of SiO9
makes it a promising platform for exploiting the unique spin- and valleytronic properties
of TMDs.

Metasurfaces and phase-change materials Metasurfaces or so-called “flat optics”
are two-dimensionally structured surfaces or 2D patterns of nanostructures. In contrast
to refractive optics, they are able to change phase, amplitude or polarization of light
on a sub-wavelength scale thickness [50] and are, therefore, considered as “promising
candidate[s| for realizing the next generation of miniaturized optical components” [51].
By nano-engineering of ultrathin layers of high refractive index materials, optical elements
like lenses and gratings can be constructed [52]. In fact, there is an enormous variety
of 2D patterns, ranging from super-oscillatory lenses (allowing sub-wavelength focusing)
[53, 54| to holographic patterns (allowing reproduction of arbitrary three-dimensional
(3D) structures) [55].

Phase-change materials are materials that rapidly change their (optical) properties under
external influences due to a phase change of their crystal structure. A common example
of this class of materials is germanium antimony telluride (GeaSboTes, GST) which is
used in rewritable optical discs and memory applications [56]. The phase change from
an amorphous to a crystalline state is induced by a laser of sufficient power (usually
femtosecond pulses) which leads to a change of its complex refractive index [57]. These
properties can be used to build all-optical switches [58]| or to write and erase arbitrary
2D patterns and metasurfaces in a GST film [55]. A second prominent example of
phase-change materials is vanadium dioxide (VO2). VO9 undergoes a temperature driven
metal-insulator transition (MIT) at a critical temperature 7, = 68 °C (for bulk material)
leading to a large change in both its conductivity [59] and dielectric function [60]. Apart
from temperature change, the MIT can be also induced by external pressure [61], voltage
[62], and laser pulses [63]|. For laser induced MIT, remarkable sub-picosecond switching
times have been measured [64, 65].

Implanted VOs nanoclusters are able to shift the reverse MIT (once heated above T,)
down to almost room temperature. This leads to a hysteresis featuring two critical tem-
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peratures depending on the present phase. When the sample is heated to a temperature
near T, it is possible to write reconfigurable 2D patters similar to GST into a layer of
implanted nanoclusters |66]. If the implant process is conducted with a prefabricated
shadow mask, permanent patterns like gratings can be fabricated that change their com-
plex refractive index with temperature [67]. In contrast to VOg film or bulk, embedded
nanoclusters endure repetitive mechanical stress introduced by the MIT much better and
excellent durability over thousands of cycles has been shown [68].

Apart from the broad field of photonics, VO3 is also employed in many other fields of
research such as (commercial) smart windows and coatings [55, 69-73|, thermal actuators
[74, 75], plasmonic switches [62, 76|, infrared detectors [77]|, and gas sensors [78].

In this work, we want to focus on FZP lenses - flat optical elements counsisting of con-
centric rings of varying width that has been already invented by Augustin Jean Fresnel
(1788-1827) in the early 19" century. Today, they are predominantly used for soft X-
ray focusing [79], but there are also more exceptional applications in the visible regime
like FZP lenses fabricated on a fiber head for micro-focusing [80]. Non-optics related
FZP applications have emerged, for example, in the field of acoustics for ultrasound fo-
cusing [81]. In Chapter 5, we implement FZP lenses in a SiOy matrix by site-selective
VO3 nanocluster implantation. With lateral sizes of several ten pm and focal lengths
ranging from 5pm to 20 pm, we will demonstrate the feasibility of on-chip focusing of
MoSs. In future works, more complex patterns like arbitrary holographic patterns are
thinkable. We will, furthermore, demonstrate temperature dependent optical switching
of their focusing ability and reproduce the characteristic refractive index hysteresis of
VO3 nanoclusters through investigation of the focal spot intensities.




2  Fundamentals

2.1. 2D Transition metal dichalcogenides

Transition metal dichalcogenide (TMD) monolayers are triple atomic layers with the
stoichiometry MXs. M is a transition metal (for example Mo, W, Nb, Ta) located in the
middle which is surrounded by two chalcogene atoms X (for example S, Se, Te). The
monolayer thickness is about 6.7 A [82]. Figure 2.1 a shows its stoichiometry in top and
side view in the two common phases, the trigonal prismatic (2H) and the octahedral (1T)
phase. A possible distorted phase with lower periodicity is the dimerized 1T (1T7) phase
with additional bonds between the transition metal atoms [83]. The 2H phase shows an
A-B-A stacking and is the thermodynamically stable phase for TMD monolayers with
transition metals Mo and W [83]. In the metastable 1T phase, the top and bottom
layer are shifted against each other which yields an A-B-C stacking. The red arrows in
Figure 2.1 symbolize one possible set of base lattice vectors which are equal for the 2H
and 1T phase.

While the 1T and 1T’ phases are always metallic, the 2H is semiconducting when the
transition metal is either Mo or W. For that reason, we will, in the following, consider
the term TMD to be a Mo or W compound in the 2H phase. All devices that will be
introduced and investigated in this thesis (see Chapters 4 and 5) are implemented with
MOSQ.

Figure 2.1 b depicts the first Brillouin zone of a TMD. It appears to be similar to
graphene, but with an important difference. There are two distinguishable K points, K
and K’ (equivalently, a M and M’ point and a ¥ and ¥’), which origins from the lack of
an inversion center in the monolayer [34]. In contrast, a bilayer owns an inversion center
as shown in the sideview sketch in Figure 2.1 ¢. The consequences of two distinguishable
K points influencing the physical properties will be discussed later in this section.

Band structure Figure 2.2 depicts band structure calculations by Splendiani et al. [40]
of bulk, four-layer, two-layer, and monolayer MoSs. The conduction band (CB) minimum
and valence band (VB) maximum - in the following, only referred to as CB and VB -
are highlighted in red and blue, respectively. Bulk MoSs shows an indirect transition
between the I' and ¥ point, represented by the black arrow, that slightly increases when
the material is thinned down to four and two layers, eventually. For monolayers, this
indirect transition increases drastically with the result that a direct transition emerges
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Figure 2.1.: a | Stoichiometry (top and side view) of TMD monolayers in three different
phases. The red arrows depict the lattice vectors. b | First Brillouin zone of the 2H phase. c |
Sideview of a TMD monolayer and bilayer. The former shows no inversion center while the
latter does.
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2 layers Monolayer

Energy

Figure 2.2.: Bandstructure calculations for bulk, few layers and one layer, adapted from [40].
The conduction band minimum is highlighted in red, the valence band maximum in blue. The
arrows depict the energy gap which changes from indirect to direct for a monolayer.

at the K point. The strong decrease of the VB at the I' point can be attributed to the
change of atomic orbital hybridization due to (increased) quantum confinement in the
monolayer [40, 84]. The band structure at the K points is found to be primarily consisting
of strongly localized Mo d-orbitals. Due to their central position in the monolayer,
interband coupling is minimal and the band structure stays rather unaffected for layer
number variations. States at the I' point and at the indirect transition, on the other
hand, comprise high contributions of p, orbitals stemming from S atoms. Their strong
interlayer coupling results in a sensitive dependence on the layer number. The simulated
observations in Figure 2.2 have been directly verified by angle-resolved photoemission
spectroscopy (ARPES) measurements of the bandstructure [85]. As a consequence of
the direct bandgap, monolayer MoSs shows, in contrast to bulk or even few layer MoSs,
extremely high optical activity.

Excitons and optical transitions Figure 2.3 a shows a bandstructure calculation by
Zhu et al. [86] that includes the spin degree of freedom. As a result, we observe a very
large spin-orbit coupling (SOC), which, in particular, leads to a large VB splitting at the
K point. The band splitting of MoSs is about 150 meV, while other TMDs like molyb-
denum diselenide (MoSes), tungsten disulfide (WSs), and tungsten diselenide (WSes)
show even higher values exceeding 450 meV (WSe2) [86]. Figure 2.3 b shows a simplified
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Figure 2.3.: a | Bandstructure simulation of monolayer MoS, under consideration of SOC,
adapted from [86]. The CB and VB are highlighted in red and blue, respectively. A distinct

band splitting of the valence band emerges at the K point.
bandstructure at the K point.

b | Simplified sketch of the
While the VB splitting is significant, we can neglect the

CB splitting. The arrows label the A and B exciton transition as well as certain energies.
¢ | Absorbance spectrum of monolayer MoS», adopted from [87]. The three exciton absorption
lines are labelled. d | PL spectrum of monolayer MoS,.
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sketch of the bandstructure at the K point. In contrast to the significant VB splitting
(blue arrows), the CB splitting is only a few meV [88-90] and, therefore, neglected in
the sketch. While the electronic bandgap (violet arrow) is the energy difference between
CB and VB, the smaller “optical bandgap” (red arrow) is the energy that we are able
to observe in optical measurements. This discrepancy emerges from the formation of
electron-hole pairs, so-called “excitons”, that are bound by their Coulomb interaction
in the semiconductor. Depending on the binding energy, the emitted photon energy is
reduced. In order to calculate higher energy levels, excitons in bulk semiconductors are
usually treated equally to hydrogen atoms. In this model, the n-th binding energy level
is E3p(n) = R,/n* with R, the excitonic Rydberg constant. In 2D materials, however,
binding energies are stronger due to reduced screening of the out-of-plane electric field.
This results in an adapted model for two dimensions [91], in which the energy levels are
described by

1y

exhibiting four times stronger binding energies. The exciton levels are also indicated in
Figure 2.3 b. For MoSsg, experimental values range from 200 to over 500 meV [92-94]
(predicted theoretical values are even higher [89]) which is extremely large compared to
bulk MoSy with 56 meV [95] or conventional direct semiconductors like gallium arsenide
(GaAs) with <5meV [96]. WSey and MoSes show similar or slightly higher values [89],
while for WS, exciton binding energies of up to even 700 meV [97| have been measured.
The optical bandgap is, therefore, the electronic bandgap reduced by the exciton binding
energy. Apart from the first exciton level that is labeled in Figure 2.3 b, even higher
exciton states up to the 5s shell have been measured [91]. The band splitting in the
valence band leads to two exciton transitions of different energy at the K point, the
so-called A (red arrow) and B (green arrow) excitons.

Figure 2.3 ¢ shows the optical absorption spectrum of MoS, obtained from ellipsometric
measurements by Funke et al. [87]. The two labeled peaks at 1.90eV and 2.05eV arise
from the A and B exciton transition. The prominent and rather broad C exciton peak
at about 3.0eV can be attributed to a high joint density of states in the band structure,
that leads, according to Fermi’s Golden Rule, to an increase in the optical transition rate
(see also Section 3.3.1). It combines both bright and dark transitions stemming, on the
one hand, from a high joint density of states near the I' point and, on the other hand,
from a region between I' and M points with nearly parallel CB and VB [98, 99|. The PL
spectrum of MoSs, measured on a CVD grown film, is shown in Figure 2.3 d. At room
temperature, it is rather broad and primarily emerges from the A exciton transition. The
B exciton usually arises as a shoulder of the more dominant A exciton peak [100]. The
concepts of PL will be explained in detail in Section 3.3.1.

Table 2.1 depicts the bandgap energies of the most common TMDs that are of particular
interest in current photonic research. As shown in Figure 2.2, the bulk bandgap of those
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TMD  Bulk bandgap Monolayer bandgap (A exciton)

Energy (eV) Energy (eV) PL wavelength (nm)

MoSs 1.2 1.87 663
MoSes 1.1 1.56 795
MoTey 1.0 1.1 1127
WSy 1.4 1.95 636
WSey 1.2 1.67 742
WTey - 1.1 1127

Table 2.1.: Bandgap energies of the most common TMDs and the corresponding PL wave-
lengths [46, 101].

materials is indirect. The energies of the (direct) monolayer bandgap in Table 2.1 are
those of the A exciton transition and their corresponding emission wavelength. Sulfide
and selenide compounds are mostly located in the visible regime whereas tellurids show
PL emission predominantly in the near infrared regime, which is especially suitable and
highly interesting for telecommunication applications.

Spin-valley coupling and further properties In Figure 2.1, we have already seen
that the TMD Brillouin zone exhibits two distinguishable K points. The broken inver-
sion symmetry of the monolayer crystal structure and spin-orbit splitting at the K points
results in coupled spin and valley physics that enable optical addressing and independent
control of the K or K’ valley and its related spin |34, 36, 37|. Figure 2.4 a shows a 3D
illustration of the CB (dark red) and VB (blue) at the K (K’) points of the Brillouin
zone. The spin states in the VB are directly coupled to one of the split bands (bright and
dark blue). Due to time reversal symmetry, K and K’ valleys show an inverted spin con-
figuration [36, 37]. Optical selection rules arising from angular momentum conservation
lead to transitions of only specific allowed helicities in each valley, as indicated by the
black and red arrows. We, therefore, can address the K valley directly by right-handed
(07) polarized light and the K’ valley by left-handed (o~ ) polarized light. Hence, circu-
lar polarized excitation of the TMD will result in circular polarized PL of equal helicity.
Figure 2.4 b shows circular polarization resolved MoS2 PL under right- (black symbols)
and left-handed excitation (red symbols), which has been measured by Zeng et al. [38].
The graph emphasizes the contrary helicity shown by the positive and negative y scale.
The degree of circular polarization P = (I(¢c") — I(67))/(I(c™) + I(c7)) was found to
be (32 £+ 2) % in both cases.

Eventually, we want to briefly highlight some further TMD properties of high interest
that are currently treated in research with respect to light-matter interactions. One
exceptional finding is the existence of single photon quantum emitters that have been in-
vestigated by several groups [5-9]. Quantum emitters are essential for any kind of optical
quantum information transmission or computing. Furthermore, TMDs show non-linear
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Figure 2.4.: a | 3D sketch of the band structure near the K points. While the CB (red)
splitting is very small (not visible), the VB (blue) splitting due to SOC is significant. Inversion
symmetry breaking in monolayer TMDs leads to a coupling of the spin and valley degree of
freedom in the two distinguishable valleys, K and K’. This permits optical addressing of a
distinct valley by circularly polarized light, here, right-handed (¢") polarization for the K
valley (black arrow transition) and left-handed (0~ ) polarization for the K’ valley (red arrow
transition). b | Circular polarization resolved PL for ™ (black symbols) and o~ (red symbols)
polarized excitation. The degree of polarization P is (32 & 2) % in both cases.

crystal properties, which implies that polarization of the crystal, introduced by electro-
magnetic radiation, cannot be approximated as linear for high electric fields [28]. This
non-linearity leads to the generation of higher harmonics of the incident light frequency.
Especially, second harmonics generation can be of high technical relevance for frequency
converted lasers.

Fabrication and characterization methods Since recently, many monolayer fabri-
cation methods have been emerged. Top-down fabrication, such as exfoliation via vis-
coelastic stamping [102], liquid exfoliation [103, 104], or chemical intercalation [105, 106],
is usually less costly and yields good crystal quality, however, large films or reproducible
flake sizes for scalable fabrication are hardly accessible. Bottom-up fabrication, such as
diverse types of chemical vapor deposition (CVD) [105, 107] or vdW epitaxy [108], is
scalable, but usually costly and can suffer from lower crystal quality due to grain bound-
aries between crystallites. In this thesis, we exclusively deal with CVD grown MoSs. For
that reason, this fabrication method is explained in detail in Section 3.2.1.

Since basically every standard characterization method in material and semiconductor
research (based on interactions between electrons, ions, photons, or phonons) can be
applied to TMDs as well, we will restrict ourselves to the necessary methods and only

11
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treat PL spectroscopy and Raman spectroscopy (see Sections 3.3.1 and 3.3.2). Both
methods are common for determining crystal quality and layer number (Raman).

2.2. Photonic crystal cavities

In this chapter, we will introduce the concepts of photonic crystals in general and then
focus onto defects in such kind of crystals, that can operate as optical resonator: so-called
photonic crystal cavities (PCCs). We will also introduce concepts for the quantification
of the resonator quality and optical mode properties like the polarization.

2.2.1. Photonic crystals

A photonic crystal is a periodic arrangement of dielectric media with different refractive
indices and a periodicity being comparable to the light wavelength. Depending on the
number of dimensions in which this periodicity emerges, we obtain a 1D, 2D, or 3D
photonic crystal as depicted in Figure 2.5 a.

In order to better illustrate the principles of photonic crystals, we start with a conceptual
picture. Figure 2.5 b shows an light beam incident normally from the left side onto a 1D
photonic crystal, two types of alternating layers with thicknesses d; and ds and refractive
indices ny and ny. We assume lossless materials and, therefore, only have to consider
reflections and transmissions at the interfaces. Our system is designed in a way that
nid; = nady = A\g/4 for a specific wavelength \g. Therefore, the wave undergoes a phase
shift of /2 in each layer. Assuming that ne > mni, we additionally have to consider a
phase change of 7 for reflections at ny — no interfaces. Thus, the total phase shift of
every partial beam is 27n,n € N, which results in constructive interference of the reflected
partial beams. Figure 2.5 ¢ shows the reflectivity as a function of the wavelength for
Ao = 600nm and N = 1, 5, and 10 double layers with ny = 1.38 (MgF3) and n; = 2.3
(TiO2) [110], which can be calculated by the so-called “wave-transfer matrix method”
[111]. For larger N, the maximum reflection and its edge sharpness increase, as well as
the number of local maxima. Since this spectral area, on the other hand, exhibits a
transmission close to zero, it is called “stop band”. This 1D photonic crystal is called a
“Bragg mirror” or “distributed Bragg reflector (DBR)”.

We now want to widen our point of view and describe light in materials with arbitrary
refractive index distributions to be able to deal with photonic crystals of different designs.
The behavior of electromagnetic waves in dielectric media with magnetic field H(r) and
perpendicular electric field E(r) is described by the (generalized) Helmholtz equation
[109, 111]

v x <1v X H(r)> - (3)2 H(r), (2.2)
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Figure 2.5.: a | 1D, 2D, and 3D photonic crystal. The sketches are inspired from [109]. b |
Conceptual image of multifold beam reflection and interference in a multilayer system. The
alternating layers of refractive indices n; and ns > ni, are chosen in a way that the thickness
introduces a phase shift of w/2. Reflection at n1 — no interfaces causes an additional shift
of w. The total phase shift of every partial beam is 27n,n € N which results in constructive
interference in reflection. Such a system is called a Bragg mirror. ¢ | Calculated reflectivity
of a Bragg mirror for N = 1, 5, and 10 double layers with nqy = 2.3 (TiO2) and ny = 1.38
(MgF3) [110]. Around the chosen design wavelength A = 600 nm, the reflectivity is close to
100 %. Since, on the other side, the transmission is close to zero, it is called the stop band.
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with €(r) being the relative permittivity, which directly follows from Maxwell’s equa-
tions and the plane wave ansatz. It is defined by the relationship between dielectric

displacement D and electric field

D(r) = epe(r)E(r). (2.3)
For gaining knowledge about the modes that propagate in any medium with well-known

e(r) function, we have to solve Equation (2.2). The relative permittivity of a photonic
crystal with period p satisfies the condition

e(r) =e(r+R) (2.4)
with R = np,n € N. Hence, we choose the ansatz of Bloch’s theorem [112] to solve

Equation (2.2) as usually done for electronic structure calculations of atomic crystals in
condensed matter physics. The magnetic field, therefore, can be expressed as

Hy(r) = eik'ruk(r), (2.5)

a product of the plane wave function e’** and a periodic function with the same period-
icity as the lattice ug(r) = uk(r + R).

a b extended states
1 ; . | I |
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Figure 2.6.: a | Band structure and b | density of states of a photonic crystal. Yellow areas
mark the photonic band gaps between the bands. The red lines depict a defect state within a
bandgap that emerges from a crystal defect. Both figures are based on [109].
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From the solution of Equation (2.2) for the 1D photonic crystal in Figure 2.5 a and the
propagation direction z, we can calculate a dispersion relation, energy E as a function of
wave vector k, as shown in Figure 2.6 a. Comparable with electrons in a semiconductor
crystal, we observe photonic energy bands (representing the so-called “extended states”)
which are separated by bandgaps, where only evanescent states can exist. These are
states with an exponentially decreasing amplitude. For the moment, we neglect the red
lines, which represent defect states. The electric field of a light wave in the energetically
lowest band is predominantly located in the material of higher refractive index (usually a
solid dielectric). This band is, therefore, called the “dielectric band”. The second lowest
band is called the “air band” since the field is mainly located in the material of lower
refractive index (usually air). The larger the refractive index difference between the two
materials is, the larger is the bandgap.

Figure 2.6 b shows the density of states (DOS) of a typical photonic crystal. The under-
lying behavior follows the photon DOS per unit volume in free space

2

g(w) = PR (2.6)
w being the photon angular frequency and c the speed of light, which can be derived sim-
ilarly to the free electron DOS [113]. The quadratic dependency on w is especially visible
for small frequencies, when the dielectric band nearly follows the dispersion relation of
free photons w = ck. At the bandgap frequencies, the DOS is naturally zero. Near the
bandgap edges, the band slopes approach zero and the DOS diverges. At these energies,
the DOS shows so-called “Van Hove singularities” [114, 115].

2.2.2. Defects in photonic crystals

By introducing defects into the crystal, for example, by leaving out or changing the width
of a single DBR layer, we locally change the crystal, so that localized modes can emerge.
Depending on the frequency of these modes, they can form states inside the band gap.
Figure 2.6 shows a defect state inside the bandgap, represented by the red line in both
panels. Since light of that resonant frequency is basically trapped inside the crystal, such
kind of defects are called “photonic crystal cavities”. In the following, we want to discuss
the specific PCC layout that is employed in this work.

Figure 2.7 a shows our 1D ladder-type PCC design in top-view which has been put for-
ward by Gong et al. [116]. In contrast to 2D or even 3D PCCs, this design is especially
interesting for low-index materials since the light is confined in two dimensions by total
internal reflection and in only one dimension by Bragg mirrors, which lower their effi-
ciency for small refractive index differences. The crystal period p is in the order of half
the wavelength of the cavity resonance and the hole width h, = p/2 is kept constant
in the entire PCC. The total width of the PCC is w = 4.75p, which has been success-
fully employed in [117]. A strongly decreased width would result in mode leaking, which
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Figure 2.7.: a | Sketch of a PCC in top view with period p, beam width w = 4.75p, hole width
he = p/2 and hole height h, = 0.7w. b | Period of the entire PCC as a function of the hole
number. The central periods at —6 < N < 6 are parabolically decreased to 0.9p. This area
is called perturbation area, while the outer, unperturbed, areas are called mirrors. ¢ | Band
structure calculations from [116] for PCCs with periods p and 0.9p. The latter exhibits three
photonic states in the bandgap of the former. This figure is reproduced on the basis of [116].

means that the mode is completely located within the PCC, whereas a strongly enhanced
width would result in decreased mode confinement. The hole height is h, = 0.7w and the
thickness of the PCC is d = 200nm. Although simulations show that a slightly larger
thickness of 300 nm would be more favorable in terms of mode quality, fabrication con-
strictions forced us to use a 200 nm thick membrane. The issue will be further discussed
in Chapter 4.

Figure 2.7 b shows the period p as a function of the hole number N, which corresponds
to the number of Bragg layers, counted from the center of the PCC. The entire cavity
contains 2 * 27 holes. In the outer areas, the period is kept constant in order to obtain
two Bragg mirrors. These areas are labeled “mirrors” in Figure 2.7 b. The crystal defect
is realized by a parabolic decrease of the period for —6 < N < 6 down to a central period
of 0.9p. This region is called “perturbation area”. The parabola depth is determined by
band structure calculations [116] as depicted in Figure 2.7 c¢. It shows the dispersion
relations of two crystals with periods p (blue) and 0.9p (red), simulated for crystals with
slightly differing width (w = 3p) and thickness (d = 0.9p). It reveals that the photonic
bandgap of period 0.9p is shifted to slightly higher energies, so that the highest states
of its dielectric band move inside the photonic bandgap of the crystal with period p,
highlighted by the yellow area. We observe that three modes (red circles) of the red
band lie inside the photonic bandgap of the blue band. This fits nicely with our results
in Section 3.1 and Chapter 4, that show three major modes observed in both simulation
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and experiment.

The photonic crystal platform material is SiO9, for reasons that we have discussed in
detail in Chapter 1. The choice of layout also results from the material choice. Since
the refractive index difference of SiO2 (ngio, ~ 1.46) and air, in the visible regime, is
relatively small compared to, e.g. , silicon (Si) (ng; > 3.7), the photonic bandgap is
smaller, as well. This leads to higher losses in mirror directions, which makes a 1D beam
design favorable. The 1D design allows us to benefit from confinement by total internal
reflection in two dimensions and tailorable confinement by Bragg mirrors in only one
dimension. Simulations of such PCC structures [116] show that the highest losses for
N < 10 mirror layers arise in = direction. For N > 10, the losses in z direction dominate
the total loss rate. The thickness of the PCC, however, is a parameter that is not easy
to change due to fabrication constrictions and is kept constant.

2.2.3. Characterization of optical modes

Quality factor The quality factor (Q-factor) of a cavity mode is a measure of the
cavity goodness as a resonator. It is defined as

w A

Q== (27)

with Aw (A\) being the full width at half maximum (FWHM) of the resonance frequency
w (resonance wavelength \) [113].
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Figure 2.8.: Reflection and refraction at a dielectric interface. z-polarized waves are called
transverse-electric (TE) since the electric field is orthogonal to the plane of incidence. y-
polarized waves are called transverse-magnetic (TM). This figure is reproduced on the basis
of [111].
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Polarization of optical modes As shown in Figure 2.8, we can categorize the po-
larization of an electromagnetic wave incident onto an interface of two media (ny and
ny) into two cases [111|: The polarization (i.e. the electric field) being orthogonal (in
x direction) or parallel (in y direction) to the plane of incidence. The former mode is
called TE or s-polarized, the latter TM or p-polarized. For a mode traveling within a thin
layer of dielectric material (be it isotropic or a photonic crystal) which is located in the
xy-plane, we define the polarization in a similar manner. Modes with the electric field
parallel to the xzy-plane (modes of the form (E,, E,, H,)) are called transverse-electric
and with the magnetic field parallel to the zy-plane (modes of the form (H,, Hy, E.))
transverse-magnetic.

2.3. Optical coupling

Figure 2.9.: Sketch of a TLS in a cavity coupled with a coupling constant go. The TLS corre-
sponds to the TMD monolayer in this work. The coupling regime depends on the relationship
between go and the cavity losses x and non-resonant losses .

Resonant coupling between a cavity and an electronic two-level system (TLS) can occur
in two coupling limits: the strong coupling and the weak coupling regime [113]. They
can be distinguished by the coupling constant go. Figure 2.9 shows a sketch of a TLS
sitting in a simple two-mirror cavity. When we consider the photon decay rate of the
cavity k, the cavity decay rate can by related to the Q-factor by [113]

K= % (2.8)

Non-resonant losses indicated by the decay rate v can occur by various reasons: the TLS
emits the photon in an unsupported angle of the cavity (as indicated in Figure 2.9),
the optically active material in the cavity decays to other levels and emits a photon of
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different frequency or is scattered to other states and possibly does not emit a photon
at all. Whenever other levels are involved, the TLS model gets insufficient. Strong
coupling occurs when gy > (k,7) and weak coupling when gy < (k,7). Since, in the
strong coupling limit, the interaction between TLS and cavity is faster than the loss rate
of the cavity, the photon can be reabsorbed by the electronic system which represents
a reversible process. Strong coupling requires very high cavity Q-factors and narrow-
bandwidth light sources (ensuing low internal losses). In the weak coupling regime, the
photon decay rate is much larger than the interaction rate. This leads to an irreversible
process since the photon will not interact with the system a second time.

In our case, the TLS is the A-exciton of monolayer MoSs. In Chapter 4, we will clearly
observe cavity-MoSo coupling by cavity mode peaks emerging from the broad PL back-
ground. Due to the broad spectral emission of TMDs (indicating a non-ideal TLS) and
cavity @-factors which are measured to be (only) a few thousand, the coupling is in the
weak regime. This has been similarly confirmed by Mangold [117], who used identical
PCCs, but cadmium selenide (CdSe) nanoclusters as optically active material. With
these clusters, even a direct measurement of the Purcell effect was possible. The Purcell
effect describes the cavity related enhancement of the spontaneous emission rate. There-
fore, it was necessary to measure the time dependence of the CdSe nanocrystals within
and outside of a cavity. This measurement is not applicable to monolayer MoSs since
lifetimes of 4 ps [118, 119] are to short for direct measurements with common detectors
which exhibit time resolutions of about 50 ps'.

2.4. Vanadium dioxide - a phase change material

Phase change materials are solid state materials that undergo a phase transition at a
specific temperature T,, the so-called “critical temperature”. In this thesis, we focus on
vanadium dioxide (VO2), which is one of the most promising and well studied materials.

VO, is a semiconducting crystal at room temperature (low-T phase) with a bandgap
of approximately 0.6eV to 0.7eV [64, 121] and a metal when heated above its critical
temperature 7, = 68 °C (high-T phase). Despite of its clear semiconducting properties
in the low-T phase, we will refer to the transition as metal-insulator transition (MIT)
due to historic reasons. Although we will exclusively deal with a thermally induced MIT,
is has been shown that electrical [122, 123], optical [63-65, 124] or pressure-induced [61]
control is also possible. Laser pulse induced measurements show that the MIT occurs on
a timescale of about 200 fs. VO2 has been studied for about 60 years [59, 121, 125] and
great efforts have been made to improve its properties for various desired applications (see
Chapter 1). Especially the fabrication of nanocrystals has introduced new fascinating
effects that will be considered in Section 2.4.1.

!Single photon avalanche diode (SPAD), PDM Series, manufacturer: “Micron Photon Devices”
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Figure 2.10.: MIT of VO;. a | The VO, crystal structure is monoclinic in the low-T phase
and rutile in the high-T phase. Only the V atoms (green) are shown, while O atoms positioned
in an octahedron around each vanadium atom are omitted. In the monoclinic phase, the V
atoms dimerize into pairs, illustrated by the red connectors. b | Bandstructure in the low-T
and high-T phase. Due to the dimerization along the c¢ axis in the low-T phase, the bands
at the Fermi energy Er (dashed line) split or shift to higher energies. The resulting bandgap
gives rise to semiconducting behavior. The high-T phase is metallic since Er is located inside
the 3d bands. c | Temperature dependent electrical resistance for the heating (red) and cooling
(blue) process. At the MIT, it drops by more than 4 orders of magnitude. d | Temperature
dependent reflection with same color scheme as in ¢. At the MIT, the reflection increases from
15% to over 80 %. The data in ¢ and d is adapted from [120].
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Figure 2.10 a shows the crystal structure of the vanadium (V4*) atoms for the semicon-
ducting (low-T) and the metallic (high-T) phase. Each vanadium atom is surrounded
by an octahedron of oxygen (O2?~) atoms which are omitted in the sketch for clarity.
The high-T phase shows a rutile crystal structure which is of higher symmetry than the
monoclinic structure in the low-T phase. Here, the vanadium atoms have dimerized into
pairs that are further separated from each other (3.12A) than the V-V distance within
a pair (2.65A) [125]. Additionally, each dimer is slightly tilted against the ¢ axis. This
alteration in the crystal structure has a large effect on the bandstructure of the mate-
rial as illustrated in panel b. The explanation of the bandstructure change is based on
[64, 126, 127]. VO3 has the electron configuration [Ar]3d34s. In the high-T phase, the
energy levels near the Fermi energy can be separated into two bands stemming from
two-fold degenerate and pi-hybridized 3d, orbitals aligned perpendicular to the ¢ axis
and a single 3d orbital parallel to the ¢ axis. These energetically overlapping bands are
half-filled which causes the metallic character as depicted on the right-hand side in the
sketch. In the low-T phase, the 3d;| band splits up into bonding and antibonding orbitals
due to the dimerization along the ¢ axis. The tilting of the vanadium pairs shifts the
3d, band to higher energies. These changes produce the energy gap and, therefore, the
semiconducting behavior.

The changes in the bandstructure lead to dramatic changes in the electric, magnetic
and optical properties. Figure 2.10 ¢ and d show the temperature dependent ohmic
resistance and the reflectivity of VOs. These measurements are adopted from J. Nag
et al. [120]. At the critical temperature, the resistance decreases by more than four
orders of magnitude and the reflectivity increases from below 20 % to above 80 %. These
measurements clearly demonstrate the MIT. We also observe a small hysteresis, which
will be further discussed in Section 2.4.1.

In Chapter 5, we want to specifically exploit the drastic change of the refractive index in
order to build a temperature controlled switchable optical device. The complex refractive
index 7 is defined by the square root of the relative permittivity or dielectric function
€(w) which has been introduced in Equation (2.3):

(W) = Ve(w) = Ve (w) + iea(w). (2.9)

The refractive index can also be separated into real and imaginary part

n=mn+ikK (2.10)

with the real part of the refractive index n = /(€1 + |€|)/2 and the extinction coefficient
k = /(—€1 + |€])/2. The real part determines the propagation of light inside a medium,
the imaginary part determines the attenuation.

Figure 2.11 depicts the refractive index (panel a) and the extinction coefficient (panel
b) as a function of the wavelength for "= 30°C (blue lines) and T' = 85°C (red lines).
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Figure 2.11.: a | Refractive index and b | extinction coefficient of VO, thin films in the
low-T (blue lines) and high-T (red lines) phase as a function of the wavelength. The highest
distinctness appears in the NIR regime. This ellipsometric data is adapted from [60].

The refractive index is lowered at high temperatures for all wavelengths. The extinction
coefficient is, for A < 450 nm, also slightly lower in the metallic phase, but increases
drastically for larger wavelengths. Both n and s are especially highly differing in the
near infrared regime, for A > 800 nm.

2.4.1. Vanadium dioxide nanoclusters

In Figure 2.10, we observe a small hysteresis at the MIT of a VOg film. This hysteresis
gives rise to a variety of applications (see Chapter 1). It can be dramatically increased
when we employ small VO; particles with diameters of a few 10 nm [128], so-called “nan-
oclusters” or “nanocrystals”. The hysteresis most likely originates from a reduced number
of oxygen vacancies that occur at grain boundaries in larger crystals. Those vacancies
seem to operate as nucleation points for the MIT [129]. Figure 2.13 a shows a trans-
mission electron microscope (TEM) image of VOg nanocrystals implanted into 200 nm
thick silica. It impressively shows that this technique permits rather homogeneous crystal
diameters and spatial distribution as well as a uniform location in depth. Nanocluster
fabrication will be discussed in detail in Section 3.2.5. The magnification of a single nano-
cluster in Figure 2.13 b clarifies that the inside of these clusters is practically defect-free.
The TEM images in panels a and b are adopted from [68, 130].

Equivalently to Figure 2.11, Figure 2.12 shows the refractive indices (panel a) and the
extinction coefficient (panel b) for VOg nanoclusters of 80 nm diameter implanted in a
quartz substrate [131]. Red lines indicate the high-T (metallic) phase, while blue lines
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Figure 2.12.: a | Refractive index and b | extinction coefficient of VO2 nanoclusters in
the low-T (blue lines) and high-T (red lines) phase as a function of the wavelength. This
ellipsometric data is adopted from [131].

indicate the low-T (semiconducting) phase. In general, the values are lower than those
of the thin film due to the surrounding quartz matrix. Especially in panel a, we observe
a qualitative difference between nanoclusters and thin film. The refractive index behaves
very similarly in both phases up to a wavelength of 500nm. At larger wavelengths, the
refractive index of the low-T phase decreases almost monotonically, while the index of
the high-T phase strongly increases in the NIR regime.

Besides the large refractive index change at the MIT, VO4 also shows, like conventional
metals, plasmonic effects in the metallic phase. The plasma edge, which is defined by
the plasma-frequency wy, is near 800 nm for high-T VO, [65]. Light of larger frequencies
(smaller wavelengths) w > w, is predominantly transmitted since the electrons cannot
“follow” these frequencies - the reflectivity is low. For frequencies w < w, (larger wave-
lengths), electrons can follow the electric field of the incident light, hence absorption
and reflectivity are drastically increased. Nanocrystals additionally show a surface plas-
mon resonance in the near infrared (NIR). The exact resonance wavelength depends on
the particle size and shape [65]. It has been shown that this resonance is switchable as
well: on the one hand, thermally induced and, on the other hand, photoinduced on a
femtosecond timescale [65].

Figure 2.13 ¢ shows direct transmission measurements of embedded nanocrystals in a
quartz matrix. The measurement setup is described in detail in Section 3.3.3. In order
to be able to observe a significant effect, a laser at A = 1550 nm has been used since the
extinction coefficient change is largest in the near infrared regime (c. f. Figure 2.12). The
sample is fabricated within the same batch as those which are employed in measurements
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Figure 2.13.: a | TEM image of embedded VO> nanoclusters in 200 nm thick silica. They
exhibit homogeneous diameters and distribution as well as a uniform implantation depth.
b | TEM image of a single nanocluster illustrating the defect-free crystal structure inside
the nanocluster. Both TEM images are adapted from [68, 130]. ¢ | Temperature dependent
direct transmission measurement of a quartz substrate with embedded VO2 nanoclusters at
a laser wavelength of A = 1550 nm. It exhibits a critical temperature at about T. = 72°C in
the heating branch (red symbols) and a transition temperature at about 40 °C in the cooling
branch (blue symbols). The lines between the symbols are guides to the eye. The total width
of the hysteresis is 52 °C.
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2.5. Fresnel zone plates

in Chapter 5. We observe a large hysteresis of 52°C. The MIT occurs at temperatures
slightly higher than 68°C on the heating branch (red). Besides the lack of phase change
nucleation defects in nanoclusters, this can also originate to some extend from the position
of the Peltier element and the temperature sensor on the sample holder. Due to an
inevitable distance from the sample, the local temperature at the measurement spot will
always be slightly lower than the measured temperature. The MIT in the cooling branch
(blue) is between 30°C and 40 °C. Similar measurements on VO implanted diffraction
gratings have been performed by J. Zimmer et al. [67]. The diffraction ability especially
reproduces the change in the real part of the refractive index and shows much higher
intensity changes as in a simple direct transmission measurement. Here, we observe a
change of comparatively low 2 %, but with the benefit of a rather simple setup.

2.5. Fresnel zone plates

In contrast to conventional refractive optical devices, Fresnel zone plates (FZPs) are rep-
resentatives of diffractive optics that rely on the principles of diffraction and interference.
FZP lenses are extensively employed in soft X-ray microscopy since refractive optical de-
vices would simply absorb the major amount of the radiation [79]. A unique property is
the two-dimensionality of the structure that enables applications on small scales (close
to the sample) and easy fabrication processes, for example, by lithographic methods.

In order to understand the functioning of a FZP lens [79, 132-134|, we first consider a

pinhole aperture that is illuminated by a planar wavefront. Figure 2.14 illustrates the

way we now divide the transmittive area of the pinhole into concentric disks n, n integer,

in a way that the optical path( be;c)v;\/een a given point f on the symmetry axis and disk n
ne

lies between f + ”—2’\ and f + ~—*=. These disks are called Fresnel zones or half-period

zones.

Using the Pythagorean theorem, we get the expression

2
At 2= <f+n;> (2.11)

with r, being the radius of the n-th ring and obtain

2)\2
rn = nAf + n4 : (2.12)

For f > A, we can neglect the quadratic term in n and obtain the disk radii

Tn & A/ NAf. (2.13)
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Figure 2.14.: Fresnel zone plate lens with a plane wave incident from the back. The concentric
discs have radii in a way that the optical path from the disk edge to a predefined focus point
f is incrementally increased by % Alternating opacity of the disks ensures filtering out the
terms that contribute destructively to the interfering waves at point f.

The construction of the Fresnel zones is chosen in a way that adjacent zones have a
phase difference of 7w, which means that they interfere destructively. In order to exploit
this effect, we simply blank every second zone, which leads to a focusing effect with first
order focus point f. Such a device is called a Fresnel zone plate lens. Concerning the
alternating zone blanking, it doesn’t make a difference wether to start with the central
zone blanked or transparent since the focusing effect stays the same. Also, the efficiency
would not change because the area of every Fresnel zone is identical (at least within the
approximation made in Equation (2.13)) [79]. However, when measuring the intensity
of the focus spot, a blanked central zone is preferred due to the lack of a (zero order)
forward transmission background on the optical axis.

Just like a diffraction grating, and in contrast to a refractive lens, a FZP lens has multiple
(including negative) order focus points when, in addition to path length differences of %,
multiples of % are considered. Consequently, Equation (2.11) can be extended to

2
ot o = (fm + anA> : (2.14)

which can be simplified to

72 = mnfo. (2.15)

n ~
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Figure 2.15.: The first three positive orders (n = 1, 2 and 3) of interference. At real mi-
croscopic applications, an order sorting aperture (OSA) is used to block higher orders. The

corresponding negative orders (n = —1, —2 and —3) are diverging from the optical axis. An
extension of the beam paths (dashed lines) illustrates the formation of virtual foci behind the
FZP lens.

Equations (2.13) and (2.15) yield the corresponding focal lengths

fm = i (2.16)
m

Figure 2.15 depicts the side view of a FZP lens with an incident plane wave. It shows the
optical paths of the first three positive order focus points labeled with their respective
optical path length. In a real application, negative and higher order focus points are
usually blocked by an order sorting aperture (OSA) [79]. Negative orders diverge from
the optical axis and create virtual foci behind the FZP lens, which are indicated by the
dashed lines.

The diffraction efficiency 7, of order m is determined by the square of the respective
Fourier coefficient ¢, when we expand the diffraction pattern in a Fourier series [79].
The result is identical to conventional linear diffraction gratings

e = S0(MT/2) (2.17)

mi

and can be summarized as follows:
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i m =0
Nm = (m2r?)~1 m odd (2.18)
0 m even

This means that about 10 % of the intensity incident on the FZP lens area are collected
in the positive first order which most applications make use of. An equal amount goes
to the corresponding divergent negative order and approximately 1% goes to the third
order. The major amount of light is either absorbed by the opaque zones (50 %) or
transmitted in the forward direction (25 %).
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3 Methods

In this chapter, we introduce basic methods employed in the areas simulation, sample
fabrication, and optical measurements. We will refer to these methods in various passages
in Chapters 4 and 5.

3.1. FDTD Simulation

The basis of finite-difference time-domain (FDTD) simulations have been firstly described
by Yee in 1966 [135]. With increasing computer power, the method has developed into
a powerful and widespread technique for calculating electromagnetic waves in arbitrary
environments. The brief introduction on FDTD principles presented in the following is
based on chapters 1 to 3 of Computational electrodynamics: The finite-difference time-
domain method by Taflove and Hagness on the reference number [136].

The fundamental approach of FDTD simulations is the (efficient) solution of Maxwell’s
equations in their differential form on sufficiently short length scales (about 10% of
the considered wavelength) for discrete, successive time steps. Maxwell’s equations in
isotropic charge- and current-free media are

V-E=0 (3.1)
V-B=0 (3.2)
0H
E = — i pi0 2 .
VX E = —pprio (3.3)
OE
VxH= eréo (3.4)

with electric and magnetic field E and H, free-space and relative permittivity €y and €,
free-space and relative permeability po and p,, and magnetic flux density B = pou, H.
The use of Maxwell’s differential equations and the corresponding solution in the time
domain stands in contrast to former developments, specifically frequency-domain solution
techniques, that employ Maxwell’s equations in integral form. The progresses achieved
by FDTD are a much better scalability (in frequency-domain, complex structures require
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the solution of very large systems of equations) and easy incorporation of material and
device non-linearities.

H)
. H
H,
H, H,

H, H, E
/ g
y X

X
H,

Figure 3.1.: Positions of the electric and magnetic field components in a Yee cell.

The Yee algorithm, that is still at the basis of most FDTD approaches, is designed to solve
the three components of both electric field and magnetic field in discrete unit cells, so-
called Yee cells, which requires the subdivision of the desired structure into a rectangular
mesh. A single Yee cell is depicted in Figure 3.1. Each edge and surface of the Yee cell
only occupies one of the six field components, in a way, that every E field component is
surrounded by four H components and vice versa. This arrangement inherently enforces
the so-called Gauss’ law relations, represented by Equations (3.1) and (3.2). Thus, a
FDTD solver only has to actively treat Maxwell’s curl equations (3.3) and (3.4).

3.1.1. Photonic crystal cavities

In our photonic crystal cavity (PCC) simulations®, we employ a simulation region with
perfectly matched layer (PML) boundary conditions. This forces the region boundaries
to absorb electromagnetic waves with any polarization in order to prevent reflections
or artifacts from boundary constrictions. The PCC is excited by an electromagnetic
Gaussian pulse in the center of the cavity of about 20 fs duration with a spectral FWHM
ranging from 40nm to 50 nm (depending on the absolute frequencies). It is detuned in
wavelength by a few 10nm from the expected main cavity resonance. This has become
apparent to be more favorable for the observation of further resonance peaks in the
spectral response of the cavity. In order to cover every polarization dimension, we employ
three dipole sources with different orientations.

'Employed software: FDTD simulation package by Lumerical, www.lumerical.com
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3.1. FDTD Simulation

For data recording, we primarily use two different types of monitors: a z-normal 2D
frequency-domain field profile monitor, on the one hand, records the spatially distributed
electric field components for a desired set of discrete frequencies. Time monitors, on
the other hand, record the time-dependent evolution of the electric field at specific spots
within the structure. Since FDTD simulations run in the time domain, the latter monitor
type only needs to save all field components without much further data processing, which
is rather efficient in terms of CPU and memory resources. The former monitor type
transforms time-domain data into the frequency domain via fast Fourier transform (FFT)
and can require much more memory, depending on the monitor size.
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Figure 3.2.: a | Electric field components as a function of time near the cavity center. b |
Calculated cavity response spectrum obtained by Fourier transform of the time dependent
data shown in a.

Figure 3.2 a depicts the time evolution of the three electric field components obtained by
a time monitor near the center of a PCC with period p = 280nm. The scale on the left
refers to the F, component, whereas the right scale refers to £, and .. In order to avoid
excitation pulse recording, the detection starts with a time delay of 300 fs after excitation.
Note that F, is by a factor of ~2 x 10? larger than the other two components, which
indicates a strong TE mode character. The decay of the envelope function determines
the cavity losses and, thus, the Q-factor. A detailed procedure to determine the Q-
factor for various modes will be given at the end of this section. Figure 3.2 b shows the
cavity response spectrum that is calculated from the time-domain data in a via FFT. We
observe three resonant modes M1, M2, and M3. Compared to M2 and M3, M1 shows, by
far, the highest intensity. From this observation, we can deduce that the dominant field
contribution near the cavity center arises from mode M1. This will be verified by the
dedicated mode field profiles investigated in the following paragraphs. The oscillations
at the base of peak M1 are artifacts resulting from the FF'T. Spectral resolution and
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3. Methods

artifact reduction in both spectra and field profiles rely on the simulation time, which
has to be chosen sufficiently long.

T T |

Figure 3.3.: FDTD simulated E, field distribution in the PCC for modes M1, M2 and
M3. Below: Periodicity of the PCC as a function of the hole position. In the center, it is
parabolically lowered to 0.9p. See also Figure 2.7.

We choose the mode specific field profiles (recorded by the field profile monitor) according
to the mode wavelengths that we observe in the response spectrum. Therefore, we have
to specify a sufficiently high wavelength resolution for the monitor. With insufficient
sampling in the wavelength regime, the available field profiles might be too far detuned
from the desired mode wavelength, which results in an asymmetric, “unphysical” profile.
A second important parameter of field profile monitors is the so-called “time apodization”,
a time delay of data recording to avoid disturbances with the excitation signal, similarly
to the delay in time monitors. The apodization time is set to 500 fs.

Figure 3.3 depicts the £, field profile of M1, M2, and M3. The periodicity of the PCC
layout as a function of the hole number N is shown at the bottom of Figure 3.3 to indicate
the position of the perturbation area (see also Figure 2.7). Mode M1 is a symmetric mode
(i.e. By(x) = Ey(—)) with an antinode in the cavity center. Mode M2 is antisymmetric
(Ey(x) = —Ey(—2)) and shows two antinodes with a node in the center, while M3 is again
symmetric showing three antinodes, two of which are predominantly located outside the
perturbation area. The central antinode is very weak. We consider M1 the “fundamental”
mode since it shows the least node number.

In general, the fundamental mode of a certain potential shows the largest wavelength
(lowest energy) than higher order modes. This seems to contrast with the observed spec-
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3.1. FDTD Simulation

trum. The PCC, however, does not provide a uniform “confinement potential” (speaking
in terms of energy) that is equal for all observable modes. M1, for example, is pre-
dominantly confined in the perturbation area, whereas M3 is mainly confined by the
boundaries of the whole ladder structure. For that reason, the picture of higher order
modes in a single parabolic or rectangular potential is not applicable in this type of
cavity.

In order to determine the Q-factor of a specific mode, we employ the process for high-Q
cavities, which is based on the time resolved field decay, as described in the Lumerical
Knowledge Base [137]. High-Q cavities are present when the electric field does not decay
completely in a reasonable simulation time. The Q-factor is defined by the resonance fre-
quency divided by its peak’s FWHM as described in Equation (2.7). Spectral information
can be obtained by FF'T of the time resolved signal. However, the spectral resolution is
insufficient for the FWHM determination in the case of high-Q cavities. For that reason,
the @Q-factor needs to be determined directly from the time resolved signal. At a given
exponentially decaying field

E(t) o e~ tlaiwr) (3.5)

at a resonance frequency w,, the @Q-factor can be expressed in terms of the decay constant
a by [137]

Wy

Q= 50" (3.6)
In order to obtain the decay constant of specific resonances, the resonance peaks are
detected in the spectrum (see Figure 3.2 b) obtained by FFT of the time-domain signal.
In a second step, all peaks are isolated by Gaussian filters and independently back-
transformed into the time domain. By logarithmic plotting of the electric field envelope
for every single frequency, we can extract the slope, which corresponds to the decay con-
stant. Finally, the Q-factors for specific modes can be calculated using Equation (3.6).
The @Q-factors of the modes in all simulated PCCs are depicted and discussed in Chap-
ter 4.

3.1.2. Fresnel zone plates

Although FZP lenses can be described analytically (see Section 2.5), we require detailed
simulations to determine the effect of changing refractive indices of “opaque” and “trans-
parent” zones on the focusing properties. Assuming the lens is located in the zy plane,
z is a symmetry axis, which allows us to reduce the dimension of the simulation region
to 2D y-normal.
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Figure 3.4.: Simulated intensity distribution |E|? of a f = 15pm FZP lens with incident
plane wave in z direction with a | n2 = 0.7n1 and b | no = 1.3n1. The FZP thickness is
exaggerated. ¢ and d | Magnification of the respective focus area in a and b (indicated by the
white dashed rectangle). The employed FZP design results in inverted interference patterns
for a change of ny from -30 % to +30 % with respect to n1.
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While the boundary conditions are PML, like in the simulations for PCCs, we now
employ a plane wave as light source. Figure 3.4 shows the spatial intensity distribution
|E|? in the xz plane for a 15 m focal distance FZP lens. The plane wave of wavelength
(670 £ 5) nm originates below the FZP and travels in the z direction (dimensions are
chosen in consistence with Chapter 5). The FZP lens is positioned at z = 0, has a width
of 100nm (which is exaggerated in the figure), and consists of alternating zones with
refractive indices ny (black) and ngy (green). The FZP design is based on Equation (2.13).
Refractive index and extinction coefficient of material 1 are set to ny = 2.625 and k1 =
0.144, respectively, which are measurement values for a VO2-Si09 mixed layer adopted
from an unpublished work by J. Zimmer.

In Figure 3.4 a, the refractive index of material 2 is lowered with respect to material 1 to
ng = 0.7n; (case 1) and, in b, it is increased to na = 1.3n; (case 2). This is basically an
inversion of the FZP if we only consider the absolute difference in the refractive index:
An = +0.3n; = £0.788. The white dashed rectangles indicate areas that are shown
in magnification in ¢ and d. The focal positions are shifted by about 3pm from the
nominal focal distance of 15pm in lens direction. We, furthermore, observe destructive
interference at the first order focus point in a or ¢ and constructive interference in b
or d although mathematical derivation from diffraction theory yields identical intensity
distribution on the z axis for inverted FZP patterns [133]. Both effects, focus shift and
intensity inversion for inverted patterns, originate from the Fraunhofer approximation
that has been employed in Equation (2.13). Simulations with a FZP pattern designed
after Equation (2.12) show the focus at the nominal focus position and similar interference
patterns for inverted FZPs. Equation (2.13), however, has been used in the sample design
in optical measurements. In Chapter 5, we will, therefore, compare the measurement
results with the identically designed simulation structures in Figure 3.4. Although not
intended from the beginning, we will, furthermore, make use of the distinguishability
in interference patterns of inverted FZP lenses to draw conclusions about the refractive
index differences between Fresnel zones.

3.2. Fabrication

In this section, we want to discuss the working principles of single fabrication steps that
we used for sample preparation in this work. In Chapters 4 and 5, we will describe the
complete fabrication process depending on the sample type and occasionally refer to this
section. Recipes and device parameters are summarized in Appendix A.1.

3.2.1. Chemical vapor deposition

CVD is a bottom-up technique for scalable monolayer MoSy growth and has been de-
veloped into one of the most promising candidates for industrial fabrication [43, 45, 47,
138].
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a
' Furnace

Exhaust <T Substrate MoO S 4% N,

Figure 3.5.: a | Sketch of the CVD setup used for monolayer MoS, growth in this thesis.
Two boat crucibles with precursors MoOs and S are located inside of a quartz glass tube
that is heated by a furnace. The substrate is carried by the boat in the center. During the
growth process, a constant Ny flow is applied. The curve beneath the sketch qualitatively
illustrates the temperature dependence on the position, which indicates the importance of the
boat position. b | Photograph of an open furnace equipped with precursor boats (highlighted
by white dashed rectangles). ¢ | Magnified image of a boat containing MoOs powder with a
substrate on top.
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The CVD setup that has been employed in this thesis is described in [44, 107] and is
depicted in Figure 3.5 a. Two alumina boat-shaped crucibles containing the precursors
molybdenum trioxide (MoOs3) powder and sulfur (S) powder are placed into a quartz
tube that is heated by a furnace. During the growth process, the tube is gradually
heated to a final temperature of 670 °C, kept at this temperature for about 10 min, and
gradually cooled down to room temperature. Since the temperature inside the tube is
position dependent, which is qualitatively illustrated by the curve beneath the sketch in
a, the boat positions are crucial for the growth process. The MoQO3 boat is localized near
the center experiencing the nominal process temperature, while the S boat is positioned
near the edge of the furnace at a temperature slightly above the S melting point of
115°C. A low nitrogen (Ng) molar flow rate of 0.5 SCFH (236 sccm) applied at the S
boat side of the tube establishes a Ny atmosphere during the reaction. The sample is
cleaned immediately prior to growth by piranha? etch solution and placed upside down
on top of the downstream side of the MoO3 boat. During the growth, MoO3 and S react
with each other to form MoSs and sulfur dioxide (SOs), presumably under formation
of the intermediate compound molybdenum dioxide (MoOg) [139]. The small arrow
indicates the site of monolayer MoS, deposition. Figure 3.5 b shows a photograph of an
open furnace equipped with precursor boats that are highlighted by the white dashed
rectangles. Panel ¢ shows a MoOj3 boat with a substrate on top in magnification.
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Figure 3.6.: a | PL map of a typical sample after MoS> CVD growth. The white dashed lines
illustrate the outline of the boat border. Areas of high PL intensity indicate monolayer MoS..
The green cross marks the position of the spectrum shown in b. b | Exemplary spectrum
recorded at position (1 mm,5.2mm) in a. The green area indicates the area of the spectrum
that has been integrated in every spectrum to obtain the intensity values in the map.

The resulting spatial monolayer MoSy distribution on the sample can be illustrated by
a photoluminescence (PL) map. A typical PL distribution is depicted in Figure 3.6 a.
The white dashed lines indicate the outline of the boat border. The faint blue region

2A solution of sulfuric acid and 30% concentrated hydrogen peroxide with ratio 3 : 1.
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at the top of the map is bulk MoSs, while higher PL intensities at the external side
of the boat outline indicates monolayer MoSy. The map is obtained by incrementally
scanning the sample in x and y direction and recording a spectrum at every position. A
exemplary spectrum at position (1 mm,5.2mm), indicated by the green cross, is shown
in Figure 3.6 b. The green area illustrates the spectral area that has been integrated in
every spectrum to obtain the intensity.

3.2.2. Electron beam lithography

Electron beam (e-beam) lithography is a standard method in nanotechnology to fabricate
individually designed nanostructures when high throughput is not necessary [140]. A
focused electron beam is scanned over an e-beam resist, e.g. polymethyl methacrylate
(PMMA) or ZEP-520A (ZEP) [141]. In positive resists like these, electrons destroy the
molecular chains locally and consecutive development erases the previously exposed areas.
Negative resists invert the results, i. e. exposed areas remain on the substrate due to cross-
linking of molecular chains, while untreated resist is dissolved during development. In
this thesis, we predominantly use ZEP resist due to its strong dry etch resistance [141]
accompanied by a good resolution of about 20nm at a resist thickness of 380nm. This
is especially crucial for PCC fabrication.

For small structures, the so-called “proximity effect” needs to be considered. Due to
back-scattered electrons, especially from the substrate, adjacent areas get exposed to a
certain extend, which broadens the nominally defined structure. The proximity effect
magnitude can be qualitatively estimated by the Rutherford differential cross section

do 7% 1
— X ——— 3.7
aQ > EZ sin(0) 3.7

that gives us a measure for the probability of an electron of energy Fy to be scattered
at an atom with atomic number Z under an angle 6. According to Equation (3.7),
scattering increases with the atomic number and decreases with the acceleration voltage,
in particular.

The structure broadening can be characterized by the proximity function [142, 143], a sum
of two or three Gaussian functions and, usually, one or two exponential functions, which
describe the deposited energy density as a function of the distance from the incident elec-
tron beam. The free parameters of this function can be obtained, for example, by Monte
Carlo simulations or by empirical methods. A Monte Carlo method is a computational
algorithm based on a large number of independent random experiments (for example,
the scattering events of single particles in matter) to obtain deterministic results based
on the statistical outcome. The e-beam pattern construction software e LINE [144]
provides a Monte Carlo simulation module. Figures 3.7 a and ¢ show simulated elec-
tron trajectories in a ZEP-Si05-Si material stack for acceleration voltages of 10kV and
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Figure 3.7.: a and b | Electron trajectories and energy density deposition in a stacked ZEP-
Si0,-Si material system for an acceleration voltage of 10kV obtained through Monte Carlo
simulations. ¢ and d | Equivalent to a and b, but with 30kV. e | Sketch of the energy density
distribution in a resist-substrate system for low and high electron energies. The resolution is
best for higher energies and sufficiently thick resist. f and g | Dose resolved e-beam pattern
for PCC and FZP fabrication.

30kV. Panels b and d show the respective deposited energy density (simulated for 10°
electrons) in a magnified area. We observe that 30keV electrons reach much further into
the substrate than electrons of lower energy and experience far-reaching back-scattering
in the substrate. Low-energetic electrons, however, experience large scattering already
in the resist. The deposited energy density distribution for 10keV electrons is, therefore,
much broader than for 30 keV electrons. Figure 3.7 e summarizes these results in a sketch
which shows the deposited energy (white areas) in a resist-substrate stack. Low voltages
cause higher back-scattering in the resist than high voltages if the resist is of sufficient
thickness. For that reason, we used the maximum possible voltage® of 30 keV for fabrica-
tion. If the resist is too thin, however, back-scattering from the substrate is dominant for
large voltages and strongly expose the resist from beneath. Therefore, a good agreement
of resist thickness and acceleration voltage is necessary. In order to obtain the proximity
function empirically, most methods rely on writing a matrix of certain structures [145]
with varying area doses. Afterwards, the proximity parameters can be obtained from the
relationship of dose to structure size.

In order to take the proximity effect into account, the area doses have to be adjusted. For
larger contiguous input patterns, fragmentation into smaller polygons of different doses
is often necessary. Areas with many or large adjacent exposition sites suffer from larger
proximity effects than external areas of a structure and require, hence, lower nominal
doses. In general, the e LINE software is capable of both fragmentation and automa-

3Employed system: RAITH100, Raith GmbH, Konrad-Adenauer-Allee 8, 44263 Dortmund, Germany
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tized dose calculation on the basis of the proximity parameters. Figure 3.7 f depicts
the dose resolved pattern of a PCC and g the pattern of a FZP. However, automated
fragmentation have turned out to be unfavorable for these patterns. Problems arise
from occasional unexposed areas at the fragment boundaries or unintuitive fragmenta-
tion that can lead to a change of slow and fast scanning axis, e. g. within a “ladder hole”,
(the software always chooses the longest side of a polygon as fast axis) causing imper-
fect boundaries. Additionally, the output fragments?® are exclusively polygons, which is
particularly disadvantageous for writing circle structure like FZPs. We, therefore, have
used a manual proximity correction for PCC fabrication by writing PCCs of five differ-
ent periods with various doses and measuring the resulting rectangular hole sizes in the
“ladder”. A 3D quadratic fit of the rectangle doses as a function of the crystal period
and of the position from the center yielded the new dose distribution. We iterated this
process until the result was sufficient.

3.2.3. Reactive ion etching

Inductively coupled plasma reactive ion etching (ICP-RIE) is a dry etch method and
a standard process in micro- and nano-fabrication in both industry and research. The
ionization of chemical reactants enables deep and highly anisotropic etching.

Figure 3.8 a shows a simplified setup of a typical ICP-RIE etching chamber. The re-
actants flow through the gas inlet into the chamber, which is evacuated to a pressure
of 8.6 x 107 mbar. The sample is placed on an electrically isolated table that can be
cooled with liquid nitrogen. The table serves as an electrode to which a RF voltage of
13.56 MHz is applied. The chamber hood is grounded. When the RF voltage is ramped
up, electrons in the gas molecules start to oscillate, while the much larger ions cannot
follow the oscillations. The gas is ionized and a plasma is created. Electrons that reach
the hood walls are transmitted to the ground, whereas those reaching the table build
up a negative charge and attract ions downwards to the sample surface. The plasma
density can be strongly enhanced by a second RF voltage, the so-called ICP voltage,
which is applied at a coil around the upper part of the chamber. The ICP voltage is
of identical frequency as the bias voltage and generates a time-varying magnetic field,
thus, inducing an electromagnetic force acting on the charge carriers. The interaction of
the two RF sources enables versatile and decoupled control of ion current, i.e. the direct
current (DC) bias, and ion energy [146].

“The fragmentation of e LINE can be made visible as follows:

1. Go to Ezposure parameter — Enhanced exposure parameter (which opens the FEzposure Details
window) — Visualization and check “Create ASCII debug file”

2. Start scan (or “Times” calculation)

3. Import the file <e_LINE install folder>\User\Administrator\ExpoDebug.asc
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a Gas inlet ’_—IT—

© © 0 O

Figure 3.8.: a | Sketch of a typical ICP-RIE setup. The gas flows into the evacuated chamber
and gets ionized by applied RF voltages. The bias RF voltage applied to the sample holder
predominantly causes the downward drift of the ions, while the ICP voltage applied at coils
around the column induces time-varying magnetic field that constrict the plasma to reach
higher densities. b and c | Etch test sample with stripe structures b before and c after the
etch.

There are two etching types that can be separated [140]. The chemical etching relies on
chemical reactions at the sample surface. It is mostly isotropic, very selective and does
not require large ion energies. The physical etching is like sputtering the surface atoms.
It is highly anisotropic, shows low selectivity and requires larger ion energies. Depending
on the desired etching result, one has to find a good trade-off between both processes
by adjusting the bias RF and ICP power, the gas fluence and composition, the chamber
pressure, and the target temperature.

In this work®, we employ a CHF3 : Oy chemistry with a fluence ratio of 40sccm : 1sccm
using 80 W bias RF power and 300 W ICP power to etch PCCs into SiOz (see Section 4.1).
Figure 3.8 b shows a scanning electron microscope (SEM) image of an etch test sample
in side view after e-beam. The ZEP stripes have a height of 380 nm sitting on the 200 nm
Si0g layer and the Si substrate. Panel ¢ shows a SEM image of the sample after a 100s
ICP-RIE etch. We observe that the SiO9 has been completely erased between the stripes
and even a bit of the Si substrate. A small layer of ZEP remains on top of the structures.
The highlighted sidewall angle is close to ideal (84.7°). From the ratio of the removed
resist and the removed SiO2/Si substrate, we can calculate the selectivity, defined by the
ratio of resist etch rate rpegsist and substrate etch rate rqupstrate. For our material system
and optimized process parameters, we obtain a selectivity of

*Employed etching system: PlasmaPro 80 ICP by Oxford Instruments Plasma Technology, Yatton,
Bristol, UK
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3.2.4. Silicon etching

Vapor phase xenon difluoride (XeF2) is predominantly used in silicon industry to highly
selectively etch a Si sacrificial layer in order to release SiOg or silicon nitride (SiN)
nanostructures [147]. The etching is strongly isotropic. In the fabrication process of
SiOy PCCs®, which is described in Section 4.1, we use XeF5 etching to release the PCCs
from the underlying Si and achieve free-standing structures.
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Figure 3.9.: MoS. PL spectra of two different sample sites (red and black curves) measured
before (faint color) and after (bold color) XeFs gas exposure. The PL intensity is significantly
decreased.

Si is one of a small number of materials that are etched by XeF5. The chemical reaction
is as follows:

2XeF9 + Si — 2Xe (gas) + SiFy4 (gas). (3.9)

5Xactix® e2 table-top etching system fabricated by SPTS, San José, CA 95131, USA
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Other materials are germanium (Ge) or molybdenum (Mo) [148, 149|. For that reason,
we investigated the impact on MoSs. Figure 3.9 shows MoSo PL spectra of two different
spots on the sample measured before (faint lines) and after (bold lines) XeFs exposure
using the typical PCC etching parameters of 3 x 40s at 2 Torr pressure. The PL intensity
after the etch is significantly decreased. We relate this to a degradation of MoSs by XeFs.
Similar results have been also observed by other groups [150]. This MoSy degradation is
one of the reasons for leaving the e-beam resist as passivation layer on the sample during
PCC fabrication (see also Section 4.1).

3.2.5. Ion implantation

In order to fabricate VO3 nanoclusters, V and O ions must be embedded into a substrate
material which requires high kinetic energies. Here, this is achieved by ion implantation”.
Figure 3.10 a depicts a sketch of the implanter, which has been adopted and slightly
modified by Karl et al. [151]. Ions are extracted by a voltage of 10keV from the source.
The vanadium source consists of a vanadium powder that is attacked by hydrochloric
acid (HCl) gas to form a vanadium chloride plasma. The oxygen source is carbon dioxide
(CO2) gas. In both cases, the mass spectrometer and a consecutive beam aperture
separate the desired elements from foreign atoms and, also, unwanted isotopes or multiple
charged ions. In the main chamber, the ions are accelerated by voltages up to 180keV
and are focused, thereafter, by a quadrupole lens. The beam is then scanned in x and y
direction over the target wafer which is kept at room temperature for standard V and O
implantation. During an implant process, movable shields can be used for site-selective
implantation. The beam current is measured by four Faraday cups in the corners of an
aperture in front of the target. In order to avoid channeling, i.e. an undesirable deep ion
penetration into the target through atomic interstices that might appear, for example, in
(100) Si, the target is tilted by 7°. Figures 3.10 b and ¢ show photographs of the target
holder carrying several 1cm x 1cm samples. The samples are separated by a mask (b)
with contains holes slightly larger than the samples. Subsequently, the mask is covered
by a plate (¢) whose holes are slightly smaller than the samples to keep them in place
when tilted into a vertical position.

Two of the most important parameters for implantation are the fluence, i. e. the number of
ions per area, and the ion energy, which defines the implantation depth. We used fluences
of ny = 9 x10%cm™2 and no = 1.8 x 10'" cm™2, which require implantation times of
several hours. While the fluence ratio of 1 : 2 is oriented towards the stoichiometry
of VO3 (although smaller changes can be favorable [128]), the fluence magnitudes are
predominantly based on empirical values. The required ion energies can be obtained
by simulation of the expected ion concentration in the target for a specified energy.
Simulations are performed by the open-source software TRIM (“The Transport of Tons
in Matter”) in the SRIM (“The Stopping and Range of Ions in Matter”) package [152],

"Group of Helmut Karl and Manfred Albrecht, Lehrstuhl fiir Experimentalphysik IV, Universitit Augs-
burg, Germany
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Figure 3.10.: a | Sketch of the ion implanter. The ion beam (red) is extracted from the source
and filtered by the ion charge/mass ratio in a magnetic field. After passing an aperture, ions
can be accelerated up to 180keV, are focused, and scanned over the target. b | Photograph
of the samples in a positioning mask on the targetholder. ¢ | Samples secured by the mask
cover. d | Simulated ion concentration of V and O for implantation energies Ev = 100keV
and Fo = 36keV as a function of the target depth. The energies are chosen in such a way as
to achieve a large overlap of both distributions and a projected range of 100 nm.
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which calculates the interactions of energetic ions with amorphous targets on the basis of
Monte Carlo methods. Figure 3.10 d shows the ion concentration for both V and O (the
argon (Ar) distribution will be treated in the following paragraph) using the energies
Ey = 100keV and Eg = 36keV that have been also employed in several other works [67,
128, 130]. These energies have been chosen to obtain a large overlap of both distributions,
which is crucial for compound crystal formation, and a projected range, i.e. the depth of
maximum concentration, of 100nm. For nanocluster formation and defect healing, the
sample has to be rapidly annealed to a temperature of 950 °C in a successive step. The
ramping time of this rapid thermal annealing (RTA) process is 17s, while the cooling
time is 1 min.

Site-selective nanocluster formation can be achieved by either using a shadow mask
during the V and O implant process or site-selective deactivation of a homogeneously
implanted layer [67, 130]. According to [67], we call structures fabricated in the former
process “directly synthesized (DS)” and in the latter one “selectively deactivated (SD)”.
The deactivation process is realized by Ar ion implantation and is also employed for
sample fabrication in this work. The whole fabrication process is depicted in Chapter 5.
For that reason, we additionally show an Ar concentration profile in Figure 3.10 d which
results from an ion energy of Ea, = 80keV. This energy is chosen for optimal projected
range matching with V and O in order to achieve the most efficient deactivation effect.

3.3. Optical measurements

This section describes optical methods that are employed to characterize and investigate
both solid semiconductors and photonic nanostructures. Of particular importance among
these methods is u-PL. It provides a rather simple, but powerful way to observe cavity
mode coupling with monolayer MoSy emission (see Chapter 4). Raman spectroscopy is
mainly used to investigate crystal structures. In this thesis, we employ Raman spec-
troscopy on both MoSs to determine film thickness and quality and on embedded VOq
nanocrystals in SiOg to verify crystal stoichiometry and phase transition of the mate-
rial. In Section 3.3.3, we introduce several setups for transmission measurements on both
large-area and locally implanted VOg/SiO9 samples.

3.3.1. Photoluminescence spectroscopy

Photoluminescence (PL) is the emission of a photon by a system that has been previously
excited by a photon of higher energy. Spectrally resolved PL intensity measurements are
the principle investigation method in this thesis.

Figure 3.11 a shows the optical excitation (blue arrow) of an electron (blue circles) within
a typical direct-bandgap semiconductor in momentum space (k-space). Whenever the
excitation energy hwexe is larger than the bandgap Eg, it is lifted from the valence
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Figure 3.11.: a | Photoluminescence in a typical direct semiconductor. An incident photon
(blue arrow) with an energy larger than the band gap creates an electron-hole pair (blue and
red circles) by lifting an electron from the VB to the CB. After relaxation of the charge carriers
to the band extrema, they recombine under emission of a photon with about the band gap
energy (red arrow). b | Density of states (DOS) of a 3D (black lines) and 2D (green lines)
semiconductor around the band gap. Due to confinement in lower dimensional systems, the
bang gap is slightly increased. The blue (red) area shows the occupancy of electrons (holes)
which is the product of density of states (DOS) and Fermi-Dirac statistics f(E), which is
sketched on the right for electrons. FEr is the Fermi energy of electrons in the conduction
band.

band (VB), the highest band in the band structure with completely occupied states,
to the conduction band (CB), the lowest band which is not completely occupied. The
positively charged defect in the VB that the electron leaves behind is called “hole” (red
circles). After separation of the charge carriers, they rapidly relax to their respective
band extremum or the energetically lowest (for holes: highest) unoccupied state and
recombine under emission of a photon with the energy hwpr, = hws. Typical phononic
relaxation times are 100fs and, hence, much faster than radiative lifetimes, which are
typically in the range of pico- or nanoseconds [153]. We will neglect the formation of
excitons in this section and will treat PL principles only in the single particle picture.

Figure 3.11 b depicts the density of states (DOS) g(E) of a 3D system (black lines) and
the occupancy of electrons in the CB (blue area) and, respectively, of holes in the VB
(red area). The 3D DOS (in this case shown for electrons) is given by

3
1 /2mi\2
930(B) = 53 (hg) E—FEy (3.10)

with the effective electron mass m} [153|. Then, the number of charge carriers is the
product of ¢g(EF) and Fermi-Dirac statistics f(E). The right panel of Figure 3.11 b
schematically depicts f(E) for electrons. Since this work especially deals with 2D mate-
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rials, the 2D DOS is depicted in green in Figure 3.11 b as a reference. Due to quantization
in one dimension, gop(FE) is not a square root function any more, but a step function.
The increase of Fy; can be explained by considering the energy levels of a particle with
mass m* in an infinite quantum well of width d

5 o_ h2n2n2

o 3.1
2m*d? (3.11)

The lowest energy level n = 1 has a finite ground state energy. Hence, the 2D DOS does
not start exactly at the bandgap edge of a volume crystal, but consequently leads to a
slightly larger bandgap EZD [91].

In order to obtain a theoretical expression for the PL spectrum, we start with the tran-
sition probability between a state 1 and a state 2 of energy difference hw, which is given
by “Fermi’s Golden Rule” [113, 153]

21
Wi_e = ﬁ\Mlglzg(hw) (3.12)

with the transition matrix element Mo = (2|H’|1) and the final DOS g(hw). For the
perturbation operator H' caused by the incident light wave, we can employ the electric
dipole interaction as an approximation

H' = —pe - Eq (3.13)

with the electric dipole moment of an electron pe = —er and the electric field amplitude
Eg. Under knowledge of the initial and final eigenstates, W1_,o can be directly calculated.
The matrix element will vanish, in particular, if the optical selection rules of the transition
are not fulfilled. The selection rules result from the states’ change in both parity and
the quantum numbers of the orbital angular momentum [, its projection my, and spin
ms [154]. For the electric dipole approximation, they can be summarized by

1. The parity of initial and final state must change.

2. Al = +1.
3. Am =0, +£1.
4. Ams = 0.

In summary, the PL intensity I at a specific energy Aw is the transition probability
times the probability that state 1 (in the conduction band) is occupied and state 2 (in
the valence band) is empty [153]. In a semiconductor and without exciton formation,
the occupancy in the conduction band is given by the Fermi-Dirac statistics of electrons
fe(E) and the number of unoccupied states is given by the Fermi-Dirac statistics of holes

[n(E), yielding
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I(hw) = Wisa fe(hw) fr(hw). (3.14)

Micro-Photoluminescence

For measurements on nanostructures, it is important to spatially precisely excite and
detect the light on the sample. This method is called micro-photoluminescence (u-
PL). In Chapter 4, u-PL spectroscopy is used for characterizing hybrid PCCs. In those
measurements, it is crucial to selectively excite a single cavity and spatially limit the
detection area to reduce background emission originating from stray light that hasn’t
coupled to the cavity.
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Figure 3.12.: Setup for p-PL spectroscopy. The 514 nm diode laser for excitation is attenu-
ated to a power of 50 uW, guided through a dichroic beam splitter with a cut-on wavelength
of 550 nm and focused by a microscope objective onto the sample. PL emission is collected by
the same objective and filtered first by the dichroic beam splitter and second by an additional
550 nm longpass filter to extinct the reflected laser light. Finally, it is spectrally analyzed in a
0.5m grating monochromator equipped with a liquid nitrogen cooled CCD camera. Imaging
is enabled by a LED which is coupled into the beam path by an additional 50 : 50 beam
splitter. The LED light can be guided to a CMOS camera by opening a switchable mirror in
the detection path.

Figure 3.12 illustrates the employed optical setup. The excitation laser is a green diode
laser with a wavelength of A\ = 514nm, which is attenuated by neutral density (ND)
filters to a maximum power of 50pW. After passing a beam splitter used for power
detection and the incoupling of an additional light source, the beam is reflected by a
dichroic beam splitter with a cut-on wavelength Acyt—on of 550 nm, which means that
wavelengths < Acut—on get reflected and wavelengths > Acyt—on get transmitted. It is
subsequently focused onto the sample by an infinity corrected microscope objective with
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a 40x magnification and a numerical aperture NA = 0.6. The diffraction limited laser
spot has a diameter of about 1 pm. In order to precisely position the beam spot on the
sample, the objective is carried by a three-axis piezoelectric stage®. The piezoelectric
stage allows movements in the range of 100 x 100 x 100pm? with a resolution in the
sub-nm regime. Coarse positioning and large area scans are performed by an electrified
two-axis stage that carries the sample holder.

PL emission is collected by the same objective, then filtered by the dichroic beam splitter
and an additional longpass filter with Acyt—on = 550 nm and focused on the entrance slit
of the spectrometer, which is set to a width of 100 pm. The monochromator unit of
the spectrometer consists of two parabolic mirrors with focal lengths of 0.5 m. The first
mirror collimates the light and reflects it onto a 1200 lines grating. The grating angle
is adjusted in a way that the first order of the diffracted light beam is collected by the
second mirror and focused onto a liquid nitrogen cooled CCD detector chip.

For imaging, we use a red or white LED lamp. The imaging light (yellow beam in
Figure 3.12) is slightly collimated by a lens and coupled into the beam path by a 50 : 50
beam splitter. The imaging signal is detected by a typical CMOS camera when the
switchable mirror is moved out of the PL detection beam path.

3.3.2. Raman spectroscopy

Raman spectroscopy provides access to a “phonon fingerprint” of solid state materials. It
is a very sensitive, fast, and non-destructive method to examine a variety of properties.
For material syntheses with numerous compound products, it is, hence, a powerful tool
to verify the correct material composition (cf. subsection “Vanadium dioxide Raman
measurements”). In the same subsection, we will also describe how to verify the temper-
ature dependent phase change of VO2. In the field of 2D materials, Raman spectroscopy
is especially useful to determine the number of layers, which has been demonstrated, in
the case of MoSy, for up to 6 layers [98]. Raman spectroscopy has been furthermore em-
ployed to gain information about, for instance, temperature [155], charge carrier density
[156], or defect density [157] of the material.

Raman scattering is the inelastic scattering of photons with phonons. Figure 3.13 a
shows a typical phonon dispersion relation containing the acoustic phonon band (at
lower energies) and the optical phonon band (at higher energies). For light frequencies,
Raman scattering can only occur near the Brillouin zone center in an area of 10747 /a to
1073 /a, which is indicated in yellow (the width of this area is highly exaggerated). The
photon scattering process with acoustic phonons is called “Brillouin scattering” and with
optical phonons “Raman scattering”. Since the frequency shifts at Raman scattering are
larger than at Brillouin scattering, it is much easier to observe. Near the crossing point
of phonon band and light line, direct absorption (infrared (IR) absorption) or resonant
Raman scattering can occur. IR-active modes require a polar crystal, i.e. ionic binding

STRITOR101, piezosystem jena GmbH
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Figure 3.13.: a | Phonon band structure containing acoustic and optical branches and the
light line (dashed). Inelastic light scattering can only occur near the yellow shaded area. b |
Various processes that can occur for an incident photon: IR absorption, Raman scattering
by phonon emission (Stokes process), elastic light scattering (Rayleigh process), Raman scat-
tering by phonon absorption (Anti-Stokes process). ¢ | Sketch of a typical Raman spectrum
containing the Rayleigh peak, the Stokes peak at lower energy and the Anti-Stokes peak at
higher energy.

character of the atoms [153]. Raman scattering, on the other hand, is only observable
for Raman-active modes. To figure out, whether a phonon mode is Raman active or not,
group theory considerations are necessary [158] which are beyond the scope of this work.
However, for materials with a centrosymmetric unit cell, symmetry considerations can
be employed to show that IR-active and Raman-active modes are complementary [153].
In unit cells without inversion symmetry, phonon modes can be both IR and Raman
active.

Figure 3.13 b depicts sketches of possible processes that might occur when a photon of
energy w(q) and wave vector k(;) impinges onto a crystal. In the case of IR absorption, the
photon vanishes completely and a phonon with energy ) and wave vector q is emitted.
Rayleigh scattering is the elastic scattering at the crystal without energy change of the
photon. In the case of inelastic photon scattering, the outgoing photon (wg,kz) has
changed its energy due to phonon emission (Stokes process) or absorption (Anti-Stokes
process). Hereby, we simplify the interaction sketch and neglect exciton generation and
annihilation during the scattering process. Since conservation of energy and momentum
are required, we can write
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W1 = Wy +Q (3.15)

k1 = k2 + q. (316)

A typical Raman spectrum of a single atom base material, as depicted in Figure 3.13 c,
shows three signal peaks. The center peak stems from (elastic) Rayleigh scattering, the
peak at lower energies contributes to the Stokes process and the higher energy peak to the
Anti-Stokes process. Both Raman peak intensities are highly exaggerated with respect
to the Rayleigh peak.

In order to measure Raman scattering, high spectral resolution and high laser suppres-
sion is necessary. An effective laser line filter can be realized either by double or triple
grating spectrometers or, in more recent times, by so-called “edgepass” filters that provide
extremely sharp transmission changes at the cut-on or cut-off wavelengths. Although the
actual Raman scattering process does not immediately depend on the laser wavelength
for visible light, it is favorable to use smaller wavelengths for high signal intensity since
the scattering efficiency scales with w* for w >> Q (we don’t consider resonant Raman
spectroscopy) [115]. Additionally, narrow bandwidths and rather high output powers of
typically a few 10 meV are necessary. For that reason, many Raman lagers are in the
green spectral range.

In this thesis, we solely measured Stokes processes and used both a Ar™ laser at a
wavelength of 514.5nm and a diode pumped solid state laser at 532 nm for Raman mea-
surements. A Raman setup can be basically structured like the p-PL setup shown in
Figure 3.12. The most important difference is the obligatory need of an edgepass filter
in detection and a narrow band laser source.

MoSs Raman measurements

Monolayer MoSy shows three Raman-active phonon modes, but only two of them, the
so-called E%g and Ajy mode, are experimentally easily accessible due to a very high
phonon DOS close to their energies [159]. Figure 3.14 shows a typical Raman spectrum?
of CVD-grown monolayer MoSy on a 300nm SiOy/Si substrate. The peaks at wave
numbers 385.95cm ™! and 404.49 cm ™! clearly coincide with the two mode frequencies of
monolayer MoSs [98, 159]. The large peak at 521.47 cm! stems from the Si substrate [160)].
The upper inset shows a microscope image of the investigated area with the laser spot
position marked by the green cross. The dark purple areas are monolayer MoS;, while
the light pink area is pure substrate. The MoSy distribution shows a thickness gradient
as typical for CVD growth: from multilayer MoSy (on the left) over monolayer film to

9This measurement was performed in the laboratories of Ludwig Bartels’ group, UCR.
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Figure 3.14.: A typical Raman spectrum of monolayer MoS» showing the characteristic Eég
and A;, peaks. The large peak at 520cm ™' stems from the Si substrate. The upper inset
shows the position on the sample (green cross) at which the Raman spectrum is recorded.
Dark purple areas are monolayer MoSs, light pink areas are pure substrate. The lower panel
illustrates the atomic oscillations in the case of the two prominent Raman-active modes.
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flake formation (in the right half of the image). The lower inset in Figure 3.14 sketches
the oscillation directions of the two Raman-active modes in a bilayer. E%g corresponds
to an in-plane oscillation and Aj,4 to an out-of-plane oscillation. Unlike further modes
that exist in bulk MoSs, the sulfur atoms move against the molybdenum atom while
the coupling between the layers (indicated by the spring) is rather low. For that reason,
these modes can also propagate in a monolayer.

Interlayer coupling changes the mode energies in multilayer systems. For that reason,
the spectral distance of the Raman peaks is of special interest since they can imply the
number of layers. With increasing number of layers, the Ezlg mode energy decreases (the
Stokes-peak shifts to the right), while the A;, mode energy increases (the Stokes-peak
shifts to the left). As a rule of thumb, a peak distance of < 20cm™! is a strong indication
of monolayer MoS,. This condition is clearly fulfilled in Figure 3.14. An investigation of
the peak distances for monolayer, few-layer, and bulk MoS, reveals a monotonic increase
from about 19 cm~! for monolayers to about 25.5cm™! for bulk [98]. In this study, it has
been possible to distinguish between up to 6 layers, while the differences between layers
1, 2 and 3 are the most prominent.

VO, Raman measurements

Raman spectroscopy on VO2-SiO4 samples can give indication of the vanadium and oxide
compounds within the nanocrystals that have been formed during the annealing process
(see Section 3.2.5).

Figure 3.15 a shows Raman spectra!® of VOs nanocrystals embedded in a fused silica
substrate at various temperatures. The temperature cycle consists of a heating process
from room temperature to about 100 °C and a cooling process back to room temperature.
The analysis of the peak positions is based on measurements from Rafe [128] and other
works [161, 162]. Besides the VO3 signature peaks at 200cm~!, 224cm~! and 637 cm ™!
(bold bordered labels), the sample also shows strong peaks originating from V505, c.f.
also [128], which doesn’t cause negative effects on the existing VOg compounds. However,
a low amount of V505 is favorable in order to increase the amount of VOs.

Figure 3.15 b shows the peak area of the three VO, signature peaks (after background
correction) as a function of temperature. They clearly show a hysteresis with a criti-
cal temperature To ~ 70°C in the heating branch and the reverse phase transition at
50°C in the cooling branch. The disappearing of the room temperature VO2 peaks at
elevated temperatures demonstrates the crystal structure change in the material, which
is discussed in detail in Section 2.4. The distinct peak intensity changes prove that there
is a sufficient amount of VO3 in our sample to observe a phase transition and the large
hysteresis indicates that nanocluster formation has been successful.

10T hese measurements were performed in the laboratories of Helmut Karl’s group, Experimentalphysik
IV, Augsburg University
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Figure 3.15.: a | Raman spectra of VO nanoclusters for a temperature sequence 26 °C —
103°C — 26 °C. The dashed lines indicate the relevant VO peaks. b | The peak areas of the
three VOq lines as a function of the temperature show a large hysteresis with MITs at about
70°C and 50 °C.
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3.3. Optical measurements

3.3.3. Direct transmission measurements

In the following section, we want to consider transmission measurements of VOg im-
planted fused silica samples. In order to verify a notable transmission change due to
the VOg phase transition, which is required for later measurements (see Chapter 5), we
perform direct transmission measurements. Such a configuration requires the ability to
precisely measure small intensity changes. For this purpose, a lock-in amplifier together
with a gated laser are typically employed.

Figure 3.16 a illustrates the direct transmission setup. We use a gated diode laser of
wavelength A = 1550 nm as light source, whose beam diameter is slightly narrowed by a
pinhole, and an InGaAs photodetector to measure the intensity after the sample. The
detector outputs a voltage which is proportional to the incident light power at a given
wavelength. The output is connected to the signal input of a lock-in amplifier. The
sample is carried by a copper sample holder which is placed on a Peltier element for tem-
perature control. A signal generator triggers the laser with a square-wave signal, which
also serves as a reference for the lock-in amplifier. The processing of measurement signal
and reference finally yields a DC voltage that is proportional to the signal amplitude. The
voltage is indicated by a gauge and additionally read out by a computer. Figure 3.16 b
displays the functionality of a lock-in amplifier in more detail. At first, the user needs to
lock the reference (for simplicity, we assume a sine wave of angular frequency w) to the
measurement signal (of the same frequency, but with a lot of noise) by applying a phase
shift to the reference. This is done by maximizing the time integrated output signal. In
a next step, both signals get multiplied, which yields a purely positive signal of double
the frequency of each signal. In the frequency domain, this corresponds to a peak at
w—w =0 and at w + w = 2w. Time integration, which is realized by a low-pass filter,
erases the frequencies w > 0 and outputs a DC signal that is proportional to the ampli-
tude of the input signals. A temperature dependent direct transmission measurement, on
VOg nanoclusters is shown in Figure 2.13.
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Figure 3.16.: a | Setup for temperature-dependent direct transmission measurements. The
transparent sample is carried by a copper holder that is connected to a Peltier element for
temperature control and positioned in a NIR laser beam, which is subsequently detected by
an InGaAs photodiode. The gated laser is triggered by a square-wave signal. Both reference
signal from the laser trigger and measurement signal from the photodetector are merged in
a lock-in amplifier and converted into a DC voltage that is proportional to the input signal
amplitude. b | Principle setup of a lock-in amplifier in time domain. The reference signal
(bottom path) has to be phase matched to the measurement signal by applying a phase shift.
Both signals get multiplied which yields a purely positive signal of twice the frequency. A low-
pass filter then filters the DC component out of the signal, which corresponds to an integration
in time. The output voltage is linear to both of the input amplitudes.
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4 = Photonic crystal cavities

The concept of photonic crystals has been introduced in Section 2.2. There, we also
motivate the “ladder™type SiO2 photonic crystal cavity (PCC) design employed in this
work, that was initially created by Gong et al. [116]. The 1D beam layout primarily
supports light confinement in 2 dimensions due to total internal reflection which enhances
the Q-factor for our choice of material. Given fabrication constrictions of the design,
regarding the membrane thickness of 200 nm, are discussed later in Section 4.1.

This chapter! deals, firstly, with the fabrication of free-standing hybrid devices, i.e. PCCs
that are coupled to monolayer MoS2, secondly, with the detailed analysis of a single PCC
emission spectrum and, thirdly, with geometric tuning of the cavity mode. Finally, we
also compare our measurements with FDTD simulation results. The basic concepts and
software parameters of these simulations are described in detail in Section 3.1.

Figure 4.1.: Layout of a PCC. a | Monolayer MoS (yellow) is located on top of the SiO,
structure. The labels are consistent to Figure 2.7. b | Monolayer MoS, is encapsulated between
SiO; and a layer of ZEP e-beam resist (greenish).

Figure 4.1 a illustrates the basic layout of a free-standing PCC with monolayer MoSs
(yellow) on top. All parameter names are adopted from Figure 2.7 a. In this approach,
optical pumping of the cavity does not arise from the light source inside the structure,

!This chapter is based on results that have been published in [18].
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4. Photonic crystal cavities

which stands in contrast with our (idealized) simulation approach (see Section 3.1).
However, an embedded monolayer is clearly preferable in terms of coupling efficiency.
Figure 4.1 b shows a triple layer approach with a supplementary layer of electron beam
(e-beam) resist on top of the monolayer. This image illustrates the actual fabricated
device with monolayer MoSy encapsulated between SiOs membrane and resist layer.
The benefits of this approach, concerning the fabrication process, are discussed in detail
in Section 4.1. The positive effect of an increased membrane thickness on the Q-factor
will be further examined in Section 4.3.

4.1. Fabrication of hybrid devices

Figure 4.2 a describes the five basic fabrication steps in a sketch. Step 1 (material growth)
is conducted by our collaboration partners at the University of California Riverside? [18].
It starts with a commercially available Si substrate that is thermally oxidized to a depth
of 200 nm from the surface. The substrate is carefully cleaned with piranha solution® to
avoid contamination by organic material. The chemical vapor deposition (CVD) growth
process takes place inside a glass tube that is gradually heated and cooled over time. On
the substrate surface, the precursors molybdenum trioxide (MoOs3) and sulfur (S) react
to MoSg and, ideally, form a monolayer. A detailed discussion of CVD growth is given
in Section 3.2.1.

Step 2 (spin coating of e-beam resist) determines the begin of the PCC fabrication. In
this section, we will only focus on the principles of the subsequent fabrication steps. The
exact parameters of the entire fabrication process are listed in Appendix A.1. First, we
produce an etch mask by e-beam lithography. After careful cleaning of the sample with
nitrogen gas, the e-beam resist ZEP-520A (ZEP)* is spin-coated onto the sample (step 2).
We have measured a resist thickness of 380 nm. ZEP is a positive resist and is preferred
to PMMA due to its much higher dry etch resistance while their spatial resolution is
comparable [141].

In step 3, the desired pattern is written into the resist by focussed electron beam exposure
which is described in detail in Section 3.2.2. The sample is developed in a 50:50 mixture
of pentyl acetate and methyl isobutyl ketone (MIBK), followed by two dipping steps
in pure MIBK and isopropyl alcohol (IPA) for development stopping and cleaning. In
order to improve the etch resistivity of the ZEP resist, we perform a hardbake after
development [141, 163, 164].

In step 4 (dry etching), we transfer the pattern into the underlying MoSs and SiOs
layers by inductively coupled plasma reactive ion etching (ICP-RIE) using a CHF3 : Og

2Group of Ludwig Bartels, Department of Chemistry and Materials Science & Engineering Program,
University of California, Riverside, California, 92521, USA

3 A solution of sulfuric acid and 30% concentrated hydrogen peroxide with ratio 3 : 1.

*Manufacturer: Zeon Chemicals L. P. (www.zeon.co.jp)
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4.1. Fabrication of hybrid devices
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Figure 4.2.: a | The fabrication process consists of five major steps: (1) CVD growth of
monolayer MoS, (yellow) with precursors MoOgs and sulfur onto the 200 nm thick SiO» surface
layer (blue) of a Si substrate (dark gray), (2) spin-coating of 380 nm thick ZEP e-beam resist,
(3) e-beam exposure, development and hardbake of the resist to produce an etch mask of
the desired PCC structure, (4) ICP-RIE dry etching to transfer the resist pattern into the
MoS: and SiO layers, (5) removal of the underlying Si with vapor phase XeF2 to obtain a
free-standing PCC. b | Optical microscope image of a typical sample after the ICP-RIE etch
(step 4). ¢ | SEM image of a PCC with a period of 300nm. d | Magnification of the outer
left end and the center of the PCC. e-g | Equivalent image sequence to b-d showing a sample
after the XeF etch. f and g show a free-standing PCC with a period of 280 nm. The white
dashed rectangles in b-c and e-f indicate the magnified areas shown in the subsequent image.
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4. Photonic crystal cavities

chemistry with a ratio of 40sccm : 1sccm. The complete list of parameters is specified
in Appendix A.1. For a closer explanation of the working principle of ICP-RIE, we refer
to Section 3.2.3. In order to reach the desired etch depth, the selectivity, i.e. the ratio
of resist etch rate rzgp to substrate etch rate rgio,, is crucial to avoid destroying the
MoSs monolayer. In etching tests, we have measured a maximum selectivity of about
rzZEP © TSi0, = 1.32. A 200nm thick SiOy membrane, therefore, requires an ZEP resist
thickness of at least 264 nm to be completely etched, a 300 nm membrane requires 396 nm
thick resist. For that reason, we chose a Si09 membrane thickness of 200 nm.

In step 5, we remove the underlying silicon by an isotropic XeFy vapor phase etch.
The XeF3 etch chemistry is explained in more detail in Section 3.2.4. This last step is
performed without removing the ebeam resist in advance. There are three major reasons
that suggest leaving the resist on the PCC structure:

1. Protection and passivation: As indicated in Figure 3.9, XeFs attacks MoSs to a
certain extend which leads to lower PL emission. The resist helps to protect the
MoS; from XeFs and, furthermore, from general environmental influences during
measurements.

2. Possible @Q-factor improvement: Simulations of PCCs with thicknesses of 200 nm
and 300 nm indicate higher Q-factors of the latter (see Figure 4.7 and also [116]).
Since ZEP features a refractive index of nzgp = 1.541 [141] and is, therefore,
comparable to SiOy (ngio, = 1.46), the residual resist helps to effectively increase
the thickness of the 200 nm SiO5 membrane.

3. Improved photonic coupling: With the resist layer on top, the MoSs becomes em-
bedded inside the photonic structure. It is, therefore, able to provide better optical
coupling since the electric field maxima of the photonic modes are located in the
center of the membrane.

Figure 4.2 b shows an optical microscope image of a typical sample (in this case, without
MoSs) after step 4. The PCCs are visible as horizontal beams within the quadratic
structures, which are arranged in a matrix with a pitch of 100 pm in x direction and of
50 pm in y direction. Columns are separated by vertical lines and each PCC is labelled on
its right side. The white dashed rectangle indicates the position of a SEM close-up shown
in Figure 4.2 ¢. The displayed PCC has a period of p = 300nm. The SiO, layer appears
grey, while black areas are ICP-RIE etched. Panel d shows a further magnification of the
outer mirror section on the left and the perturbation section in the center of the PCC
both of which are marked by a white dashed rectangle in panel c. For the mirror part,
we measure a period of 300.4nm and, at the center, a period of 269.8 nm. These values
match nicely with the nominal mirror period of 300 nm and the expected period in the
perturbation center of 0.9 x 300 nm = 270nm. We also note that the center part of the
PCC is slightly thinner because of proximity effects that emerge much stronger in the
middle of a structure than at the edges (c.f. Section 3.2.2).
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4.2. Optical mode characterization

Figure 4.2 e-g show the equivalent sequence of images as b-d after fabrication step 5. The
sample in e-g is the identical one that we use for optical characterization measurements
presented in the following section. In Figure 4.2 e, the undercut areas around ICP-RIE
etched structures are clearly distinguishable from pristine areas due to their brighter
greenish color. The SEM image of a PCC with period 280nm in panel f illustrates the
rough structured surface of the underlying silicon. Again, we measure the periodicity in
the center of the PCC using the close-up image shown in panel g and obtain a value of
251.2nm. The good agreement with the nominal value of 0.9 x 280 nm = 252 nm confirms
the successful fabrication process.

4.2. Optical mode characterization

For the optical characterization of the hybrid PCC devices, we employ a typical micro-
photoluminescence (u-PL) setup, which is sketched and described in detail in Section 3.3.1.

Figure 4.3 a shows the emitted spectrum of a PCC with a period of 275 nm recorded at
room temperature. The broad MoSy PL emission is decorated with four clearly distin-
guishable modes, M®) (purple), M1 (red), M2 (green), and M3 (blue). The solid lines of
respective mode color are Lorentzian fits. From the fits’ FWHM, we determine Q-factors
of 922, 1018, 1706 and 1575. Figure 4.3 b to d show the modes in magnification with the
same color code. Modes M1, M2, and M3 can be identified with the simulation results in
Figure 3.3. In addition to the three major modes, we also observe the very weak mode
M®) in some PCCs spectra, here emerging at 610 nm, which could not be reconstructed
by simulation. This mode could possibly originate from the de facto-multilayer structure
(Si02-MoS2-ZEP) that was considered as single membrane in simulations.

Furthermore, we want to study the polarization of a PCC mode. The polarization depen-
dence is measured by putting a half wave plate and a polarization filter in the detection
path. Since the reflectivity of the spectrometer grating is polarization dependent, the in-
put polarization needs to be kept in a fixed direction in order to avoid errors introduced
by the spectrometer. Hence, we leave the polarization filter fixed while only rotating
the preceding half wave plate. An rotation angle o of the half wave plate rotates the
polarization by 2a.

Figure 4.4 a depicts the detected emission spectra in the wavelength area of mode M2
for polarization angles perpendicular (o = 90°) and parallel (a = 0°) to the PCC axis.
The polarization direction is furthermore sketched as green arrows in the SEM images
presented next to each of the spectra. While the M2 peak is most prominent at o = 90°,
it disappears completely at o = 0° demounstrating a strong mode polarization. In order to
better quantify the strength of the polarization, we record a spectrum every ten degrees.
Figure 4.4 b depicts the background-corrected peak intensity of mode M2 (symbols) as a
function of the linear polarization angle in units of the summarized maximum (I,ax) and
minimum (i, ) measured intensity. It reveals a strong linear polarization perpendicular
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Figure 4.3.: a | The emission spectrum of a typical hybrid PCC, here shown with a period
of 275 nm, depicts the broad PL spectrum decorated with three major modes and a fourth
mode M™ that are fitted with Lorentzians (colored solid lines). Modes M1, M2, and M3 can
be identified with the modes that result from simulations in Figure 3.3. The Q-factor of the
measured modes are in the range between 900 and over 1700. b-d | Magnifications of the
single modes using the same color code as in a.
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Figure 4.4.: a | Emission spectra at polarization angles perpendicular (o« = 90°) and parallel
(a = 0°) to the PCC axis. The polarization direction is additionally illustrated as green arrow
in the sketches next to each spectrum. b | Normalized and background corrected M2 mode
peak intensity (symbols) plotted as a function of the linear polarization angle fitted with a
sin® function (solid line). The mode appears to be strongly polarized perpendicular to the
PCC slab axis with a DoP close to unity. This proves the strong TE-polarization.
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4. Photonic crystal cavities

to the PCC slab axis expressing a strong transverse-electric (TE) polarization. This
agrees with simulations (see Figure 3.3) showing that E, is the predominant electric field
component. The data is fitted with a sin? function (green solid line) with its period
parameter kept fixed at 360°. To motivate the fit function, we consider F being the
detected electric field amplitude as well as Ey and Iy the incident electric field amplitude
and intensity, respectively. The detected intensity under the polarization angle « is
then

I =|E* = |Eysina|® = |Ep|? sin® a = Iysin® o (4.1)

In order to quantify the polarization quality, we define the degree of polarization

I ax — Imin
DoP = ——— 4.2
Imax + Imln ( )

From evaluation of the fit data, we obtain a value of DoP = 1.000 % 0.013 which is close
to ideal.

In a further step, we want to confirm the spatial localization and confinement of a PCC
mode intensity distribution. Figure 4.5 depicts an optical microscope image of a 310 nm
period PCC. The free-standing SiOo membrane areas appear greenish, while the non-
undercut areas at the borders of the image are brownish. Dark areas completely lack of
the SiOs membrane. We spatially scanned the laser over this area with a size of 35x 35 pm
using a step size of 1 pm. At each step, a spectrum was recorded. The accumulated PL
intensity at the spectral mode position is plotted for each spatial position in a false-
color map in Figure 4.5 b. In comparison with a, free-standing membrane areas are
clearly resolved by their stronger PL emission than pristine areas located at the top,
bottom, and left border of the map. This results from the refractive index ratio at
the SiOy/air interface nns‘% > 1 which is more reflective than the SiO2/Si interface

nS‘OQ < 1. Therefore, a larger amount of PL emitted into the substrate gets reflected.
The highest PL can be observed at the PCC center, as expected. In order to obtain
a map of pure PL enhancement, we need to subtract any intensity variations emerging
from the MoSs quality. Figure 4.5 ¢ exemplarily shows the spectrum recorded at position
(x/y) = (19pm/19pm). For every spectrum, we subtract the blue area (background)
from the red area (mode) and plotted the result in a new map in Figure 4.5 d. The
bright solid lines indicate the outline of the PCC and the ICP-RIE etched areas. This
backgound-corrected map precisely depicts the strong localization of the M1 mode at the
center of the PCC.
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Figure 4.5.: a | Microscope image of a PCC with period 310nm. The greenish area is the
free-standing membrane, brownish is pristine SiO2/Si and the black area ICP-RIE etched. b |
PL map of the same area shown in a with spectral restriction to the M1 mode wavelength
(red area in c). c | Spectrum at the spatial position (z/y) = (19pm/19pm). The mode
area is highlighted in red, the background area used for background correction in blue. d |
Background corrected PL map. The bright solid lines indicate the outline of the PCC. As
expected, the mode is strongly confined in the center of the PCC.
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Figure 4.6.: Emission spectra of PCCs with various periodicity ranging from p = 270 nm at
the bottom to p = 325 nm at the top in 5 nm steps. The red (green, blue) arrow marks the M1
(M2, M3) mode. PCCs with p > 290 nm show an additional mode M* which is highlighted by
the black arrow. All resonance wavelengths increase linearly as a function of the period.

4.3. Geometric mode tuning

Since the PCC resonance wavelengths strongly depend on the period, we can easily
tune them by variation of the crystal period. We call this process “geometric tuning”.
Figure 4.7 shows the stacked emission spectra of PCCs with periods ranging between
270 nm at the bottom of the graph and 340 nm at the top in 5nm steps. The resonance
wavelengths of mode M1, M2, and M3 (marked by the red, green, and blue arrow)
increase linearly as a function of the period. For periods p < 285nm, they completely
overlap with the MoSs PL spectrum while the modes successively disappear for larger
periods. For periods p > 290 nm, we observe an additional mode M*, which is marked by
the black arrow, emerging at shorter wavelengths. The M* mode also exhibits TE-like
character in polarization-dependent measurements. However, its origin is not obvious as
we couldn’t reproduce it in simulations. We suppose that it might originate also from
the multilayer membrane structure that could cause additional reflections at interior
interfaces. In summary, we are able to shift the mode peaks over the entire MoSs PL

66
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spectrum simply by increasing the crystal period.

For further analysis of the data in Figure 4.6, we extract the mode positions and Q-
factors from Figure 4.6 and plot them as symbols in Figure 4.7 b and ¢, respectively.
The mode color-code is identical to the one used in Figure 4.6. Cavity modes that are
measured on multiple PCCs are represented by the error bars. For reference, we also show
a typical PL spectrum of pristine monolayer MoSs in panel a. All mode positions shift
linearly, as also observed by Gong et al. [116], within the entire measurement range. The
solid lines (using again the symbols’ mode color-code) represent simulation results for a
SiO9 membrane thickness of d = 200nm and match well with the measurement data.
In order to regard the residual e-beam resist left on top of the PCCs, we additionally
show simulation results of mode M1 for membrane thicknesses of d = 300 nm. The area
of 200nm < d < 300nm is highlighted in faint red. As expected, the M1 measurement
results are located within this area.

The Q-factor analysis in panel ¢ remarkably reveals values of @ > 1000 for almost
all PCCs. Our measured Q-factors are systematically lower than the values observe
in the work of Gong et al. [116] (ranging between 4000 and 5500) which presumably
originates from the thinner membrane and also scattering losses that may be caused by
the additional interfaces at the MoSy and ZEP resist layer. Our data is in very good
agreement to the simulation results, especially for modes M1 (again shown for d = 200 nm
and 200nm < d < 300nm) and M2, which are located in the same order of magnitude
as the measurements.

4.4. Conclusion

In this chapter, we describe the nanofabrication of arrays of optically active SiO2-MoSs
PCC resonators onto a SiOg/Si substrate and discuss the advantages of leaving the e-
beam resist on top of the devices. Large scalability of our approach is provided by the
CVD growth of monolayer MoS,, which cannot be achieved by top-down methods like
exfoliation. All devices investigated in this chapter stem from a single sample, indicating
the high quality of the fabrication process. We observe three major modes in both p-PL
measurements and FDTD simulations. We verify the strong TE nature of the modes,
which is predicted by simulation as well, and observe high spatial confinement in the
middle of the PCC. Changing the crystal periodicity results in linear spectral mode
tuning (so-called geometric tuning) that ranges over the whole MoSs PL spectrum, as
demonstrated. For periods p > 285 nm, we observe an additional mode that shifts linearly
with the period as well, but is not reproduced by simulation. Hence, we assume its origin
to be in the multilayer membrane structure. The vast majority of all measured modes
show @Q-factors ranging between () = 1000 and 4000. Both geometric tuning and Q-factor
order of magnitude are in very good agreement to our simulations.
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Figure 4.7.: a | A typical MoS, PL spectrum for reference. b | Analysis of the geometric
tuning of every mode labeled in Figure 4.6 using the same color-code. The measured mode
positions (symbols) increase linearly with the PCC period and match well with the simulation
results (solid lines). For consideration of a slightly thicker membrane due to residual e-beam
resist, the red shaded area shows the results for membrane thicknesses ranging between d =
200 nm and 300nm. c¢ | Q-factors observed in experiment and simulation as a function of the
respective mode wavelength. The majority of the Q-factors are located in the range of 1000
and 4000 which fits well to the M1 and M2 modes in simulations. The measured data of M3
are significantly higher than observed in simulation.
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4.5. Outlook

The PCC design described in this chapter can be natively transferred to other TMDs
or TMD based van-der-Waals heterostructures like MoSes-WSey heterostructures where
highly electrically tunable interlayer excitons with rather long lifetimes of 1.8 ns have been
observed [165]. Also, signal enhancement of quantum dot-like single photon sources that
have recently been observed in monolayer WSey by multiple groups [5-9] is conceivable.

Since TMDs are, among their other interesting properties, non-linear crystals, the second
harmonics emission signal can be effectively enhanced by a PCC supporting half the
wavelength of the excitation laser. This effect has been shown by Fryett et al. for silicon
cavities and exfoliated WSey [31]. In contrast to silicon, though, SiO2 would drastically
reduce absorption losses of the visible and infrared PL shown by most TMDs due to its
large bandgap of 9.3eV.

In terms of integration into photonic circuits, our resonator design is especially useful to
work as both PCC and waveguide. Hence, this design could simplify and improve optical
coupling between PCCs to form photonic molecules, similar to photonic molecules of
so-called L3 cavities that have been shown by Kapfinger et al. [166]. Even photonic
networks of a larger amount of PCCs coupled to each other are thinkable.

Alternative cavity design In order to further improve the cavity design, we want
to discuss a “proof of principle” simulation study of a circular hole layout that has been
inspired by Li et al. [23]. In [23], Q-factors of 5.2 x 10° has been shown in simulations and
even room-temperature lasing have been experimentally achieved for monolayer MoTey
on a Si PCC.

Figure 4.8 a shows the PCC layout that we studied in FDTD simulations. Similarly to
Figure 2.7, the perturbation area in the center (for hole numbers —7 < N < 7) consists
of a parabolic reduction of period p = 300 nm to 0.9p and is surrounded by mirrors. The
period as a function of the hole number is illustrated in d. We set the beam width to
w = 1.6p and the hole radius to r = 0.35pn (pn is the period at a specific position and
indicates that the radius changes in the perturbation area). Panels b and ¢ show both
the electric field magnitude |E| and, in particular, its £, component for fundamental
mode M1. The calculated @Q-factor is Q = 543 at a wavelength A = 630nm. This is
significantly lower as of the previously shown PCCs, but could possibly be improved in
further studies by a systematic variation and optimization of the hole radii and, especially,
of the perturbation function. From high Q-factor sensitivity on width variations, that
we observe from further simulations, we assume that field leaking in y direction is a
major constriction of this extremely small design. However, a small width could be
possibly advantageous for cavities with crossed beams. This kind of cavities will be
described in paragraph “polarization independent cavity”. Figure 4.8 e shows a SEM
image of a fabricated free-standing PCC with circular holes and period p = 265 nm. We,
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Figure 4.8.: a | Simulation layout of a circular hole PCC. The perturbation area and mirrors
are similar to Figure 2.7, the hole radii are proportionally reduced in the perturbation area. b
and c | Electric field magnitude and E, component of the fundamental mode (M1). d | Period
p as a function of hole number N. e and f | SEM images of a free-standing PCC with circular
holes and period p = 265 nm. The white dashed rectangle indicates the magnified area shown
in f.
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thereby, demonstrate that fabrication is possible and that the structure is stable. The
area indicated by the white dashed rectangle is shown in magnification in panel f.

In order to make our simulations’ setting comparable with [23], we also considered a Si
PCC with the same parameters as [23|. While, in 23], the first mode shows a Q-factor of
5.2 x 109, we obtain a value of @ = 1.1 x 10°. The deviation of about 20 % is attributed
to the different simulation method (transmission simulation) that has been applied in
[23].

Polarization independent cavity The choice of SiO as platform material does not
only originate from its high establishment in TMD CVD growth and its undeniably easy
integration into modern silicon industry fabrication processes, but its optical isotropy and
lack of birefringence also makes it a promising candidate for both crystal axis independent
and non-polarizing devices. A non-polarizing resonator would be especially favorable for
valley-dependent PL enhancement in TMDs. K+ and K- valleys are optically addressable
by the circular polarization direction which has to be preserved by the cavity. Therefore,
a possible cavity design is the superposition of two perpendicularly arranged linearly
polarizing resonators as shown in Figure 4.9 a. A similar structure consisting of GaAs
has been studied by Rivoire [167] using two different wavelengths in the horizontal and
vertical arm for non-linear frequency conversion. Based on this concept, non-polarizing
Si0; cavities as further developments of the “ladder”-type design presented in this work
has been investigated in FDTD simulations by Tobias Petzak [168| in the framework of
this project.

Figure 4.9 shows simulation results from [168] for three selected extended designs. Panel
a exhibits a resonator which, in principle, consists of two overlapping 1D PCCs perpen-
dicular to each other that we name “cross-PCC”. The electric field F in  and y direction
was found to be of almost equal amplitude and time dependency. The profile of the
fundamental mode |E| is depicted in panel b. Depending of the hole distance in the
center of the structure, Q-factors of up to Q = 1300 are obtained. In order to test the
stability of such a structure and the parameters of e-beam exposure, we have fabricate
the device on pristine SiO9 without TMD. An SEM image of the free-standing device is
depicted in panel c.

A possible improvement of the structure in terms of the Q-factor is investigated by
adding two more 1D photonic crystal beams forming a star-like structure. Panels d to
f show layout, simulated electric field magnitude and fabricated device of such a “star”-
cavity correspondingly to panels a to c¢. The Q-factor was found to be 1200 which is
insignificantly lower than that of “cross™PCCs.

A further device simulated in [168| is presented in panel g. Is consists of concentric
rings and can be considered as extension of d. The radially arranged slabs are added
to carry the rings in a free-standing device. Panel h shows the simulated fundamental
mode of the device which exhibits a @)-factor of 5000. This value is in the same order of
magnitude as the Q-factor of 1D PCCs which is remarkable since the mode needs to be
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Figure 4.9.: a | Cross-PCC layout consisting of two superimposed 1D PCCs perpendicular
to each other. b | Spatial |E|? distribution (F being the electric field) of the fundamental
mode of a which exhibits a Q-factor of @ = 1300. ¢ | SEM image of a free-standing cross-
PCC fabricated on pristine SiO» without TMD. d-f | Corresponding images to a-c for a
star-like PCC with two more PCC beams. Simulations exhibit a Q-factor of @ = 1200 for
the fundamental mode. g-h | Layout and simulated electric field distribution for a ring cavity
consisting of concentric rings carried by radially arranged beams. For this design, Q-factors
of Q = 5000 were determined.
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confined by photonic crystal mirrors in two dimensions without using the rather efficient
total internal reflection.
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5 Tunable Metasurfaces

In Chapter 4, we have considered near-field interaction of 2D materials and photonic
crystals. The parameters that have been varied in these systems are purely geomet-
ric, which means, we had to define them prior to fabrication. In order to enhance the
flexibility of such or similar systems in real-world integrated devices, an additional phys-
ical parameter may become desirable that can be varied reproducibly and in real-time.
Here, thermochromic materials come into play. These materials have been already stud-
ied for decades in their electric and optical behavior (see Section 2.4) and allow us to
abruptly change the complex refractive index with temperature by undergoing a metal-
insulator transition (MIT) at a specific critical temperature. This can happen on even
sub-picosecond time scales [63, 64]. One of the most common representatives of these
phase-change materials is vanadium dioxide (VOg). Current promising developments
head for its commercial employment in so-called “smart” coatings, for example, for en-
ergy efficient windows |69, 73|. VOs2 nanoclusters (see Section 2.4.1) promise a special
benefit since they allow us to shift the critical temperature from 68 °C to slightly above
room temperature due to their large temperature hysteresis.

In this chapter, we will investigate the impact of refractive index changes on nanopho-
tonic devices that are fabricated from VOs nanoclusters and illuminated by both LED
light and MoSy PL. In contrast to Chapter 4, which focuses on direct light-matter cou-
pling, we will study light diffraction in the near-field diffraction regime. The light field
is modulated by Fresnel zone plate (FZP) lenses. FZP lenses are 2D structured patterns
and represent the large class of so-called metasurfaces. Their fabrication requires less
demanding lithography efforts than that of photonic crystals, which simplifies the rather
complex fabrication of monolayer MoS9 and VOg nanoclusters on the same sample. This
process will be described in Section 5.1. In Section 5.2, we will illustrate the transmis-
sion setup and the measurement procedure. Subsequently, the results are discussed in
Section 5.3.

5.1. Fabrication of hybrid devices

The fabrication process of hybrid monolayer MoS2-VOs2 nanocluster samples is depicted
step by step in Figure 5.1 a. In step 1, we consecutively implant vanadium (V) and
oxygen (O) ions in a 500 pm thick fused silica substrate. The ion fluence ratio V : O
is 1:2(9x10%ecm™2 : 1.8 x 10" ecm™2) according to the VOy stoichiometry. The
fluence magnitude results in average crystal diameters of about 90 nm [67, 130]. The ion
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Figure 5.1.: a | Sample fabrication process for selectively deactivated FZP lenses. V and O
ions are successively implanted into a 500 pm thick fused silica substrate (step 1) and annealed
for 10 min by RTA (step 2). Afterwards, monolayer MoS; is grown onto the opposite side via
CVD (step 3). While the MoS is passivated by a PMMA coating, a 120nm thick Cr layer
is evaporated on the implanted side of the sample (step 4). In the next step, ZEP resist is
spun onto the Cr layer and structured by conventional e-beam lithography (step 5). The FZP
structure is transferred into the Cr layer by wet etching and the resist is removed (step 6).
The structured Cr layer serves as hardmask for Ar deactivation (step 7). The Cr mask is
removed in a last step. b | SEM image of a FZP lens with f = 5um after development. c |
Optical microscope image showing the Cr mask of FZP lenses with f = 5pum, 10pm, 15pm
and 20pm. d | Microscope image after the final fabrication step.
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energies of Viy = 100keV and Vp = 36 keV correspond to their masses and provide equal
implantation depths of about 85 nm. All implant parameters are adopted from [67]. A
detailed description of the ion implantation process is provided in Section 3.2.5.

In order to enforce the formation of monocrystalline nanoclusters out of the homogeneous
ion distribution in the substrate and to heal crystal defects caused by the implant process,
the sample is annealed in an Ar atmosphere for 10 min at a temperature of 950°C in
step 2. This rapid thermal annealing (RTA) process is performed by high power 60 kW
halogen lamps that provide a temperature ramping time of 17s. The cooling time is set
to 1 min.

In step 3, monolayer MoSs is deposited onto the opposite side of the substrate. We
describe the CVD growth process in detail in Section 3.2.1. The order of the process
steps during the whole fabrication is crucial due to the impact of temperature on the
sample: MoSy CVD growth takes place at 670 °C. Hence, the RTA temperature of 950 °C
would destroy the monolayer MoSs. However, the growth has to be performed before Ar
deactivation (see step 7) since high temperatures heal the intentionally introduced Ar
defects up and would revert the deactivation process.

In order to preserve the MoSy from damage during the following fabrication steps, we
passivate the bottom side with a PMMA coating. The FZP lens fabrication starts by
deposition of a 120nm Cr layer onto the top side (step 4) that is used as hard mask for
site-selective Ar deactivation.

In step 5, a ZEP resist layer is spin-coated onto the Cr layer and structured by e-beam
lithography. The e-beam pattern comprises FZP lenses of nominal focal lengths f = 5 um,
10pm, 15pm and 20 pm for both possible (inverse) layouts, which are designed after
Equation (2.13). We, furthermore, employ manual proximity correction, as described in
Section 3.2.2.

A SEM image of a FZP lens with f = 5um after development is depicted in Figure 5.1 b.
In the following step, we employ a wet etching solution® to transfer the pattern into the
Cr layer and remove the resist with aceton. Panel ¢ shows a microscope image of the
hardmask for FZP lenses with f ranging from 5pm to 20 pm. The e-beam layout has
been designed with 40 zones for every lens. The outer ring of the lens with f = 5um,
hereby, shows a width of only 146 nm. However, the fabrication process, especially the
Cr wet, etching step, limits the spatial resolution. We, therefore, inevitably forfeit some
of the outer Fresnel zones, which is observable in microscope images.

The hard mask allows selective deactivation of the VO3 nanoclusters (step 7) by Ar ions
using a fluence of 7 x 10" cm ™2 and an energy of 80 keV. These parameters are adopted
from [67]. The Ar ions basically revert the annealing process by introducing defects into
the clusters.

!Chrome Etch 18, micro resist technology GmbH, K6penicker Str. 325, 12555 Berlin
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In the last step, we remove the hardmask by the same Cr etching solution that has been
applied in step 6. Panel d shows a microscope image of the resulting sample surface st the
same position as in ¢. Due to rather similar refractive indices of active and deactivated
areas, the contrast between single Fresnel zones is very low. All fabrication parameters
are summarized in Appendix A.2.

Type 1 Type 2

Ar deactivated
B Active VO, nanoclusters

Figure 5.2.: a | Selectively deactivated FZP lenses of type 1 have deactivated central disks.
b | Type 2 FZP lenses show the inverse layout of a.

Figure 5.2 shows the two possible layouts of a selectively deactivated (SD) FZP lens.
We will call the layout in a “type 17 in the following. A type 1 FZP lens consists of
a deactivated central disk, while the outer Fresnel zones successively alternate between
active nanocluster (black) and deactivated (gray) areas. A type 2 lens is depicted in
panel b and shows the inverse layout of type 1. We have fabricated both types of lenses,
but we will predominantly consider and compare type 1 FZP lenses in the main part of
this thesis. Type 2 lens measurements are depicted in Appendix A.3 and will be referred
to, when necessary.

A different way to site-selectively arrange VO nanocrystals is the so-called “direct syn-
thesis” (see also Section 3.2.5). Directly synthesized (DS) samples are covered by a Cr
hardmask before V and O implantation. A third implantation step is omitted. Both
methods have been employed by J. Zimmer [67] to fabricate diffraction gratings. A
comparison between them show much stronger switching contrasts for the selective de-
activation method. This effect predominantly results from the small refractive index
contrast in the low-T phase. Due to precedent homogeneous implantation of VOg in the
selective deactivation method, the low-T phase index contrast is only based on the addi-
tionally introduced Ar ions, which is rather low. Therefore, the refractive index change
due to the MIT has much more impact on the resulting index contrast. Although DS
FZP lenses have been fabricated in the scope of this project, they will not be treated in
this thesis. Preliminary and unsystematic measurements (not depicted) have shown that
a MIT is not visible in the focusing ability of DS FZP lenses.
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5.2. Optical measurements
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Figure 5.3.: Transmission setup for temperature dependent measurements of the focusing
ability of VO, implanted FZP lenses. a | A LED light source in the red or infrared regime is
focused on the sample, in a way that the selected FZP lens is illuminated as homogeneously
as possible. The beam path before the sample is illustrated for a and b in the shared inset.
Afterwards, the light is collected by an objective, which is mounted on a piezo actuated stage.
The collimated light is filtered by a bandpass filter and focused on a Peltier cooled CCD
camera. b | The setup for MoSy PL illumination only differs from a in the excitation path. A
A = 405 nm laser source is focused on the MoS, covered side of the sample, in a way, that the
emitted PL illuminates the selected FZP lens. The sketches are not to scale.

Figure 5.3 shows the setup that we use to investigate the temperature dependent focusing
properties of a VOo implanted FZP lens. The copper sample holder is temperature
controlled by a water-cooled Peltier element. As a first step, we use LED light sources
of wavelengths A\ = 670nm and 940 nm to directly illuminate the FZP lens, which is
depicted in panel a. The sample layout allows to illuminate and observe four lenses with
different focal lengths simultaneously. The FZP lens focuses the light at the designated
focal distance of a few pm. The focused light is collected by an infinity corrected objective
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with 40x magnification and NA=0.6, which is mounted on a piezoelectric stage. The
collimated light is subsequently filtered by a bandpass filter (the transmission wavelength
depending on the light source) to spectrally narrow the light source. Since FZP lenses
are achromatic, the filtering yields a better distinctness of the FZP focus points. Finally,

the light is focused onto the CCD chip of a Peltier cooled camera?.

In a second step, we change the setup to an “on-chip” light source. Panel b shows the
focusing of PL which is emitted from monolayer MoSy that covers the opposite side
of the (transparent) substrate. For excitation, we employ a slightly defocused 405nm
diode laser at a power of 400 pW. The excitation is identical in a and b, except of the
light source itself. It consists of a f = 150 mm collecting lens followed by a f = 16 mm
collecting lens to narrow the beam diameter. Due to diffraction limits, laser collimation
with a beam diameter in the order of the FZP size (= 50 pum) is not possible. Instead,
the second lens is positioned in a way that the light spot appears slightly larger than
the desired FZP lens in the camera. This helps us to achieve the best trade-off between
homogeneous illumination and maximum excitation power density. In order to prohibit
excitation laser light detection in the camera, we employ an additional longpass filter at
A = 550 nm.

A measurement sequence consists of the scanning of the objective in steps of AVjjies0 =
0.5V or Az = 0.38 pm along the z axis. The maximal range of the piezoelectric stage
is 100pm. At every position, we record an image with the CCD camera using exposure
times in the range from 0.5s to 60s. The whole procedure is conducted for various
temperatures.

Figure 5.4 a shows a sketch of a FZP lens in side view with a light beam (red shaded area)
incident from the left. The first order focus point is formed by the partial rays depicted
in red in a distance f on the right side of the FZPs. Equally, the cone of third order
interference (dark blue shaded area) and of the corresponding negative orders (green
and orange shaded) are sketched. Panels b to d show the CCD images of a red LED
illuminated f = 10pm FZP lens recorded at the z position of focus points m = —1 (the
objective’s focal plane is inside the substrate), m = 0 (objective’s focus on the FZP lens)
and m = 1 (objective’s focus outside the substrate). In both b and d, the bright FZP
focus spot in the middle of the lens area is clearly visible. The green, white and red
lines mark the cross sections that are displayed in e. Panel e shows the cross sections
of a complete measurement sequence as a function of the z position. This yields an
image that is comparable to the sketch in panel a. Both positive and negative order
focus points are clearly visible as well as the (dark) spots of destructive interference that
precede and follow those spots in z direction. Also, the positive third order focus point is
rather distinct. Especially, the left (negative order) part of the image suffers from some
artifacts stemming from small spontaneous xy drifts of the sample. A long term linear
xy sample drift over the whole measurement could be corrected by a linear backshift

2 Atik cameras ATK-314L
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FZP lens 7

substrate air y

Figure 5.4.: a | Sketch of the light cones of the four interference orders m = 1 (red shaded),
m = 3 (blue shaded), m = —3 (orange shaded), m = —1 (green shaded) in side view. b-d |
CCD images of a FZP lens with f = 10 at focus point (z) position of order m = —1, 0 and
1. The colored bar mark the cross sections that are also marked in e. e | Cross sections of
the illuminated FZP lens as a function of the z position. The point of view is identical to the
sketch in a.

applied to each individual image. Image analysis and corrections are conducted by a
custom-built python script.

In the following, we investigate the focus point intensity change as a function of the
temperature in a range of 20 °C to 95 °C. In order to measure the focus point intensity, we
define a rectangular area of 7 px X 7 px in the center of the FZP lens area and calculate the
intensity average for every single image in that area. The pixel resolution is 70 nm px .
Linear zy shifts of the FZP lens due to a small misalignment of the laser beam or the
objective are corrected by linear interpolation of the evaluation area position. Position

z = 0 is always defined as the position of the FZP lens.

The FZP lens which is exemplarily shown in Figure 5.4 b-e is fabricated by the direct-
synthesis method. Due to their higher refractive index contrast, DS lenses show more
pronounced focus spots. However, a temperature dependent switching has not been
measurable. Hence, we only analyze temperature dependent measurements at SD lenses
in this work.

5.3. Measurement results

We subdivide our results into three subsections, discriminated by the employed light
source. In Section 5.3.1, we will investigate MIT induced effects at a wavelength of
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A =940nm as a first step. Since the VO, refractive index change is much more promi-
nent in the infrared regime than in the visible (see Figure 2.12) and since nanoclusters, in
particular, show a surface plasmon resonance in the NIR which further enhances the ab-
sorption contrast at the MIT, measurements in the NIR regime promise best-observable
effects. In Section 5.3.2, we change the LED wavelength to A = 670nm to be in agree-
ment with MoSs PL emission, however, without suffering any intensity constrictions. In
Section 5.3.3, we will demonstrate measurements on the basis of on-chip monolayer MoSq
PL.

5.3.1. Infrared LED illumination

Figure 5.5 a, ¢, and e show the FZP lens focus spot intensity as a function of the z posi-
tion (the coordinate system is the same as in Figures 5.3 and 5.4) for three different FZP
lenses with nominal focal lengths fi—g70um = 10pm, 15pm and 20 pm under the illumi-
nation of light with A = 940 nm. We record intensity profiles for a set of temperatures
following the temperature cycle 20°C (bottom profile) — 95°C — 20°C (top profile)
using incremental steps of 10°C at maximum. In each measurement, the objective is
moved piezo-electrically controlled along the z axis in a range of about 100 um with a
resolution of 0.38 pm. In these intensity profile plots, the substrate area is highlighted
in blue for clarity. For each focal length, we can immediately observe the emergence of
distinct maxima and adjacent minima (marked by gray shaded bars) at a temperature of
90°C in the heating process (brown line), which disappear again in the cooling process
at 30°C (green line). Extrema that appear in the “air” half space (positive z values)
are real focuses, whereas extrema in the “substrate” half space (negative z values) are
virtual. With increasing nominal focal length, these features shift further away from
the FZP lens, as expected. The simulations in Figure 3.4 show that the observation of
maxima or minima depend on the FZP pattern type. Type 1 and type 2 patterns are
defined in Figure 5.2. This can be verified when we compare Figure 5.5 (type 1) with
similar measurements on type 2 FZPs in Figure A.2 (Appendix A.3). We find, indeed,
that maxima and minima switch positions.

Since the lens design is calculated assuming A = 670nm, the focus intensity maximum
does not match the respective nominal values. However, we can recalculate the expected
focal lengths for the given design at A = 940 nm. From Equation (2.13) for n = 1, we
obtain the relationship

;
= —=. 5.1

= (5.1)

The nominal focal distance fg7onm = 15 pm, for example, yields a infrared focal distance

of fg40nm = 10.7pm.

Table 5.1 summarizes foqonm Of the three investigated FZP lenses. The third column lists
the measured z positions of the features with the largest distance from the FZP lens in
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Figure 5.5.: a | Intensity distribution on the optical axis (z axis) of a FZP lens with focal
length 10 pm for infrared illumination (A = 940nm). Negative positions (blue background)
represent the inside of the sample (substrate) and positive positions the outside (air). The
color code represents various sample temperatures applied in the sequence that is depicted in
the middle of the figure. Clear intensity maxima Imax and minima Inmin (gray bars) are only
visible in the metallic phase of VO>. b | Intensity contrast as a function of temperature for
the “air” side (black line) and the “substrate” side (blue line). The two branches consisting of
the heating sequence (red symbols) and the cooling sequence (blue symbols) clearly depict a
hysteresis in temperature. ¢ and d | Intensity profiles and temperature dependent intensity
contrasts for a FZP lens with focal length f = 15pm. e and f | Equivalent to ¢ and d, but
with f = 20 pm.
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Design Calculation Measurement
f)\:670 nm (llm) f/\:940 nm (le) f)\:940 nm (le)
10 7.1 7.9
15 10.7 9.3

20 14.3 13.9

Table 5.1.: Columns 1 and 2 depict corresponding FZP lens focal lengths for wavelengths
A =670nm and A = 940 nm. Measurement values are shown in column 3.

the air regime (i. e. maxima, in this case). This corresponds to the m = 1 extremum. The
measured values match the calculations quite well. The additional mismatch at 15pm
and 20 pm lenses, which show slightly reduced actual focal distances, can be explained
by the design of the FZPs, based on the Fraunhofer approximation, that we discuss in
Section 3.1.

In order to quantify the temperature dependent focusing behavior, we evaluate the in-
tensity contrast of constructive (Imax) and destructive (In,in) interference for each tem-
perature. The intensity values are obtained by integrating the intensity within the gray
highlighted bars in panels a, ¢, and e. We define the contrast as

Imax - Irnin
“max — “min (5.2)

Contrast = .
Imax + Irnin

Figures 5.5 b, d, and f show the intensity contrast for both air half space (black line)
and substrate half space (blue line) of the corresponding FZP lens as a function of tem-
perature. For all FZP lenses, we observe a clear hysteresis. The MIT in the heating
branch (red symbols) is at ~80°C, in the cooling branch (blue symbols), it is between
30°C and 40°C. Both transition temperatures are in good agreement with direct trans-
mission measurements in Figure 5.3. Real and virtual focus points show nearly identical
behavior. The switching contrast increases with the focal length. We assume that this
originates from the very high proximity of minima and maxima, which is, especially, valid
for larger wavelengths. A reduction of the focal distance, consequently, leads to partial
overlapping of minima and maxima resulting in a decrease in their contrast.

5.3.2. Red LED illumination

In Section 5.3.1, we prove that the fabricated FZP lenses are able to both focus NIR light
and switch the focusing ability on and off with temperature. In this section, we change
the LED wavelength to the area in which monolayer MoSs is emitting.

Figure 5.6 shows the identical set of graphs as Figure 5.5, but recorded at wavelength A =
670 nm. Again, we observe features in panels a, ¢, and e, that emerge in both negative
and positive direction in nearly the same distance from the lens. The gray bars mark the
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Figure 5.6.: a | Intensity distribution on the optical axis (z axis) of a FZP lens with focal
length 10 pm for red illumination (A = 670 nm) at various temperatures. Coordinate system
and color codes are identical with Figure 5.5. The clear maxima I'max and minima I'mi, (indi-
cated by the gray bars) change significantly in the metallic phase of VO2. b | Intensity contrast
as a function of temperature for the “air” half space (black line) and the “substrate” half space
(blue line). The two branches consisting of the heating sequence (red symbols) and the cooling
sequence (blue symbols) clearly depict a hysteresis in temperature. ¢ and d | Intensity profiles
and temperature dependent intensity contrasts for a FZP lens with focal length f = 15num.
e and f | Equivalent to ¢ and d, but with f = 20 pm.
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positions of minima and maxima that we determined in the bottom profile (T' = 20 °C) in
each panel. As discussed earlier, they represent real and virtual focus points. The feature
distance from the lens increases with increasing nominal focal length, as expected and
observed in Figure 5.5, as well. In contrast to the former NIR measurements, however,
we observe features even at room temperature. This arises from the refractive index
difference between active and deactivated zones in the VO2 low-T phase. This difference
has been shown to be significantly smaller at wavelength A = 940 nm, since neither a
focusing effect has been measurable at low temperatures nor the FZPs have been even
visible in the camera at z = 0. The refractive index difference for wavelength A = 670 nm,
however, appears to be significant. This leads to the observed focusing even at room
temperature. We will further analyze individual profiles at the end of this subsection by
comparing them to simulations.

Figures 5.6 b, d, and f show the temperature dependent contrast for each lens, which is
defined by Equation (5.2). The positions of I pax and I, are always determined at room
temperature. In a following step, we spatially integrate the intensity at these positions
for all profiles and plot the contrast as a function of temperature for both the air and the
substrate half space. In all cases, the contrast shows a clear hysteresis which is of similar
height for all lenses and ranging between approximately 0.03 and —0.03. A negative
contrast means that L.y < Imin, which occurs in the high-T phase due to the refractive
index change at the MIT.

T l T l T l T l T | T
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—0.7n
‘- —In q
—1.3n
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+ 95°C
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Figure 5.7.: a | Simulated intensity on the optical axis of a type 1 FZP lens with f = 15um
(solid lines). The complex refractive index n + ik of deactivated zone plates is kept constant.
We approximate n and k by measurement values of VO» nanoclusters in fused silica (see
Figure 3.4). The refractive index of active zone plates nactive is varied by different factors
of n. Factors nactive/n < 1 are analogous to type 1 FZPs in Figure 5.2, whereas factors
Nactive/N > 1 are analogous to type 2. The dots show re-plotted measurement data from
Figure 5.6 for temperature Tiow = 20 °C and Thigh = 95°C. b | Simulated intensity on the
optical axis for different extinction coefficients k.
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5.3. Measurement results

Figure 5.7 a shows the intensity distribution on the optical axis of a type 1 FZP lens with
f = 15um obtained by simulation (see also Section 3.1). The profiles has been extracted
from a set of 2D simulations, two of which are shown in Figure 3.4. The complex refractive
index n+ ik of the deactivated Fresnel zones is kept constant since they do not undergo a
MIT. We approximate n and k by measurement values of VO5 nanoclusters in fused silica
(n = 2.625, k = 0.144) as described in Section 3.1. The line colors represent different
refractive indices of the active Fresnel zones, which are varied from n,ctive = 0.51 to
2n. The falling edge at small z values of every profile arises from evanescent modes of
the incident plane wave (incident from the negative half space in positive direction). At
a refractive index ratio of 1 (blue line), we do not observe any interference since the
FZP lens becomes a homogeneous plane. The profiles with refractive index ratios #£ 1
show diffraction patterns of partial waves interfering constructively and destructively.
The most prominent features arise at z positions in the area of the nominal FZP focal
length. For active Fresnel zones of refractive index nactive < n (black and red line), we
primarily observe a distinct intensity minimum at about z = 11 pm followed by a rather
weak maximum with a slowly falling edge in positive direction. For active Fresnel zones
with refractive index nactive > 1, We observe prominent maxima between z = 11 pm and
121um with much steeper falling edges. While all profiles within the former or the latter
group are comparable among each other and all features solely become more distinct with
higher refractive index differences, the profile shape between those groups is significantly
different.

In order to compare simulation and experiment, we re-plot measurement values (dots)
at temperature 20°C (green dots) and 95°C (red dots) from Figure 5.6. The scale is
adjusted to the simulated profiles 0.7n and 1.3n which best reproduce the data. We
conclude from this comparison of simulation and measurement that the refractive index
ratio between active and deactivated zones naetive/n switches from > 1 to < 1 at the
MIT. Although experimental data shows reasonable good coincidence with the profiles
0.7n and 1.3n (i.e. deviations from n of +30%), the magnitude of the index change
cannot be quantified from this data.

Figure 5.7 b shows simulated profiles for a variation of the extinction coefficient Kactive
(the imaginary part of the refractive index of active FZPs), while the real part of the
refractive index n is kept constant. We observe no significant change in all six profiles.
Hence we conclude that the changes in lens focusing predominantly arise from the changes
in the real part of the refractive index. This means that the interference patterns rather
arise from phase shifts due to changes in n than from opacity switches due to changes in
k.

5.3.3. Molybdenum disulfide photoluminescence illumination

In the following section, we change the light source from off-chip to on-chip by using
MoSs PL emission. For excitation, we employ a blue diode laser at A = 405nm. The
setup is sketched and described in detail in Section 5.2.

87



5. Tunable Metasurfaces

substrate «———— air

a
f=15um

Focus point intensity (arb.u.)
e
7

<
)

1® Derivative

ﬁﬁ%ﬁ%

L L B A

2" Derivative
T

7%%%%?

-40 -30 -20 -10 0

10 20 30 40

Z position (pm)

@0
a@som
a@om
asom

Temperature sequence (°C) —

0.28

0.26

<
[\
=

e
N
N

Contrast

e
o
S

0.16
110

100
90
80
70
60

1% Derivative peak value

50
40

30

25

20

2" Derivative peak value

15

10

T I T I T I T
—— heating |
—v— cooling 7|

b~ ]

20 30 40 50 60 70 80 90 100
Temperature (°C)

Figure 5.8.: a | Intensity distribution on the optical axis (z axis) of a FZP lens with focal
length 15 pm for MoS, PL illumination at various temperatures. Coordinate system and color
codes are identical with Figure 5.6. The clear maxima Imax and minima Inin are indicated by
the gray bars. b | Intensity contrast calculated from I'max and Imin as a function of temperature.
The two branches consisting of the heating sequence (red symbols) and the cooling sequence
(blue symbols) depict a hysteresis in temperature which seems to be superimposed by a linear
trend with negative slope. ¢ | First derivative (i.e. the slope) of the profiles in a. The black
arrows indicate the maximum in each profile. d | Maximum values of the profiles in ¢ as a
function of temperature. e and f | Corresponding to ¢ and d for the second derivative (i.e.
the curvature) of the profiles in a.
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5.3. Measurement results

Figure 5.8 a shows measured intensity profiles on the optical axis of a f = 15um FZP
lens under MoSs PL illumination. Due to the low intensity of monolayer MoSs, compared
to a LED, we need to use rather long exposure times of 1 min per image. For that reason,
we have investigated only one FZP lens. Again, we observe a focusing effect that results
in maxima at z &~ —14 pm and broad minima at z ~ —6 pm. Both positions are marked
by gray bars. In contrast to LED illumination, however, the profiles are asymmetric and
features, surprisingly, only occur in one (the substrate) half space. Furthermore, the
distance between minima and maxima of 8 m is higher than in Figure 5.6 ¢ (= 4pum)
and we don’t observe an exchange of minima and maxima in the high-T phase. These
effects have to arise from the change in the experimental conditions, which is, in essence,
the on-chip light source. We will later discuss possible reasons for the differences of the
intensity profiles measured off-chip and on-chip concerning the mid- to far-field emission
characteristics of monolayer MoSs. For now, we will proceed with the investigation of
the temperature dependent behavior, which we analyze similarly to the previous mea-
surements under LED illumination.

The contrast of Iy and Inax, indicated by the gray bars, is plotted as a function of
temperature in panel b. The contrast changes as a function of temperature of 0.1 (from
0.16 to 0.26) are surprisingly high. However, we only observe a weak hysteresis. The
contrast rather seems to imply a strong superimposed linear component decreasing with
temperature. For further analysis of the intensity profiles, we additionally show the first
and second derivatives in panels ¢ and e yielding the profile slopes and curvatures. In
order to eliminate noise, both first and second derivatives are smoothed by a Savitzky-
Golay filter, a method that uses a second order polynom in a 10 data point window
(corresponding to about 3.5pm) as regression function. We plot the maxima, marked
by the black arrows, as a function of temperature in panels d and f, respectively. Both
slopes and curvatures show a hysteresis in temperature, although it stays less pronounced
as in Figures 5.5 and 5.6. In both cases, we still observe the negative linear trend.

This trend could arise by any kind of temperature dependent light attenuation within
the beam path if we assume that the incident light intensity has a larger effect on the
profile maxima (constructive interference) than on the minima (destructive interference).
For that reason, we investigate the temperature dependence of the MoSs PL intensity.
Figure 5.9 a shows the PL intensity as a function of temperature, that is measured in
a reflective spectroscopy setup. For intensity determination, we integrate the emission
spectrum and normalize the integrated counts, on the one hand, by the laser power,
in order to avoid errors by laser intensity fluctuation, and, on the other hand, by the
average intensity. For compensation of the temperature dependent expansion of sample
and sample holder, the microscope objective is manually re-adjusted at every temper-
ature on the basis of the focus spot size in the camera. We observe a rather constant
intensity behavior within a range of +£13% from the average value and conclude that
the negative trend in the hysteresis curve in Figure 5.8 does not directly arise from PL
intensity decrease. The inset depicts two exemplary spectra at 20 °C and at 95°C. While
the peak height does not change, the high-temperature PL spectrum is red-shifted. Fig-
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Figure 5.9.: a | MoS, PL intensity as a function of the temperature measured in reflec-
tion. The inset shows PL spectra at 20 °C and at 95°C. While the intensity stays constant,
the spectrum red-shifts by about 6nm. b | MoSs PL peak wavelength as a function of the
temperature.

ure 5.9 b shows the peak wavelength as a function of the temperature. As expected from
conventional semiconductors [169] and also measured for MoSs [100, 170], the band gap
energy is reduced at higher temperatures, which causes a shift of the PL emission to-
wards larger wavelengths. We measure a shift of about 7nm over the whole temperature
range. The spectral shift is another temperature dependent effect that does not rely on
the VO3 clusters, but influences the measured light intensity due to the 670 nm band-
pass filter in front of the camera. Its spectral transmission band has a FWHM of 10 nm.
We calculate the resulting transmission drop on the basis of the spectral measurements
in Figure 5.9 to be 4% at maximum. In order to compare this intensity decrease with
our measurement results in Figure 5.8 b, we determine the slope of the linear decrease
by fitting the measurement points < 70°C in the heating arm of the hysteresis. The fit
yields a slope of —6.9 x 1074 °C~!. Furthermore, we estimate the effect of a 4 % intensity
drop on the contrast by employing Equation (5.2): On the basis of the profile at 20°C
(in the heating branch), we determine both the contrast of the measured minimum I,
and maximum intensity Iax (which is a measurement point in Figure 5.8 b) and, as
a second point, we calculate the contrast by replacing I, with 0.961,,, indicating a
4% intensity drop in the maximum. This yields a decrease of —2.6 x 1074°C~!. This
estimation is in the same order of magnitude as the measured decrease, which indicates
the strong contribution of the linewidth shift to this effect.
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5.3. Measurement results

Far-field emission of 2D materials

In this subsection, we want to discuss possible origins of the differences between the
intensity profiles of off-chip and on-chip illumination.

The far-field emission characteristics of monolayer MoS, PL has been investigated by
Schuller et al. [171]. The direction of highest emission intensity is not perpendicular to
the monolayer, but contains significant k-vector components parallel to it. Furthermore,
Schuller et al. conclude from polarization measurements that the predominant amount
of MoSs PL originates from in-plane oriented dipoles. This is the basis on which we
simulate monolayer MoSy emission in our substrate.

Figure 5.10 a shows the magnitude of the electric field emitted from a layer of 20 dipoles
(r and y polarized) that are positioned at z = —500pm incident on a FZP lens at
z = —100nm. The dipole emitters are fully coherent since their emission pulses start
simultaneously. The SiO2 substrate is located at —500pum > z > Opm. The full simu-
lation area is shown in panel ¢, in which the area of panel a is indicated by the white
dashed rectangle. All values are normalized with respect to the excitation amplitude.
The FZP lens with a diameter of 20.05um is not visible, but shows a refractive index
contrast between active and deactivated zones of nactive = 1.3n (see also Figure 3.4 b).
The simulated x range and the excitation area are a few microns larger than the FZP lens
diameter. This setting corresponds to the measurement setup since the laser-illuminated
MoSs area has been adjusted to be slightly larger than the FZP lens in the camera. As
expected, we observe that the maximum field magnitude of the wave incident on the
FZP lens is not at x = 0. It increases with larger distance from the optical axis until it
decreases again at a distance of 7.5pm. This intensity modulation leads to an inhomo-
geneous illumination and, therefore, an unequal contribution of different zone plates to
the focusing. In general, the focusing efficiency is decreased.

For comparison, Figure 5.10 b shows the electric field magnitude of an incident plane
wave excited at position z = —20pm. In order to adapt the color scale to panel a,
we equate the maximum values of the incident wave along the x axis slightly beneath
the FZP lens in both panels. We observe that the FZP lens is illuminated much more
homogeneously and, also, that diffracted light from the FZP lens edges is much more
dominant.

Figure 5.10 d shows the electric field magnitude profile along the optical axis (x = 0)
of a FZP lens for the illumination by both coherent dipole emission (solid lines) and
a plane wave (dashed lines). In order to consider a lower dependence between single
dipoles across the excitation area, we additionally show profiles of incoherent dipole
illumination (dashed-dotted lines). The reduction in so-called “transverse coherence” has
been achieved by gradually enhancing the time offset of the emission pulses from the
center to the outer edges of the excitation area by ~1.1fs, which corresponds to the
travel time of approximately half a wavelength. The FZP lenses have the same contrast
settings as in Figure 3.4 featuring nactive = 0.7n (black lines) and nactive = 1.3n (red
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Figure 5.10.: a | Electric field magnitude of radiation emitted by coherent in-plane dipoles
at z = =500 pm incident on a FZP lens at z = —100nm. The refractive index of deactivated
FZPs is n and the index of active FZPs is nactive = 1.3n. b | Electric field magnitude of
a plane wave incident on an equal FZP lens as in a. The wave excitation takes place at
z = —20pm. c | Electric field magnitude of radiation emitted by coherent in-plane dipoles
at z = —500pm. The area indicated by the white dashed rectangle is magnified in a. d |
Electric field magnitude as a function of z at position = 0 for coherent dipole (solid lines),
plane wave (dashed lines), and incoherent dipole illumination as well as the refractive index
contrasts nactive = 0.7n (black lines) and nactive = 1.3n (red lines).
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5.4. Conclusion

lines). Although the general behavior of coherent dipole and plane wave illumination
is similar, we observe slight deviations like a shift of the solid curves towards smaller z
values. A reduced coherence leads to significantly reduced extrema. For nacive = 0.71,
we observe, in all three cases, an inverting of the profile with respect to nactive = 1.3n0.
This stands in contrast to the MoS, PL measurements below and above the VO, MIT
that show no inversion, but only a contrast reduction.

In conclusion, we contribute most of the observed differences in on-chip (MoSg PL emis-
sion) and off-chip (LED) illumination experiments - being the profile asymmetry as well
as the differences in distance and width of the extrema - to an inhomogeneous excita-
tion of the MoSy area beneath the FZP lens. The elliptic shape of the laser spot as
well as possible imperfections in the monolayer could contribute to an inhomogeneous,
and, especially, non-centrosymmetric illumination of the FZP lens. A certain degree of
incoherence of the PL emission additionally reduces the focal spot intensity and broad-
ens the extrema. Furthermore, fabrication imperfections could enhance shifting effects
leading to an overlapping (in case of the real focus) or a distancing (in case of the virtual
focus) of minima and maxima. Additionally, the low signal-to-noise ratio, that requires
long exposure times, plays a major role for the broadening of the profile extrema. Such
effects could also prevent a complete inverting of the extrema at the MIT, reducing it
to a smaller contrast change. In order to fully explain the asymmetry between virtual
and real focus spot, further investigations on a larger number of devices are necessary.
Such investigations are needed to determine whether this is a general effect or especially
related to this single device only.

5.4. Conclusion

In this chapter, we investigate temperature dependent light focusing of Fresnel zone plate
lenses consisting of alternating zones of active and deactivated VO3 nanoclusters. Bulk
or film VOy shows a metal-insulator transition at the critical temperature T, = 68°C,
whereas VO3 nanoclusters show different phase change temperatures depending on the
initial phase. This causes a hysteresis in every observable (when measured as a function
of temperature) that depends on the material phase. This is, for example, applicable in
the case of the refractive index. This hysteresis is reproduced in the focusing abilities of
our fabricated FZP lenses. We perform measurements with three different light sources:
two LEDs with wavelengths 940 nm and 670 nm and PL emission from monolayer MoSs
that has been grown onto the opposite side of the transparent substrate.

The refractive index contrast between the VOq9 high-T phase and low-T phase is higher
in the infrared than in the visible regime. Being in the high-T phase, we observe, ac-
cordingly, distinct interference minima and maxima in the intensity distribution on the
optical axis of a FZP lens under infrared illumination. These features appear near the
nominal focal lengths on both sides of the FZP lens, representing real and virtual focuses.
In the low-T phase, however, there are no observable extrema, which indicates the low
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refractive index contrast between active and deactivated VOgy nanoclusters. This effect
changes with LED illumination at 670 nm since adjacent minima and maxima are visible
in both the high-T and low-T phase. However, these extrema change positions during
the MIT yielding basically an inverse profile. We can reproduce these effects qualita-
tively in simulations and find that the profile inversion can be attributed to a change
in the refractive index ratio of active to deactivated nanoclusters from nactive/n > 1 to
< 1. This means, in particular, that active nanoclusters show a larger refractive index
than deactivated nanoclusters in the low-T phase and vice versa in the high-T phase.
Further simulations show that the observed interference patterns solely arise from the
real part of the refractive index, whereas the extinction coefficient does not contribute
significantly.

In the last section of this chapter, we show that our FZP lenses are able to focus on-chip
generated MoSy PL. In contrast to the measurements with LED sources, we only observe
intensity maxima and minima of the virtual focus. Furthermore, extrema are slightly
more extended and show larger distances between each other unlike our observations un-
der LED illumination. We attribute all these findings to an inhomogeneous illumination
originating from the mid- and far-field emission characteristics of monolayer MoSg, that
is enforced by an elliptic shape of the excitation spot as well as fabrication imperfections
and a low signal-to-noise ratio. Although we don’t observe an inversion of maxima and
minima at the MIT, like in off-chip illumination, the contrast still shows a hysteresis as a
function of temperature. The hysteresis curve depicts a negative linear trend that seems
to superimpose the data. This is also reproduced by plotting maximal slopes and curva-
tures of the intensity profiles as a function of temperature. This trend can be ascribed to
a temperature dependent PL wavelength red-shift, that reduces the measured intensity
by shifting out of the transmission band of the employed spectral filter. Furthermore, we
exclude temperature dependent PL intensity fluctuations by measurements.

5.5. Outlook

Although we have successfully focused monolayer MoSy PL emission and have demon-
strated fundamental temperature control, there are approaches that could significantly
improve our device.

A major parameter that might be optimized is the PL wavelength. We employ MoSq
due to its advanced and most established growth techniques that allows for high-quality
sample sized layers. However, we expect that wavelengths in the telecom regime would
significantly improve the temperature switching since FZP lenses in the low-T phase
become completely invisible in this regime. Hence, telluride compounds like MoTe, or
WTes (see Table 2.1) would be much more favorable.

Alternative wavelength regimes might be also generated by using the non-linearity of
TMD crystals. Second order harmonics generation, for example, requires a pump laser of
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double the wavelength of the desired output wavelength. In order to achieve the emission
wavelength of telluride compounds, a lager wavelength A > 2pm is necessary.

An extension of Fresnel zone plates are metasurfaces or holographic patterns. Those are
able to reproduce 3D images or arbitrary intensity patterns, even on the micrometer scale.
In principle, a holography pattern corresponds to the Fourier transform of the desired
reproduction image. Vividly, we can fragment an 3D image into single points that are
generated by FZP lenses of various position and focal length. An holographic pattern can
be assumed as superposition of these single FZP lenses. The combination of flat optics
and flat light emitters is especially interesting for thin holographic displays that could be
employed in cellphones or other devices in which small thicknesses are crucial. For such
or similar future applications, in general, electrical pumping of monolayer TMDs will be
substantial.

A dedicated application for implanted VO nanoclusters is a temperature sensor with
integrated memory functionality. If a temperature fluctuation occurs that exceeds the
MIT, the devices switches to the high-T phase and stays there as long as it is not reset
by trespassing the low-temperature MIT. The state of such a sensor could be read out
optically or electrically.
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6 Conclusion and Outlook

In this thesis, we have demonstrated the use of CVD-grown monolayer MoSy in two
different kinds of optical devices, photonic crystal cavities (PCCs) and Fresnel zone plate
(FZP) lenses consisting of VO2 nanoclusters.

When coupled with SiOo PCCs, the emission spectrum of monolayer MoSs features
three to four mode peaks. The modes are strongly transverse-electric polarized, spatially
confined within the center of the PCC, and show Q-factors between (Q = 1000 and 4000
for almost all investigated devices. The modes can be linearly tuned over the whole MoS»
emission spectrum by changing the crystal periodicity.

In the second experimental part of this thesis, monolayer MoSs is employed as on-chip
light source to investigate the temperature dependent focusing abilities of FZP lenses
that consist of implanted VO9 nanoclusters. VO nanoclusters characteristically show a
refractive index hysteresis as a function of temperature during a heating and cooling cycle.
This hysteresis is based on a phase change of the material, a metal-insulator transition
(MIT), at specific temperatures. The FZP lenses are fabricated by the deactivation of
every second Fresnel zone. We observed clear focusing of the MoSy PL emission and,
also, a hysteresis in the intensity contrast of bright and dark areas on the optical axis.
However, the MIT is not as distinct as in off-chip illumination measurements.

As an outlook of this thesis, we want to draw a line from Chapter 5 to Chapter 4.
Using FZP lenses, we have demonstrated that VOs nanoclusters allow for temperature
dependent control of the optical properties of a whole integrated system. This can be
also applicable to PCCs. A decrease of the refractive index would reduce the photonic
bandgap (see Section 2.2 and [109]). This could lead to a decreased number of photonic
modes that would “fit” into the photonic band gap (cf. Figure 2.6). Simultaneously, an
increase of the extinction coefficient would lead to higher absorption and, hence, higher
losses in the cavity. In this case, we would expect a broadening of observed mode peaks
and a decrease in ()-factor. Thus, far-reaching mode control, e.g. by temperature or
laser power, would be possible in combination with a memory effect arising from the
nanocluster hysteresis.

The fabrication of a VOg implanted PCC would be similar to the fabrication process
described in Section 4.1, except that the substrate had to be implanted in advance.
Similar PCCs with integrated CdSe nanoclusters have been fabricated by M. Mangold
[117].
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A  Appendix

A.1. Fabrication parameters

Procedure

Parameters

Cleaning

Spin-coating

Prebake on hotplate

e-beam exposure

Development

Hardbake on hotplate

10 min ultrasonic bath in acetone (no MoSs samples)
IPA rinse (no MoS; samples)
N, purge

444 drops ZEP (during ramp-up and at full speed)
500 rpm, 5s, ramp-up time 1s
2500 rpm, 30s, ramp-up time 1s

3min at 186 °C

30kV acceleration voltage

7.5 pm aperture diameter

Area dose: 100 pAscm ™2, area step size: 20 nm
Line dose: 100 pAscm ™, line step size: 10 nm
Dot dose: 0.1 pAs

100s MIBK:Pentylacetat (50:50)
90s MIBK (stopping)
30s IPA (rinsing)

4min at 96 °C
5min at 116 °C (incl. warm-up time)

Table A.1l.: e-beam lithography recipe for ZEP resist
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Procedure Parameters

Chamber conditioning 3x etching process at 20 °C (see below)
Sample insertion use silicone oil as heat contact

Cooling Temperature 3°C
Cooling time 15 min
Helium backing: pressure 10 Torr, max. fluence 10 sccm

Pressure stability 40 sccm CHF3 fluence
1scem Os fluence
pressure 25 mTorr
1min

Etching 40sccm CHF3 fluence
1scem O9 fluence

pressure 10 mTorr (low pressure strike 25 mTorr)
103s

Warm-up 1 min

Table A.2.: ICP-RIE recipe

Parameter Value

Number of etch cycles 3
Etching time per cycle 40s
Pressure 2 Torr
Ny /XeF5 ratio 0%

Table A.3.: XeF; etching parameters. The etching system automatically purges the main
chamber (containing the sample) and expansion chamber (for gas pressure control) before
every etch procedure.
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A.1. Fabrication parameters

Procedure Parameters
O plasma ashing 500 mTorr Oy pressure
180 W
3 min
Cr evaporation 120nm at 1 As™! rate
Wet etching 80s Cr etch 18

Mask removal (after implant) 120s Cr etch 18
water rinse
60s water bath

Table A.4.: Cr hard mask fabrication.

Element Energy  Fluence
Vanadium 100keV 9 x 106 cm—2
Oxygen 36keV 1.8 x 1017 cm™2

Argon (only SD) 80keV 7 x 10 cm~—2

Table A.5.: VO, implant parameters.

Parameter Value

Ar purge (in advance) 2min

Ar fluence 3 scecm
Temperature 950°C
Duration 10 min
Ramp-up 17s
Ramp-down 1 min

Table A.6.: RTA parameters.
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A.2. PCC sample layout

PositionY (mm )

Area dose (LA cm”)
| |

27.4 45.0
o 1 2 3 4 5 6 7 8 9

Position X (mm)

Figure A.l.: a | Overlay of a typical MoS, PL map and its PCC e-beam pattern. The PCCs
are arranged in boxes. b | Magnification of a single box containing three columns of 21 PCCs.
c | A single PCC e-beam pattern. The color code indicates the area dose.

Figure A.1 a shows the PL map of a typical MoS, sample in overlay with its PCC e-
beam pattern (red structures). This particular sample has been employed in all optical
measurements in Chapter 4. The PL map is depicted in Figure 3.6 as well. All PCCs
are arranged in boxes that have been distributed on the sample to match the areas of
highest PL as well as possible. Figure A.1 b shows a box in magnification. Each box
contains three columns with PCCs of periods in the range p = 265 nm to 365 nm. Their
nominal width w = xp within each column is slightly different and varies by the factors
x = 4.5, 4.75 and 5. Figure A.1 ¢ depicts the e-beam pattern of a single PCC. The color
code indicates the area dose (see also Figure 3.7).

A.3. Type 2 Fresnel zone plate lenses

Type 2 FZP lenses have an inverse pattern of type 1 lenses. Since we solely show the
analysis data of type 1 lenses in the main part, measurement results for type 2 FZP
lenses are depicted in Figure A.2 (infrared LED illumination) and Figure A.3 (red LED
illumination).
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Figure A.2.: a | Intensity distribution on the optical axis (z axis) of a type 2 FZP lens with
focal length 10pm for A = 940nm LED illumination at various temperatures. Coordinate
system and color codes are identical with Figure 5.5. As observed at type 1 lenses, minima
and maxima (indicated by the gray bars) only emerge in the VO, high-T phase, however, their
positions are exchanged. b | Intensity contrast as a function of temperature for the “air” half
space (black line) and the “substrate” half space (blue line). The two branches consisting of
the heating sequence (red symbols) and the cooling sequence (blue symbols) clearly depict a
hysteresis in temperature. ¢ and d | Intensity profiles and temperature dependent intensity
contrasts for a FZP lens with focal length f = 15pm. e and f | Equivalent to ¢ and d, but
with f = 20pm.
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Focus point Intensity (arb.u.)

Focus point Intensity (arb.u.)
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Figure A.3.: a | Intensity distribution on the optical axis (z axis) of a type 2 FZP lens with
focal length 10 pm for A = 670 nm LED illumination at various temperatures. Coordinate
system and color codes are identical with Figure 5.5. As observed at type 1 lenses, minima
and maxima (indicated by the gray bars) exchange their positions in the VO» high-T phase.
b | Intensity contrast as a function of temperature for the “air” half space (black line) and the
“substrate” half space (blue line). The two branches consisting of the heating sequence (red
symbols) and the cooling sequence (blue symbols) clearly depict a hysteresis in temperature.
c and d | Intensity profiles and temperature dependent intensity contrasts for a FZP lens with
focal length f = 15um. e and f | Equivalent to ¢ and d, but with f = 20 pm.
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1D one-dimensional
2D two-dimensional
3D three-dimensional

Ar argon

ARPES angle-resolved photoemission spectroscopy

CB conduction band
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DS directly synthesized
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LED light-emitting diode

MIBK methyl isobutyl ketone
MIT metal-insulator transition
Mo molybdenum

MoO; molybdenum dioxide
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MoSe; molybdenum diselenide
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NA numerical aperture

ND neutral density

PCC photonic crystal cavity

PL photoluminescence

PML perfectly matched layer
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Q-factor quality factor

ICP-RIE inductively coupled plasma reactive ion etching
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S sulfur

SD selectively deactivated

Se selenium

SEM scanning electron microscope
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SiN silicon nitride
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SO sulfur dioxide

SPAD single photon avalanche diode
Te tellurium

TE transverse-electric
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TEM transmission electron microscope
TMD transition metal dichalcogenide
u-PL micro-photoluminescence

VB valence band

vdW van-der-Waals

VO3 vanadium dioxide

W tungsten

WS, tungsten disulfide

WSey tungsten diselenide

WTe;, tungsten telluride

XeFy xenon difluoride

ZEP ZEP-520A
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