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Abstract

Automatically estimating a user’s emotional behaviour via speech contents and facial
expressions plays a crucial role in the development of intelligent human-computer
interaction systems. Thus, considerable efforts have been made to develop emotion-
aware systems to be useful in real-life applications. However, several main challenges
still remain and need to be tackled. For example, hand-engineered features are not
effective or discriminative to represent the emotional contents from the raw audio
or video inputs. Likewise, conventional deep learning structures and models have
not taken the characteristics of emotions into account and thus need to be adjusted.
Furthermore, continual emotion perception and empathic behaviour analysis have
not been investigated so far, which however is highly related when implemented into
real-life products.

To deal with these challenges, this thesis proposes and presents a set of repre-
sentation learning approaches and emotion modelling frameworks. In particular, for
the representation learning task, with the advent of deep learning techniques, data-
driven representation learning approaches are introduced, aiming to learn discrim-
inative, context-aware, largely modal-invariant features to represent the emotional
states. Further, various novel deep network structures are conceived and investigated
to enhance present emotion recognition systems. More precisely, this is achieved ei-
ther by incorporating the strengths of different sub-networks, or by exploiting the
disagreement level of the annotations as difficulty indicators. Alternatively, mod-
els can be trained jointly with heterogeneous data, or grasp additional knowledge
through adversarial learning. Extensive experiments conducted with various spon-
taneous emotional datasets demonstrate that these introduced methods are superior
to the current state-of-the-art methods in both dimensional emotion regression and
categorical emotion classification tasks. Moreover, this thesis sheds light on how to
deploy deep learning techniques to effectively address lifelong emotional recognition
and automatic empathy detection issues.
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1

Introduction

1.1 Motivation

Emotional behaviour analysis of human beings is a multidisciplinary research field,
spanning anthropology, cognitive science, linguistics, psychology, and computer sci-
ence [14, 125, 152, 166, 176, 207]. In particular, in the field of Human-Computer
Interaction (HCI), detecting and understanding emotional states of humans auto-
matically is essential, to improve the effectiveness of HCI systems and devices, via
providing an affective-based personalised user experience [38, 146]. In addition,
thanks to the great developments of machine learning, especially the tremendous
advancements in deep learning in recent years, we have witnessed fruitful theoret-
ical and empirical works, which enable machines to recognise meaningful patterns
of emotional behaviours by people [47, 84, 196, 201, 211]. In this light, these inno-
vative technologies have facilitated or are urging various real-world applications to
handle affective information. For example, in the context of healthcare, an emerg-
ing trend in medical diagnostic methods is to detect cognitive and developmental
diseases (e. g., autism and depression) based on automatic emotional behaviour anal-
ysis [3, 44]. Likewise, for education applications, adaptive e-learning platforms can
provide personalised support, by taking into account the learners’ emotion states in
the learning process [9, 168]. Furthermore, making good use of users’ emotions can
lead to better user experience in applications such as conversational systems [240],
recommender systems [81], and socially assistive robotics [208].

In principle, in order to acquire affective information of an individual, a large va-
riety of modalities can be exploited. These modalities include, but are not limited to,
facial expressions [55], hand gestures [70], speech [229], text [4], and physiological sig-
nals such as Electrocardiogram (ECG) [202], Electroencephalogram (EEG) [2], and
Electromyogram (EMG) [106]. Furthermore, it is believed that integrating the com-
plementary information of diverse modalities can contribute to further performance
and robustness improvement of emotion recognition systems, when compared with
a unimodal system. For this reason, various data fusion strategies across modalities

1



1. Introduction

have been extensively investigated [154, 186, 199]. Specifically, due to its practical
importance in real-world applications, a considerable amount of achievements have
been reported by combining acoustic and visual observations, to improve emotion
recognition accuracy [83, 109, 142]. In other words, automatic analysis of audiovi-
sual behaviour is an active and promising research area, and has been a primary
focus in diverse HCI applications. This can probably be attributed to two main
reasons. On the one hand, facial expressions and speech are deemed as two of the
most direct channels to transmit human emotions [213]. On the other hand, audio-
visual sensors such as cameras with integrated microphones are easily accessible and
becoming indispensable of daily life more and more.

As aforementioned, the recent advent of deep learning techniques has highlighted
the possibility of automatic emotion analysis from audiovisual signals. For instance,
the first attempt to apply Long Short-Term Memory Recurrent Neural Networks
(LSTM-RNNs) for long-range context modelling in Speech Emotion Recognition
(SER) was by Wöllmer et al. [211]. After that, the same architectures were investi-
gated for audiovisual emotion recognition in [212]. In addition, Neagoe et al. [140]
presented a Facial Emotion Recognition (FER) approach using Convolutional Neural
Networks (CNNs), to learn affect-salient, discriminative, and high-level features. On
top of that, recently, the combination of CNNs and LSTM-RNNs, firstly constructed
in [196], has been shown to be a promising approach for estimating dimensional emo-
tions in an end-to-end manner.

Despite the great progress that has been made so far in the development of
audiovisual-based emotion recognition approaches, a number of challenges remain
in order to reach full applicability of current systems, and five main of them are
covered in this thesis and listed below:

1. Many systems are trained on the data collected in controlled settings, and
therefore their performances are usually severely degraded in real-world ap-
plications and tools trained on such data. In early days, most, if not all,
emotional data were recorded under laboratory or controlled conditions, and
acted [23, 76]. On the one hand, these data can be of great interest in cer-
tain circumstances, e. g., when the objective is to find the portrayal of specific
emotional details [25, 57]. On the other hand, however, acted data cannot be
equally helpful for training if one wants to predict the naturalistic display of
emotions. Note that, it is inevitable that there is a ‘mismatch’ between labo-
ratory conditions and realistic scenarios. For example, spontaneous emotions
are much more complex and subtle in comparison with acted ones. As a con-
sequence, to minimise the gap between the training and inference phases and
further to facilitate affect-aware systems into our daily life interface, the crux
in devising such systems is the collection of realistic behavioural recordings
made ‘in-the-wild’, that is, in truly unconstrained and real-world contexts.
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2. Armed with these ‘in-the-wild’ data from multiple sensors, a succeeding chal-
lenge is how to represent these raw data to picture emotional cues of our inter-
ests. Efforts have constantly been made in the context of machine learning, to
represent data in a format that a computational model can work with [10]. In
particular, the ability to extract salient representations specific to emotions is
crucial, and forms the backbone of any emotion prediction model [84]. From
video recordings, for instance, appearance-based features can be computed
based on the detected facial landmarks, to obtain compact but informative
facial representations [112]. Similarly, in speech emotion recognition, compre-
hensive and standardised audio feature sets are provided in the widely used
openSMILE toolkit, covering spectral, cepstral, prosodic, and voice quality
information [60, 61], and been successfully deployed in various paralinguis-
tic recognition tasks [177, 178, 203]. Furthermore, inspired by the success
of deep learning, an emerging trend is to learn data-driven representations
rather than hand-crafted features for specific tasks [10]. So far, several promis-
ing data-driven representation learning approaches have been presented and
helped to prevail over the state of the art, in particular for emotion recog-
nition [69, 85, 127]. Yet, relevant research work is still urgently needed to
deal with difficulties involved and to improve the performance of automated
audiovisual emotion recognition in the wild.

3. Another important challenge is how to tailor existing deep learning algorithms,
to address a number of special requirements arising from the task at hand, i. e.,
emotional behaviour analysis. Up to now, most of these techniques have been
originally proposed for some other tasks, and then certainly shown beneficial
throughout many applications. However, it is arguably inadequate to expect
the same benefit arising in emotion recognition, by applying these frameworks
directly without considering the property of the task. To this end, these al-
gorithms and structures have to be adjusted accordingly, to fulfil the needs in
several aspects such as effectiveness and robustness, in the context of emotion
recognition. For a more in-depth discussion on these requirements, the inter-
ested reader is referred to [173]. Moreover, given as another example, meta
information such as age and gender can provide rich speaker trait informa-
tion. When the auxiliary information is exploited, remarkable performance
improvements have been observed [108, 228]. Overall, this is an active field of
research and new approaches are still introduced.

4. A fourth challenge is how to empower the systems to learn in a lifelong con-
text. That is, instead of learning several models in isolation, one per task,
one general model can be built via learning from multiple given tasks sequen-
tially. This is rather essential for applying emotion recognition systems in real
life, where reliable and effective emotion predictions are expected in various
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scenarios, e. g., across different cultures and languages. To deal with this is-
sue, in previous work, training strategies such as transfer learning [47] and
multi-task learning [226] have been explored in affective computing, aiming
at transferring or sharing the knowledge among multiple tasks and relaxing
the task-dependent constraint to some degree. Nevertheless, a huge amount of
training data from all tasks of interest are demanded, leading to large storage
memory requirement and heavy computational load. Hence, advanced and
innovated training strategies are needed which can endow machines the ability
to retain and accumulate knowledge learnt over past tasks and then to apply
this knowledge to future tasks.

5. The fifth challenge is empathic behaviour analysis, one of the most overlooked
mechanisms in intelligent systems today. Empathy can be defined as a com-
plex process, whereby “an observer reacting emotionally because he perceives
that another is experiencing or about to experience an emotion” [210]. Indeed,
it has been exemplified that, empathic agents are perceived as more likeable,
smart, and trustworthy than non-empathic ones [21]. In another previous
study, it has been shown that empathic devices can foster empathic feelings
in users [145]. From this perspective, future machines should be endowed the
ability to behave in an empathic manner, aiming at establishing and maintain-
ing positive and long-term relationships with users [116, 150]. Nevertheless, in
contrast to well-established emotion categories such as happy and sad, empa-
thetic behaviour is more complex and difficult to be analysed quantitatively
and qualitatively [116]. Whilst limited research efforts have been made up to
now, deep empathic behaviour analysis is still at its very beginning and has a
long way to go.

In this respect, the main focus of this thesis is to discuss and address the above
mentioned five challenges and limitations, by leveraging and investigating diverse
deep learning techniques. The next section will present the objectives of this thesis
in an explicit way.

Apart from these five limitations, there are some other open issues and emerging
challenges, and finding robust solutions to these challenges is an open and ongoing
research interest. As a consequence, to provide competing platforms and benchmark
test sets for emotion recognition researchers, a series of challenges have been organ-
ised, such as Audio Video Emotion Challenge (AVEC) [180], Emotion Recognition
in the Wild Challenge (EmotiW) [49], Multimodal Emotion Recognition Challenge
(MEC) [117], and One-Minute Gradual Emotion Recognition (OMG) [13]. In these
challenges, different tasks and issues have been proposed and discussed, including
depression analysis, engagement recognition, group emotion recognition, and so on
and so forth [50, 162]. It is noteworthy that, since these challenges are based on
spontaneous emotional data, it is more practical for researchers to compare the pros
and cons of various algorithms in real-world environments. Additionally, most, if
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not all, algorithms and approaches presented in this thesis have been verified on at
least one of these benchmarks.

1.2 Aims of the Thesis

In the light of the above considerations, this thesis attempts to deal with the five
key challenges (cf. Section 1.1), aiming to help allow for improved emotional be-
haviour analysis in the new generation of emotional AI systems. In particular and
by that, the contributions of this thesis are to find answers to three primary Re-
search Questions (RQs) as well as another two side RQs, and can be summarised as
follows.

RQ-1: How do deep learning approaches perform when models are
trained and evaluated on spontaneous affective data? To tackle the first
challenge, the focus of this thesis will be set on analysing spontaneous affective data
that are automatically acquired from smart audiovisual sensors. For this reason,
instead of other small, prototypical, and often non-natural datasets, three standard
spontaneous databases are targeted, i. e., the “Automatic Sentiment Analysis in
the Wild” database (SEWA) created by the author and her colleagues, the OMG-
Emotion behaviour dataset (OMG), and the “Remote COLlaborative and Affective
interactions” dataset (RECOLA). These three databases are featuring in recordings
captured under realistic scenarios, and will be employed in this thesis to construct
models that are more beneficial in realistic applications.

RQ-2: How can we strengthen the representation learning process
to learn useful representations for emotion recognition? To deal with the
second challenge, i. e., the representation learning challenge, one aim of the thesis
is to distil temporal context-aware emotional and less modal-variant discriminative
representations from audio and video signals. In particular, the objective is two-
fold, i. e., (a) to encapsulate successive low-level representations to create temporal
context-aware high-level representations for emotion recognition, and (b) to attain
a shared embedding space to explore the latent correlation between audio and video
modalites. Moreover, this may also shed new light on the data sparsity issue met in
affective computing domain, as knowledge learnt from a rich-resource modality can
merit the training of a system for a low-resource modality.

RQ-3: How can we customise conventional deep learning-based mod-
els when concerning emotional behaviour analysis? To face the third chal-
lenge, i. e., the deep modelling challenge, substantial efforts are made in this the-
sis by leveraging suited and innovative deep learning algorithms to help approach
increased performance and robustness of affective-aware intelligent systems. The
efforts can mainly be grouped into two categories: First, several algorithms are pro-
posed to concurrently reap the benefits and restraining the drawbacks of distinct
deep learning-based models, to advance the benchmarks for emotion recognition in
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the wild. Second, in the context of emotional behaviour analysis, approaches to ex-
ploit the subjective characteristic of emotion perception are also investigated, with
an aim to boost the learning process of deep learning models.

RQ-a (side): Can emotion recogniser adapt continually and keep on
learning over time? To tackle this challenge, a lifelong learning paradigm is, for
the first time, introduced in this thesis for audiovisual emotion analysis. In particu-
lar, instead of learning culture-dependent models in a conventional isolated learning
strategy, a widely used lifelong learning approach of elastic weight consolidation is
investigated. With this manner, a general model can be obtained, which is capable
of performing emotion recognition in a cross-culture scenario.

RQ-b (side): Can deep learning structures be exploited for automatic
empathy behaviour analysis, even for unlabelled emotional data? To deal
with the fifth challenge, i. e., the empathy emotion detection challenge, a prelimi-
nary antoencoder-based empathetic behaviour analysis model is also performed in
this thesis. It extends the present emotional behaviour analysis which studies ex-
plicit emotion patterns, by showing the potential of automatically detecting mimicry
behaviours via deep neural networks. This topic is still in its early development,
which, however, can be of a broad interest in both academic and commercial com-
munities.

1.3 Structure of the Thesis

To provide a good overview for the reader, the present study is structured into five
main chapters as follows.

Chapter 1 primarily presents an introductory motivation and the raised objec-
tives of the thesis, followed by a structure of the present study.

Chapter 2 covers the theoretical background of intelligent emotional recognition
systems. First, fundamental knowledge of emotion recognition is concerned, by
providing a brief survey of existing feature sets, models, and tools that are commonly
used in affective computing, for audio and video, respectively. Next, this chapter
discusses the recent developments in audiovisual emotion recognition, emphasising
various fusion approaches in particular. Finally, it describes the state-of-the-art deep
learning techniques and frameworks in the field of affective computing, associated
with representation learning and emotion modelling, respectively.

Chapter 3 mainly concentrates on a set of concrete methods, which are proposed
in this thesis, for dealing with challenged outlined in Section 1.1. This will include
deep latent representation learning and bag-of-context-aware-words representation
learning, with the goal of obtaining salient and meaningful representations. Fur-
thermore, this also consists of a series of emotion recognition frameworks and train-
ing strategies, involving strength modelling, dynamic difficulty awareness training,
adversarial training, and crossmodal joint training. Next, cross-cultural emotion
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recognition based on lifelong learning is investigated. Lastly, for the first time, the
advantage of deep learning is exploited for automatic empathetic behaviour detec-
tion in this chapter.

Chapter 4 describes practical evaluations of the methods presented in Chapter 3,
yielding better performance in automated audiovisual emotional behaviour analy-
sis in the wild. All experiments are performed with databases that are publicly
available to the research community. After introducing the collected databases and
related experimental setups, such as the evaluation measures, the performances of
the corresponding approaches are then reported and analysed.

Chapter 5 summarises the contributions and their weaknesses. In addition, future
research potential is outlined.
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2

Theoretical Background

The focus of this chapter is on providing with readers the theoretical background of
audiovisual emotion recognition for a better comprehension of the following parts
thereafter. In particular, basic knowledge of emotion recognition will be covered
in Section 2.1. Further, monomodal and multimodal emotion recognition will be
discussed in Section 2.2 and Section 2.3, respectively. Finally, a brief overview of
the state of the art in deep learning-based feature extraction and emotion prediction
will be given in Section 2.4 and Section 2.5, respectively.

2.1 Emotion Recognition in General

In affective computing, emotion recognition can be defined as a process of automat-
ically acquiring the affect of human beings, and it usually leverages methodologies
and techniques from multiple research areas covering signal processing, machine
learning, and so on.

Along with the studies developed in the theories of emotion, two kinds of emotion
models are frequently explored in affective computing, namely, categorical models
and dimensional models. That is, the perceived emotions can be presented as discrete
labels from multiple discrete categories or continuous values in dimensional spaces.
More specifically, in a typical categorical emotion model, six basic categories are
suggested, covering anger, disgust, fear, happiness, sadness, and surprise, also known
as Ekman’s Six Basic Emotions [54]. Moreover, other than these ‘big six’ emotions,
there are still a large number of additional emotions of interest that are understudied,
such as contempt, distress, guilt, interest, panic, shame, etc.

Alternatively, considering dimensional models, it is presupposed that any emo-
tion can be described in terms of certain dimensions, although the dimensions can
vary from one research to another. The most popular dimensional model is Russell’s
Circumplex model of affect [165], where each emotion is defined by its position on
the dimensions of arousal (the degree of intensity of an emotional state) and va-
lence (how positive or negative an emotional state is) in a circular representation.

9



2. Theoretical Background

Likewise, other variations of Russell’s dimensional models refined this model and
suggested additional dimensions such as dominance, engagement, and pleasantness.

Apart from these two models, further models of interest include cognitive mod-
els [144] and interactional models [18] which are much more complicated but might
be useful for us to understand the complexity of emotions and develop the next
generation of affective-sensitive HCI systems.

Having discussed various models of emotions, in the following, various modalities
where emotions can be displayed will be discussed. In human communications,
emotions can be transmitted via multiple modalities, such as audio, text, video. In
other words, information of a person’s emotional state can be found simultaneously
or sequentially by signals of multiple modalities. For example, from audio signals,
emotions can be presented by linguistic features such as the choice of word as well
as paralinguistic features such as the tone of voice and the rate of speech. Similarly,
human emotion and affective states can also be detected from visual-based features
such as facial expression, gesture, and body postures.

With that said, different emotion recognition systems can be raised by the selec-
tion of the modality to form monomodal emotion recognition systems. For instance,
one can build a speech emotion estimator based on audio signals. Alternatively,
one can constitute multimodal emotion recognition systems where information from
different modalities are taken into consideration when estimating human emotion
and affective states. One rationale behind is that various modalities might deliver
complementary information. While a particular modality might dominate during
conveying a certain type of emotion, the combination of it with other modalities
might be critical for other types of emotions. Hence, although early studies mainly
focused on recognising basic emotions from facial expressions, an ongoing trend in
the field is to apply multimodal information to enhance the effectiveness and effi-
ciency of emotion recognition systems [10, 24].

Also, when establishing an emotion recognition system, one crux is the avail-
ability of emotional data to be utilised for training. In this regard, the quantity of
labelled data should be suitable. Nonetheless, collecting and labelling these emo-
tional data are prohibitively expensive, time-consuming and at some point subjec-
tive. Further, people are reluctant to share these data as it raises security and
privacy concerns. Given these reasons, a major effort has been made is to manage
data collection and annotation in an efficient manner [139, 93]. Other than effi-
cient data collection, promising techniques have also been proposed to cope with
the scarcity issues via exploiting additional unlabelled data, including active learn-
ing, cooperative learning, and semi-supervised learning. Over the past years, these
learning mechanisms have been applied successfully to efficiently exploit additional
unlabelled data for emotion recognition [229, 231, 237, 235].

In addition to the data challenge, two further active research subfields in the
domain are the design of suitable emotional representations from the raw data (gen-
erating representations that can well be processed by a machine), and the selection
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of approaches to model the emotional pattern (developing algorithms that can au-
tomatically perform the task with the given representations). Specifically, general
discussions of the two challenges in the context of deep learning will be provided
in Section 2.4 and Section 2.5, respectively.

Finally, for a comprehensive overview and discussion of the state-of-the-art, re-
maining challenges and open issues in this field, interested readers are kindly referred
to [152, 223, 79, 175, 195].

2.2 Monomodal Emotion Recognition

As mentioned in Section 2.1, monomodal emotion recognition systems normally
independently explore the prominent features for the emotions of interest, from
a certain modality [2, 56, 94, 34]. Particularly, with the rise of deep learning in
the field, monomodal emotion recognition systems have been successfully employed
and achieved appealing prediction performance [84, 225, 1]. In general, a typical
monomodal emotion recognition system consists of two stages: feature extraction
and feature exploration. More specifically, in the first stage, effective features need
to be generated from the raw data to capture relevant information on emotional
characteristics, whereas in the second stage appropriate machine-learning algorithms
are selected and performed to automatically recognise emotions from features ac-
quired from the prior stage. In this section, mainly two types of such monomodal
systems for HCI are discussed, i. e., speech emotion recognition systems and facial
emotion recognition systems, while these two modalities are two of the most im-
portant communicative modalities in human-human interaction [223]. Particular,
as one may notice, the feature extraction is critically vital to the whole process,
since good recognition performance cannot be gained without appropriate features.
Hence, hereinafter the primary focus lies on the feature extraction stage of the two
aforementioned systems.

First, concerning Speech Emotion Recognition (SER), discriminative and con-
cise features need to be defined to best reflect the emotional content. Moreover,
the extracted features should be robust against various conditions, e. g., record-
ing devices and environments, language and cultural differences. In this regard,
most commonly used acoustic features are rather low-level such as energy and loud-
ness.Additionally, further prosodic features such as pitch and zero-crossing rate can
be explored, as these features can describe the intensity, intonation, and rhythm of
the speech which are highly associated to the emotional information in speech [174].
For instance, high intensity might indicate anger or surprise, and in contrast, low
intensity may imply disgust or sadness. Alternatively, various spectral features and
cepstral features are commonly utilised to recognise emotions from speech data.
Commonly used spectral features involve the formants, spectral centroid points,
spectral energy, spectral sharpness, and spectral slope. Likewise, frequently used
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cepstral features cover Mel-frequency bands, Mel-Frequency Cepstral Coefficients
(MFCCs), and Linear Prediction Cepstral Coefficient (LPCCs). All these afore-
mentioned acoustic features are extracted on frame levels, and are usually referred
to as Low-Level Descriptors (LLDs). Once these frame-level features are extracted,
statistics can be gained by applying computing statistical functionals on these LLD
contours over a series of frames to derive supra-segmental level features. Functionals
that are often used contain extremes, means, moments, peaks, and percentiles.

To facilitate the acoustic feature extraction process, the openSMILE toolkit [61]
that provides a number of predefined and well-established feature sets can be em-
ployed. Further detailed discussions of the acoustic features applied in this thesis
will be given in Section 4.2.1. For an overview of the conventional features applied
in speech emotion recognition, the reader is referred to [58]. Moreover, other than
these hand-crafted acoustic features, learning data-driven features directly from raw
data via a deep neural network is another promising research subfield, and more
related discussions will be given in Section 2.4. Further, for a summary of the state-
of-the-art techniques, open competitive challenges and future tendencies in and for
speech emotion recognition, the interested readers are kindly referred to [56, 174].

Next, facial emotion recognition, or FER for short, is another vitally important
component in recent HCI systems. In order to take non-verbal cues from facial
emotions as humans, conventional FER systems usually consist of four main stages.
First, in the pre-processing stage, noises are removed and meanwhile, the image
sequence is enhanced. Second, in the face registration stage, the region of interest is
registered, which could be either the whole face or parts of the face such as eyes and
the mouth. Thereafter, the third stage is for face representation extraction where
features can be extracted from the face with different approaches. Generally speak-
ing, the approaches can be categorised into geometric-based versus appearance-based
approaches, local versus holistic approaches, or static versus dynamic ones [37]. In
particular, in geometric-based methods, features are extracted to describes the fa-
cial shape and activity by considering the location and deformation information of
the facial components, whereas appearance-based paradigms simply encode textural
information by using the intensity information of the images. Also, a variety of pop-
ular representations have been studied in the community, including but not limited
to Gabor filters, Histogram of Oriented Gradients (HOG), Landmark locations and
distances, Local Binary Pattern from Three Orthogonal Planes (LBP-TOP), Local
Phase Quantisation (LPQ), and Scale-Invariant Feature Transform (SIFT). Further
discussion of the features applied in the thesis will be given in Section 4.2.1. Finally,
in the fourth stage, similar to SER, various machine learning algorithms can be
performed to model the emotional characteristics accordingly.

It should be noted that, in most cases of the facial representation extraction
process, it is essential to apply an additional dimension reduction process, as the
original dimension of the obtained visual features is prohibitively large. In this
respect, a subset of features could be selected with a range of techniques such as
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AdaBoost and GentleBoost. Alternatively, transformation methods, e. g., Principal
Component Analysis (PCA) and Linear Discriminant Analysis (LDA), could be
performed to map the higher dimensional representations into a lower-dimensional
space. With dimension reduction, issues such as illumination variation, registration
errors, and identity bias can be relieved to some extent [169]. Other than that, as
an active research area, further discussion and comprehensive analysis associated
of FER can be found in [37, 169, 63], covering the state-of-the-art techniques, key
challenges as well as future research perspectives.

2.3 Audiovisual Emotion Recognition

Over the past two decades, considerable research efforts have been reported in de-
veloping SER and FER systems but largely independent of each other. However,
recently more and more researchers advocate integrating audio and visual cues for
emotion recognition [141]. One reason behind is that, as humans, we can process
audio and visual information simultaneously for recognising emotions. Also, pre-
vious work indicated that some emotions are visually dominant while some others
are auditory dominant [42]. As a consequence, different from these aforementioned
monomodal systems in Section 2.2, advanced multimodal emotion recognition sys-
tems are developed to jointly exploit information from multiple modalities, to make
use of complementary or supplementary information from various media cues. In this
respect, such systems have consistently demonstrated superior performance when
compared with the monomodal systems in numerous previous works [83, 234].

In particular, with the aim of addressing the problem of the automatic analysis
of spontaneous affective behaviours, authentic affective data recorded in the wild are
essential. That is, the data is supposed to be captured in completely unconstrained
real-life environments. This is because data acquired in the laboratory are often with
controlled conditions, and are not identical in real life. Hence, models trained with
such controlled data do not generalise well and thus cannot be applied directly in
real-world applications. For an overview of existing emotional databases, the reader
is referred to [223, 112]. Nonetheless, it should be noted that many emotional
databases are not publicly available, mainly due to the data privacy issue and the
data administration issue [223].

Also, aiming to provide well-defined benchmarks, a range of challenges have
been organised in this growing field to boost multimodal emotion recognition system
performance. Among these efforts, the outstanding AVEC challenge can be dated
back to 2011, and the latest AVEC challenge held in 2019 concentrated on estimating
the spontaneous affective states across three different cultures with data recorded
in the wild [180, 160]. Likewise, some other challenges have been run with the data
captured from media-materials such as monologues of YouTube videos and clips of

13



2. Theoretical Background

films, namely, the annual EmotiW challenges since 2013 [49], the MEC challenge in
2016 and 2017 [117], and the OMG challenge in 2018 and 2019 [13].

Another critical issue in multimodal systems is how to combine the information
from the multisensory data. To this end, in the context of audiovisual emotion
recognition, a variety of fusion strategies have been extensively investigated, and
they normally can be divided into three categories: feature-level fusion (also known
as early fusion), decision-level fusion (also known as late fusion), and model-level fu-
sion [223]. Typically, feature-level fusion straightforwardly concatenates audio and
visual features into one combined feature vector, which is then used as the input
for modelling. With feature-level fusion, better results have been gained and re-
ported [209, 83, 239]. However, it often suffers from the high dimensionality of the
feature space and the synchronisation problem of different data streams [239]. On
the contrary, in the decision-level fusion, the predictions, rather than the features,
reaped from different modalities are combined to come up with a final decision
by the use of certain suited criteria [134]. Consequently, the decision-level data
fusion has been reported to be highly beneficial for audiovisual emotion recogni-
tion [141, 198, 91]. In this method, however, the mutual correlation among different
streams is overlooked. To tackle this issue, model-level fusion approaches have been
studied to fuse the intermediate representations instead, with the aim of exploiting
the correlation between audio and visual features while at the same time releas-
ing the synchronisation requirement of the data streams [223]. Typical solutions
associated with model-level fusion are mainly based on probabilistic graphical mod-
els, such as Bayesian Networks (BN), Dynamic Bayesian Networks, Hidden Markov
Models (HMM), as well as their hierarchical variants [187, 183, 224]. However, it
is still a challenging problem to integrate the information from different modalities,
and consequently an increasing number of research efforts are made towards han-
dling associated issues, such as the different time scales and temporal structures of
multimodal signals, the varied reliabilities of different streams, ways to handle the
missing data, the segmentation and alignment, etc.

Beyond these two challenges and other challenges described in Section 1.1, fur-
ther recent advances and emerging issues under multimodal settings are extensively
discussed in [10], such as learning joint or coordinated representations from mul-
timodal data, and facilitating the modelling of a low-resource modality through
exploiting another rich-resource modality. This thesis will address some of these
typical issues elaborately to enhance audiovisual emotional behaviour analysis in
real-life settings.

2.4 Deep Learning for Feature Extraction

Rather than the engineered acoustic and visual features discussed in Section 2.2,
with the advent and development of deep learning algorithms and techniques, data-
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driven features have emerged and achieved competitive or even superior prediction
performance than conventional hand-designed features for specific applications [174].
In particular, recently a huge amount of efforts have been made towards learning
affect-salient, discriminative, and high-level representations for emotional behaviour
analysis [69, 115, 222, 138]. In the following, basic information of some popular deep
representation learning structures is provided, which will be used in later parts of the
thesis. For a broader and more in-depth overview of a variety of deep representation
learning techniques, the reader is referred to [15, 118].

First, one may learn high-level representations with RNNs by capturing the con-
text information along a temporal sequence of low-level descriptors. In the following,
two popular hidden units employed in an RNN architecture are described, namely,
the Long Short-Term Memory (LSTM) unit and the Gated Recurrent Unit (GRU),
both of which have been frequently exploited in this thesis.

Concerning a typical LSTM unit, it consists of a self-connected memory cell c
and three gate units to control the information flow, namely the input gate i, the
output gate o, and the forget gate f . These three gates allow the network to learn
when to read, write, or reset the value in the memory cell. Mathematically, the
activation of the associated cell and gates can be represented as

it = σg(Wxixt + Whiht−1 + bi), (2.1)

ft = σg(Wxfxt + Whfht−1 + bf ), (2.2)

ot = σg(Wxoxt + Whoht−1 + bo), (2.3)

ct = ft · ct−1 + it · σc(Wxcxt + Whcht−1 + bc), (2.4)

ht = ot · σh(ct), (2.5)

where it, ft, ot, ct, and ht denote the corresponding activation vectors at the time
t of the input gate, the forget gate, the output gate, the cell state, and the hidden
state, respectively. Further, σg indicates a sigmoid function, whereas σc and σh
are tanh activation functions. Moreover, Wx(·) and Wh· are weight matrices of the
connections from each component to the input vector x and to the previous hidden
state vector ht−1, respectively, and b(·) indicates bias vectors. As a consequence, the
weight matrices and bias vectors are the neural network parameters that need to
be learnt during training. Such a structure grants LSTM-RNN structures to learn
the context in both short and long range, and meanwhile, tackles the vanishing
gradients problem met in a vanilla RNN framework. Beyond the aforementioned
LSTM cell configuration, other LSTM variants have also been investigated in the
literature, such as LSTM units with peephole connection or with combined forget
and input gates. For a more in-depth explanation of LSTM-RNNs, the reader is
referred to [98].

Then, a GRU cell consists of two gates only, namely, a reset gate r and an update
gate z, to adaptively regulate how much each hidden unit remembers or forgets while
reading a series of inputs. Further, different from an LSTM unit, the memory cell
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state c is eliminated in GRUs. Therefore, it has fewer parameters and thus is faster
to be trained than the LSTM unit. More important, it has been shown to exhibit
comparable or even better performance than LSTM on certain tasks [33]. In formal,
the activations associated within a GRU cell can be formulated as

zt = σg(Wxzxt + Whzht−1 + bz), (2.6)

rt = σg(Wxrxt + Whrht−1 + br), (2.7)

ht = (1− zt) · ht−1 + zt · σh(Wxhxt + Whh(rt · ht−1) + bh), (2.8)

where xt, ht, zt, and rt indicate the input vector, output vector, update gate vector,
and reset gate vector, respectively. Again, σg and σh are the sigmoid and tanh acti-
vation function. Again, the weight matrices W(·) and bias vectors b(·) are trainable
parameters. Moreover, some other GRU variations have been proposed based on
this formation, and for more information the reader is referred to [33].

With novel architectures base on these RNN units, data-driven representations
have been learnt with either fully labelled, or partially labelled, or even unlabelled
datasets for emotion recognition tasks. For example, in [214] and [215], LSTM-RNN-
based autoencoder frameworks were employed to provide discriminative representa-
tions by exploiting contextual information for speech emotion recognition. Besides,
sparse autoencoders and denoising autoencoder RNNs were also investigated for
feature transfer learning under cross-database conditions [47, 46].

Similarly, with the popularity of CNN frameworks, nowadays they are frequently
applied to learn representations directly from the pixels of the face, as an alterna-
tive to classic hand-designed features. As core components in a typical CNN archi-
tecture, convolution operations are utilised to replace the affine transformation in
conventional fully connected feedforward neural networks [113]. More specifically, a
convolution layer consists of a set of learnable filters (or kernels) to extract specific
local patterns at each local region of input images or feature maps. This relies on
the assumption that if a filter is useful to detect a specific pattern at some spatial
position, it should be suitable at other locations. Hence, filters normally have a
small local receptive field but are replicated across the entire input visual field, and
generate a set of feature maps, the number of which is equal to the number of the
filters. Then, these obtained feature maps are stacked together, forming the full
output of the convolution layer. Mathematically, this process can be represented as

(hk)ij = (Wk ∗ x)ij + bk, (2.9)

where (hk)ij indicates the (i, j) element of the k-th output feature map, and x
represents the input feature maps. Further, Wk and bk denote the trainable weight
matrix and bias of the k-th filter, respectively. Last, the symbol ∗ implies a 2D
spatial convolution operation between the filter and the input feature map. With this
manner, parameters are shared and thereby constitutes the translation invariance
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property of a CNN architecture. Furthermore, a pooling operation is often carried
out after the convolution operation, to reduce the spatial size of the feature maps,
resulting in further fewer parameters to be learnt in the subsequent layers. Two
of the most common pooling operations are max-pooling (also known as maximum
pooling) and mean-pooling (also known as average pooling). With suitable pooling
operations, the amount of computation in the network is reduced and meanwhile, the
overfitting issue is to some extent controlled. Normally, two or more fully connected
layers are constituted after multiple blocks of convolution and pooling layers, the
output of which can be deemed as the final deep representations of the original input
image data.

Since the astonishing results obtained by CNNs on the well-known ImageNet
dataset for object recognition task in 2012 [113], there has been a surge of interest in
the potential of applying deep CNNs to produce meaning representations in the area
of affective computing, particularly for facial representation extraction [172, 222] and
for audio-based representation learning [101, 127]. For example, the authors of [52,
153] used CNNs to automatically extract salient representations from from facial
images [153]. Similar work has also been done on speech spectrograms [104, 29].

In this thesis, two data-driven representation learning algorithms for emotion
recognition will be discussed in Section 3.1.1 and Section 3.1.2, respectively.

2.5 Deep Learning for Emotion Prediction

Similarly to other applications where deep neural networks are employed, advances
in emotion recognition have also benefited from deep learning techniques. In partic-
ular, beyond learning powerful feature representations with structures such as RNNs
and CNNs, these deep structures can be exploited to model various emotion patterns
from either engineered or data-driven input features. For instance, the implemen-
tation of RNNs can be found in numerous previous works, and has been frequently
reported to achieve the best performance for emotion recognition [211, 234, 135, 30].
Particularly, in the AVEC challenge series from 2011 to 2018 [160], most of the cham-
pion systems were based on LSTM-RNN or GRU-RNN structures.

On top of that, recently, the combination of CNNs and LSTM-RNNs, firstly
constructed in [196] in 2016, has been shown to be a promising approach for esti-
mating dimensional emotions in an end-to-end manner. More specifically, a CNN
subnet is applied as feature extractor with the raw signals being fed directly into
it as the input. Then, the subsequent LSTM-RNN is formed to model long-term
dependencies. In other words, the system jointly learns a feature learning task and
an emotion inference task.

Moreover, other than building deep structures in an end-to-end fashion, the
emphasis has also been given on exploring other deep structures for emotional be-
haviour analysis. Such attempts include, but are not limited to, Convolutional Re-
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current Neural Networks (CRNNs) [124], highway networks or Residual Networks
(ResNets) [107], Time-Delay Neural Networks (TDNNs) [133]. Moreover, additional
learning algorithms and approaches have been investigated, such as adversarial learn-
ing, attention mechanisms, multi-task learning for emotion recognition. Particularly,
in this thesis, several proposed learning strategies are closely associated with Multi-
Task Learning (MTL), such as estimating the emotion and human agreement in
parallel (cf. Section 3.2.2). In detail, MTL is a process of learning multiple tasks
concurrently. Typically, there is one main task and one or more auxiliary tasks.
By attempting to model the auxiliary tasks together with the main task, the model
learns shared information across tasks, which may be beneficial to learning the main
task. Mathematically, the objective function in MTL can be formatted as

J (θ) =
M∑
m=1

wmLm(x, ym; θm), (2.10)

where M denotes the number of tasks and Lm(·) represents the loss function of the
task m, which is weighted by wm. Also, θm represent the model parameters with
respect to the specific task m.

Obviously, the performance of these deep structures usually heavily rely on large
amounts of emotional data and considerable computational resources. Alternatively,
pretrained deep networks have recently been used to learn useful representations for
predicting emotions and yielded quite impressive results. Some example of such pre-
trained networks are AlexNet [113], FaceNet [172], GoogLeNet [191], SoundNet [8],
and VGG-Face [148]. In addition, transfer learning strategy is normally requested
to finetune these models for the task at hand. Alternatively, instead of manually de-
sign neural network structures by trial and error, this structure searching process in
future can be facilitated by reinforcement learning, resulting in automated Machine
Learning (autoML) for emotional behaviour analysis.

Another thing worthwhile to mention is that, when training these deep struc-
tures, a number of learning tricks are necessary to be considered, for instance, reg-
ularisation techniques such as early stopping, batch normalisation, dropout, and
weight decay (L1 or L2 regularisation). For instance, batch normalisation is com-
monly applied after convolution layers to ensure that the data passing on to sub-
sequent layers are normalised, by subtracting the batch mean and then dividing
by the batch standard deviation. This process can increase the stability of a neu-
ral network, and consequently, fasten the training procedure of it. Furthermore, to
overcome the overfitting problem, dropout is frequently used, by randomly dropping
out units with a probability of q in the training phase. This thus can prevent the ob-
tained model from co-adaptations too much on the training data. In general, various
regularisation approaches can be combined and normally yield further performance
improvement. For a full and detailed understanding of different regularisation tech-
niques, the reader is referred to [71].

18



3

Contributed Methodology

In this chapter, the implementation of several deep learning-driven approaches will
be discussed, aiming at tackling the corresponding challenges as aforementioned
in Section 1.1. In particular, the chapter starts by presenting two techniques to
address the representation learning challenge in Section 3.1, namely, a deep cross-
modal latent representation learning approach and a deep bag-of-X-words approach.
Thereafter, three frameworks and training strategies will be presented in Section 3.2
to tackle the deep modelling challenge with the power of deep learning. This will in-
clude strength modelling (Section 3.2.1), dynamic difficulty training (Section 3.2.2),
and adversarial training (Section 3.2.3). Next, to deal with the lifelong learning chal-
lenge, a continual emotion recognition paradigm will be elaborated in Section 3.3.
Finally, a novel autoencoder-based approach will be introduced in Section 3.4, aim-
ing at dealing with the empathy emotion detection challenge.

3.1 From Hand-crafted to Data-driven Represen-

tations

Over the past few decades, massive efforts have been made to extract hand-crafted
features that can capture relevant information for specific tasks in machine learning,
e.g., MFCCs and SIFT features (cf. Section 2.2). In practice, nevertheless, appro-
priate and strong domain knowledge can hardly be attained to design a suitable
feature set for a task of interest. To overcome this shortcoming, a large variety of
deep learning-driven methods emerged recently, enabling to learn more generic rep-
resentations directly from the raw data, such as CNNs and RNNs (cf. Section 2.4).
In particular, learning meaningful and salient representations is an important task
for emotion recognition where specific domain knowledge is rather vital.

To deal with the representation learning challenge, in this section, the description
of a novel deep crossmodal latent representation learning approach will first be given
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in Section 3.1.1. Then, it moves to introducing a deep bag-of-X-words approach with
a particular focus on the generation of context-aware representations in Section 3.1.2.

3.1.1 Deep Crossmodal Latent Representations

Aiming at attaining shared representations between audio and video emotional data,
a novel crossmodal emotion embedding framework called EmoBed, which aims to
leverage the knowledge from other auxiliary modalities to improve the performance
of emotion recognition, as presented by the author and her colleagues in [85, 87],
will be introduced.

Albeit the notable advantages, during inference, most of these multimodal sys-
tems require the synchronous presence of all modalities that are employed in the
training phase [154, 141, 83, 234, 3, 159]. This severely impedes their application in
real life, since it is a common case that information from some particular modalities
is missing. For example, a camera could be not always fixed in front of a user,
or could not work in darkness, which results in invalid or missing visual signals.
Likewise, a user could be silent although she/he is emotional, leading to the missing
of audio data. The absence of any involved modalities often leads to corruption or
performance degradation of a pre-trained multimodal system [223].

A straightforward solution to address this issue often makes use of the integration
of an additional component, such as a voice activity detector and a face detector,
in front of the multimodal recognition systems [223]. Once the absence of a par-
ticular modality is detected, the prediction process can be automatically redirected
to another system that is trained via an accordingly reduced number of modalities.
Nevertheless, such a system is normally inferior to the system with all modalities as
aforementioned.

In contrast, to embrace the advantages and avoid the disadvantages of a multi-
modal system, the proposed EmoBed model is particularly innovated to enhance the
performance of a monomodal emotion recognition system, by exploiting the emotion
embeddings and sharing relevant information from heterogeneous data of auxiliary
modalities in the training phase. Basically, it consists of two main processes, i. e.,
the joint multiple modalities training process and the crossmodal training process.
The former process utilises the data from multiple modalities to jointly train the
system, with an assumption that the knowledge from different modalities could be
implicitly transferred to or fused by the system. Meanwhile, the later process takes a
triplet constraint to minimise the distance of inter-class representations while max-
imising the inter-class ones, regardless of the modality constraints. Once the model
has finished training, those auxiliary modalities are not required anymore in the
evaluation phase.

As a result, the EmoBed approach differs from the training process for con-
ventional monomodal systems that are trained merely with data from one single
modality. It also differs from classic multimodal systems that often need the same
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Figure 3.1: The proposed crossmodal Emotion emBedding (EmoBed) framework for
monomodal emotion recognition [87].

modalities in both the training and evaluation stages. Moreover, another advantage
of the proposed EmoBed is that it does not demand any data synchronisation across
modalities in the training stage.

In the following, the proposed EmoBed framework will first be profiled in Sec-
tion 3.1.1.1. Then, the two processes, i. e., joint multiple modalities training and
crossmodal training, will be detailed in Section 3.1.1.2 and Section 3.1.1.3, respec-
tively.

3.1.1.1 EmoBed Framework: System Overview

The framework of the proposed EmoBed approach is depicted in Figure 3.1. In
particular, a shared embedding space is attained to explore the latent correlation
between audio and video signals during training. Typically, after extracting audio
and video descriptors via several standard and essential processing steps, two em-
bedding networks will be jointly trained to project these multimodal descriptors
into a common space, the representations of which can then be applied to predict
emotions, under a monomodal scenario.

Mathematically, the two embedding networks can be expressed as two embedding
functions fA

fA : RM → RE, (3.1)

and xA 7→ e, (3.2)

and fV

fV : RN → RE, (3.3)

and xV 7→ e, (3.4)
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Figure 3.2: Structure comparison among the proposed joint audiovisual training (e),
and other related multimodal learning frameworks (i. e., early fusion (a), late fusion
(b), model-level fusion (c)), and multi-task learning (d) [87].

where xA ∈ RM and xV ∈ RN denote audio and visual inputs, respectively, and e is
the corresponding embedded representations in a common coordinate space RE.

As can be seen in Figure 3.1, to learn such embedding functions in EmoBed,
two main learning components are involved, i. e., a joint training and a crossmodal
training. Both of them tend to explore the underlying semantic emotion information
but with a shared recognition network or with a shared emotion embedding space,
respectively. In doing this, the enhanced system trained in this way can make use of
the complementary information from other modalities. Nevertheless, the presence
of these auxiliary modalities is not demanded during inference. In the following,
these two main components will be explained in more detail separately.

3.1.1.2 Joint Training with Audiovisual Data

Although related to other multimodal fusion techniques, the proposed joint training
process is different from these methods. Therefore, before demonstrating how to
learn a common embedding space with the joint training loss, let us first briefly
differentiate the joint training from other structures, which was first presented by
the author and her colleagues in [88], also as depicted in Figure 3.2.

Three conventional multimodal fusion paradigms are demonstrated in Fig-
ure 3.2(a)-(c). Note that, although information of multiple modalities is fused at
different levels, they all contribute to multimodal emotion recognition systems. Con-
cretely, given x(·), e(·), and y(·) denoting the monomodal input feature, the learnt
hidden-layer representation, and the output prediction for audio A and video V ,
respectively, the combination of audio and video knowledge is in forms of [xA; xV ]
for feature-level fusion, weighted averaging based on yA and yV for decision-level
fusion, or [eA; eV ] for model-level fusion. It should be noted that these models can
be utilised, if and only if both xA and xV are available as inputs of the model, and
there is no need for eA and eV to be of the same dimensions. In the proposed joint
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training model, albeit the constraint of the existing of both xA and xV remains
during training, the model can then be applied under a monomodal setting.

Besides, the joint training model is further varied from multi-task learning, which
is illustrated in Figure 3.2(d). In multi-task learning, during the training phase, an
auxiliary task benefits the main task by updating the parameters in the shared front-
end feature-learning network. In contrast, in the proposed model, it is expected that
inputs of an auxiliary modality can help improve the emotion prediction of the main
modality, by optimising the parameters of the shared back-end predicting network.

Formally, when denoting an audio feature vector as xA ∈ RM and its correspond-
ing visual feature vector as xV ∈ RN , where M and N are the dimensions of the
audio and visual vectors, respectively. As depicted in Figure 3.2(e), xA and xV are
fed into two modality-specific embedding subnetworks, the process of which can be
formulated as follows:

eA = fA(xA), eV = fV (xV ), (3.5)

where the function fA and the function fV map each input of different modalities
into the same subspace, resulting in corresponding E-dimensional representations
eA and eV . After that, the following shared layers are applied to estimate the final
predictions, and this process can be formulated as follows:

yA = f(eA), yV = f(eV ), (3.6)

where the function f : RE → R estimates final predictions yA and yV , separately.
To aggregate the advantages of different modalities for monomodal emotion

recognition (i. e., SER or FER), the model is trained with a set of audiovisual fea-
tures {(xA,xV )}. When the model is applied for SER, the joint loss function J (θ)
is calculated by:

J (θ) = LA + α · LV , (3.7)

where θ denotes the network parameters to be optimised, LA and LV stand for the
loss of audio and video data, respectively, and α denotes the weight of the video
prediction loss to regulate its contribution to J (θ). The term α · LV enforces the
optimisation to take the auxiliary modality information into account. Likewise, for
FER, the joint loss function in Equation (3.7) can be rewritten as

J (θ) = LV + α · LA. (3.8)

Moreover, the value of α is optimised on the development set, by achieving the best
performance for the selected modality.

3.1.1.3 Crossmodal Emotion Embedding

In the following, for crossmodal emotion embedding, a crossmodal triplet loss func-
tion is proposed to learn emotion-discriminative embeddings using crossmodal data.
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In general, triplet loss forces to project the original descriptors into a latent
space where instances with similar semantics are pulled together while instances
with dissimilar semantics are pushed away. Consequently, the similarity of instances
with the same semantic information is preserved in the learnt representations.
Therefore, in this study, the aim is to exploit the semantic information across
audio and video modalities. Before introducing the crossmodal triplet-loss-based
embedding approach, let us first revisit the conventional monomodal triplet loss
constraint for monomodal representation learning.

Monomodal Triplet Loss Function
Given an M -dimensional input feature x ∈ RM , a DNN structure with multiple
hidden layers is applied to generate a corresponding M -dimensional latent represen-
tation e ∈ RN , i. e., the output from the representation layer of the network. Thus,
it turns out that the effect of the network can be represented as a mapping function
Φ and expressed as:

Φ : RM → RN , (3.9)

and x 7→ e. (3.10)

That is, the network embeds the input x into a N -dimensional latent space. Par-
ticularly, in this learnt space, the semantic relationship between multiple instances
should be preserved. For this purpose, during the training process, a set of three
instances from the training set is used as a triplet, to enforce instances from the
same class to be closer in this representation space and in the meanwhile to retain
the different classes a larger distance. The overview of the latent discriminative rep-
resentation learning scheme is given in Figure 3.3. In the figure, the DNN network
is unfolded three times and placed in parallel for a better view and explanation.

Mathematically, given a set of triplets τ = {τi} where i = 1, ..., n, each triplet τi
(indexed by i) is an ordered set, composed of three distinct inputs and written in
the following form:

τi = (xi,x
+
i ,x

−
i ), (3.11)

where xi and x+
i (denoted as a positive pair) are from the same class, while xi and

x−i (denoted as a negative pair) belong to different categories. The target is to learn
a mapping Φ to a latent representation space where xi is more similar (or closer) to
x+
i than to x−i for all triplets. When processing instances within a selected τi, the

latent feature representations ei, e+
i , and e−i can be obtained as

ei = Φ(xi), (3.12)

e+
i = Φ(x+

i ), (3.13)

e−i = Φ(x−i ). (3.14)
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Figure 3.3: Framework for learning latent discriminative representations. For each
training instance xi, x+

i indicates a randomly selected instance within the same
category as for xi; x−i indicates another randomly selected instance from a differ-
ent category; d+

i and d−i respectively denote the distances between the two latent
representations learnt from the instances with the same or different categories.

Based on these, the distance of the positive pair d+i and the distance of the negative
pair d−i are computed as follows:

d+i =
∥∥ei − e+

i

∥∥
2

=
∥∥Φ(xi)− Φ(x+

i )
∥∥
2
, (3.15)

d−i =
∥∥ei − e−i

∥∥
2

=
∥∥Φ(xi)− Φ(x−i )

∥∥
2
, (3.16)

where ‖·‖2 denotes the Euclidean distance (l2-norm) between the two latent repre-
sentations in a pair.

To learn a meaningful latent space, in the training phase, the network (param-
eterised by θ) is optimised to encourage instances with the same label to approach
each other and instances with different labels to be apart from each other. Equiv-
alently, the objective of the target problem can be deemed as decreasing d+i and
meanwhile increasing d−i over all triplets. For this purpose, the loss function to be
minimised can be devised as

J (θ) = γ(d
+
i −d

−
i ), (3.17)

where (d+i − d−i ) indicates the discrepancy between the positive and negative pairs,
γ is a predefined base of the exponential function (γ > 1 to ensure exponential
growth), and θ denotes the trainable parameters of the network. Since J (θ) is
differentiable with respect to θ, the loss function in Equation (3.17) can be readily
integrated into backpropagation in neural networks.

Note that, in contrast to taking merely the discrepancy d = d+i − d−i as the ob-
jective, in Equation (3.17) the exponential function is introduced. The underlying
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rationale is that the aim is to learn more useful representations, by giving differ-
ent triplets various emphasis mainly depending on the difficulty of distinguishing
contents of the triplet in the learnt space. In other words, instead of paying equal
attention to each triplet during training, attentions are of exponential growth with
respect to the discrepancy. Mathematically, when there is a large discrepancy d, it
results in an even larger gradient of J (θ) to update the network; if d is small, the
network updates its weights only slightly. Therefore, the emphasis is particularly
placed to enforce the representation learning to facilitate difficult and ambiguous
triplets, including cases when e−i is close to ei, when e+

i is far from ei, or in cases
when ei is closer to e−i than it is to e+

i . As a result, the model learns to project
the original features into a latent space where the intra-class feature distance is
smaller comparing with the inter-class feature distance. Once the training stage is
completed, a new instance x can be fed into the trained network to generate its
corresponding latent representation e for further processing.

In addition, the learning scheme can be extended to further concern relative
distance differences in a multi-class scenario where tuples of k + 1 for k-class clas-
sification can be applied in place of triplets. That is, one positive pair and another
k− 1 negative pair of samples will be formed for each training sample. Then, Equa-
tion (3.17) needs to be adjusted to take all discrepancies into account. This will
lead to an embedding space that may achieve even better classification performance
compared with the triplet loss. However, when the number of the total categories is
large, it may result in a high computational requirement. In this thesis, the analysis
is focused on triplets for the sake of reducing the computational complexity.

Furthermore, it is worth noting that the proposed latent representation learning
scheme can be applied to different DNN structures for specific tasks. In this thesis,
for emotion recognition from audiovisual recordings, RNNs with LSTM cells are
employed, as they have shown to yield good overall performance in predicting
emotions [198, 30, 99, 90].

Crossmodal Triplet Loss in Crossmodal
Comparing with the monomodal triplet loss function, the triplet loss in the EmoBed
framework is a crossmodal variant, aiming to supervise the crossmodal learning
process.

In particular, to compute the crossmodal triplet loss Lτ , the audio embeddings eA
and the video embeddings eV , are jointed to form a double-sized batch of embeddings
in the form of {eA; eV }. Then, a pairwise Euclidean distance matrix is obtained
by computing the distance between all paired embeddings. Afterwards, for each
embedding (either audio or video), another two embeddings are chosen from the
same batch, to form a hard triplet. It is worth mentioning that, when generating the
hardest positive or negative pair, both the intermodal and intramodal similarities
are taken into consideration. That is, for a given triplet τi = (ei, e

+
i , e

−
i ) with

i = 1, ..., n, the positive (or negative) embedding e+
i (or e−i ) could be either an audio-
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based embedding or a visual one. In this manner, the learning process enforces the
model to narrow the distribution gap of embeddings from different modalities, and
to keep the specific emotional semantics intact in the meantime.

Supervised by the crossmodal triplet loss Lτ , the model is forced to minimise
the optimisation objective J (θ), which can be formulated as:

J (θ) = Lmon + β · Lτ , (3.18)

where Lmon denotes the conventional monomodal discriminative loss, i. e., LA for
speech or LV for video.

As a consequence, the overall training process of the proposed EmoBed frame-
work is achieved, by integrating the triplet constraint into the joint training ap-
proach (cf. Section 3.1.1.2), as displayed in Figure 3.1. Generally, after extracting
monomodal descriptors from standard pre-processing procedures, embedding func-
tions fA and fV are estimated by two embedded neural networks, respectively, which
project audio and video descriptors into a common latent space. Subsequently, the
audio and visual embeddings are fed into a shared emotion recognition neural net-
work, which is trained via a joint training loss. Concurrently, the training process
is supervised by the triplet loss of the audio and visual embeddings.

Mathematically, when applying the EmoBed framework for audio emotion recog-
nition, the objective function can be formatted as:

J (θ) = LA + α · LV + β · Lτ + λ · R(θ), (3.19)

where LA and LV represent the discriminative loss function of audio and visual data,
respectively, while Lτ represents the triplet loss function of both audio and visual
data. Moreover, the hyperparameters α and β are introduced to weight the contri-
bution of the video data and the triplet loss. Furthermore, λ is applied to control the
importance of the regularisation term R(θ). Similarly, when training the EmoBed
framework for facial emotion recognition, the objective function in Equation (3.19)
can be modified by exchanging LA and LV , i. e.,

J (θ) = LV + α · LA + β · Lτ + λ · R(θ). (3.20)

After the model has been trained, the components associated with the auxiliary
modality can be discarded, while the rest is retained and utilised to recognise emo-
tional behaviours in a specific modality. It is also expected that the approach could
provide a latent discriminative representation space to ameliorate the recognition
performance.

3.1.2 Deep Bag-of-X-Words

In Section 3.1.1, the latent discriminative representation learning approach has been
introduced where the semantic similarities among instances are exploited under ei-
ther monomodal or multimodal conditions. However, with this method, the context
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information is not yet taken into consideration when the representations are learnt.
In the following, let us now move on to another representation learning method
first proposed by the author and her colleagues [92], where context information in
successive samples is utilised to produce meaningful and robust representations.

Though neural network-based representation learning performs well for emotion
recognition [196, 105], the learnt representations are hard to interpret or understand.
In contrast, another emerging approach, Bag-of-Audio-Words (BoAW), has been
proposed for SER, to estimate a segment-level (or high-level) representation based,
e.g., on MFCCs and log-energy as frame-level (or low-level) feature vectors [170].
In [170], these low-level features are quantised, and histograms are computed with a
random-selected codebook as final representations which give one of the best recog-
nition performances on the popular spontaneous emotional dataset RECOLA [164].
Moreover, BoAW has been applied successfully to several other paralinguistic infor-
mation retrieval tasks, such as sound event classification [119], music genre classifi-
cation [219], and copy detection [122]. While BoAW has produced meaningful and
robust representations for SER, it does not take context information into consid-
eration when creating these representations; since emotional content is involved in
multiple coherent frames, context information is vital and needs to be dealt with
care.

Contrary to the conventional BoAW approach, in this section, an approach to
generate Bag-of-Context-Aware-Words (BoCAW) representations will be discussed.
To address the second challenge as given in Section 1.1, a hierarchical architecture
is applied to preserve the context information while learning the representations.
More specifically, BoAW is applied twice but within different temporal scales; a
small local window containing a number of context frames is first utilised, and then
a global analysis window containing all frames of one instance is explored.

Such a hierarchical structure is conceptually similar to a Deep Belief Net (DBN),
where features with various granularities can be extracted from each layer of the
DBN [114]. In addition, BoCAW is further related to Dual-Layer Bag-of-Frames
(DLBoF) proposed in [219]. The DLBoF framework attempts to model a piece of
music with a two-layer structure, where frame-level characteristics and segment-level
semantics can be captured and integrated together for music information retrieval
tasks. In BoCAW, yet, only the segment-level features from the second layer are
used. In this manner, the BoCAW approach bridges the gap between short-term
frame-based features and long-term emotional segments by introducing mid-level
words with context information, so as to enhance the regular BoAW approach.

In the following, the conventional BoAW method will first be introduced in Sec-
tion 3.1.2.1. Then, the proposed BoCAW technique will be presented in Sec-
tion 3.1.2.2.
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Figure 3.4: Diagram of the Bag-of-Audio-Words approach pipeline.

3.1.2.1 Bag of Audio Words

Let us denote a frame-level feature vector as xi ∈ RM such that the index i = 1, ..., n,
where n is the total number of frames, and M is the dimension of the vector. Thus,
given one audio segment which is composed of n frames, it can be expressed as
a set of features, i. e., X = {x1, ...,xn}. Next, once the series of X is extracted
from all segments in the entire training set, the traditional BoAW approach can be
carried out by the following three steps, as the one displayed in Figure 3.4, adapted
from [92].

Codebook Generation: a codebook C is a set of codewords c learnt from the
feature space X , and X is obtained by extracting frame-level features for all training
segments. Therefore, the codebook generation problem can be formulated as:

C = {ck}Kk=1, ck ∈ RM , (3.21)

where ck denotes the k-th codeword, and in total K codewords form the codebook
C ∈ RM×K .

Normally, C can be built by a clustering algorithm such as k-means. In addi-
tion, random sampling has also been proposed in [158] and utilised with success for
SER [170]. In this thesis, random sampling is adopted, which is much faster than
k-means but delivers comparative performances in the meanwhile.

Vector Quantisation: once the codebook C has been generated, each frame-
level feature vector xi can be assigned to its closest (Euclidean distance) codeword
ck within C, and be encoded as the corresponding index k. This process is referred
to as the vector quantisation step. In detail, it can be formulated as a mapping
function Φ : RM → RK , encoding each feature xi into the codebook space. This
leads to a corresponding K-dimension feature φi ∈ RK , and its k-th coefficient φi,k
is defined as follows:

φi,k =

{
1, if k = argmink ‖xi − ck‖2
0, otherwise

, (3.22)

where k = 1, ..., K, and ‖·‖2 denotes the Euclidean distance between xi and ck.

29



3. Contributed Methodology

However, it has to be noted that during the quantisation step, there might be the
case that one feature vector is nearly equidistant to several codewords, and therefore
single assignment is ambiguous. Hence, instead of choosing the nearest codeword, it
is also possible to assign a vector to a certain number na of closest codewords. This
variant can be referred to as multiple assignments. In this regard, Equation (3.22)
can be reformulated as:

φi,k =

{
1, if ck ∈ N (xi)

0, otherwise
, (3.23)

where N (xi) ⊂ C is a set of na nearest codewords with respect to a given xi. In
this thesis, the multiple assignments strategy is utilised as it has proven to perform
better than a single assignment [170].

BoAW Aggregation: given an audio segment S spanning ns frames, a ‘bag’
can then be created by simply computing a histogram of the codewords. More
specifically, a histogram representation hS is formed to describe the distribution
of the features, i. e., how and to what extent each codeword has contributed to
represent S. This process is referred to as the BoAW aggregation step, and can be
formulated as hS = g({φi}), where a pooling function g : RK×ns → RK aggregates
occurrences of each codeword represented by φi in all ns frames for a given segment
S. Thus, its k-th component hS,k can be computed as:

hS,k =
ns∑
i=1

φi,k. (3.24)

At this point, all frame-level features in S are encoded into a segment-level
representation hS, which can be utilised for further processing, e. g., feeding it into
a classifier directly for emotion prediction.

3.1.2.2 Bag of Context-Aware Words

In the conventional BoAW approach (cf. Section 3.1.2.1), the histogram representa-
tion hS covering the entire instance (i. e., a very long segment) is the final high-level
representation, which can be exploited for audio classification or regression tasks.

In the proposed BoCAW method, however, a set of the histogram representations
{hSi}, with i = 1, ..., n, can be generated from n much shorter segments as mid-level
representations first, and then applied to the BoAW approach a second time to form
the final high-level representation. The concern is that typical emotion patterns may
exist among a sequence of several coherent frames, and therefore features generated
based on shorter segments rather than frames alone may perform better for the
emotion prediction task.

The framework of the proposed BoCAW representation generation approach is
depicted in Figure 3.5, consisting of two stages in a hierarchical structure. In the first
stage, sub-bag (or mid-level) features are generated by applying the conventional

30



3.1. From Hand-crafted to Data-driven Representations

Feature
Extraction

Vector
Quantisation

Codebook
Generation

Stage 1

Stage 2

BoAW
Aggregation

Vector
Quantisation

Codebook
Generation

BoCAW
Aggregation

segments

BoCAW
features

Figure 3.5: Diagram of the Bag-of-Context-Aware-Words approach pipeline.

BoAW approach to the input frame-level features within a sliding window. Note
that, each sliding window contains several successive frames of input features and
can be much smaller than the total length of an instance to be analysed. These
BoAW features obtained from the first stage contain context information. Therefore,
let us refer to these features as context-aware words. After that, in the second stage,
these context-aware BoAW representations are further utilised to generate a final
context-aware bag for each whole segment. Herein, the BoAW paradigm is again
applied as in the first stage but within a global window, the length of which equals
to the total length of the segment to be analysed. The whole BoCAW framework
can be implemented with an open-source toolkit openXBOW [171], and the details
of each system component are described below.

As illustrated in Figure 3.5 (adapted from [92]), in Stage 1, each given long-term
segment is first sliced into n short-term windows. Herein, let us denote the i-th
window as Si with i = 1, ..., n, while each Si consists of N1 successive frames. Then,
the first-stage codebook set C1 with K1 codewords is constructed, and thereafter a set
of BoAW representations {hSi} with each hSi ∈ RK1 is for each short-term window
after assigning frames in the given window to their nearest codewords accordingly.
That is, S is now represented by a set of context-aware mid-level words {hSi}. After
that, in Stage 2, similar to the process in Stage 1, a second-stage codebook C2 is
built, by selecting K2 codewords over all {hSi} from training samples. Subsequently,
additional vector quantisation with multiple assignments and histogram aggregation
processes are conducted similar as in Section 3.1.2.1. In the end, a final BoCAW
representation hS ∈ RK2 is gained, by counting the occurrences of corresponding
second-stage codewords for all segments in it. This process is referred to as the
BoCAW aggregation step.

From this, segments of variable lengths can be encoded into BoCAW represen-
tations with an equal and fixed length, and in the meanwhile short-term temporal
information is preserved in them. Still, it is noteworthy that the length of the sliced

31



3. Contributed Methodology

window in Stage 1 needs to be defined decently, in order to envelop a moderate
amount of context information when generating the context-aware words.

3.2 From Shallow to Deep Modelling

In the previous section, the primary consideration is to learn meaningful and useful
emotional representations by leveraging the power of deep learning. Additionally,
beyond representation learning, deep learning-driven methods can bring benefit to
formulating prediction models for different emotion classification and regression ap-
plications as well. To this end, various model structures based on deep learning will
be presented in the present section, to facilitate the analysis of emotional behaviours
in the wild with deep modelling.

3.2.1 Strength Modelling

In this section, a novel framework, Strength Modelling, will be introduced, as pro-
posed by the author and her colleagues in [83].

In the field of affective computing, a large body of literature exists on exploring
various modelling techniques for audiovisual emotion recognition [141, 163, 194].
However, when comparing the advantages offered by different models, no clear ob-
servations can be drawn as to the superiority of any of them. For instance, the work
in [141] compared the performance of Support Vector Machine for Regression (SVR)
and Bidirectional LSTM-RNNs (BLSTM-RNNs) on the Sensitive Artificial Listener
database, and the results indicate that the latter performed better on a reduced
set of 15 acoustic frame-level features. However, the opposite conclusion was drawn
in [194], where SVR was shown to be superior to LSTM-RNNs on the same database
with segment-level features. Other results in the literature confirm this inconsistent
performance observation between SVR and diverse neural networks like (B)LSTM-
RNNs and Feed-forward Neural Networks (FNNs) [163]. A possible rationale behind
this is the fact that each prediction model has its pros and cons. For example, SVRs
cannot explicitly model contextual dependencies, whereas LSTM-RNNs are highly
sensitive to overfitting. To deal with this issue, the majority of previous studies
have tended to explore the advantages (strength) of these models independently or
in conventional early or late fusion strategies. However, recent results indicate that
there may be significant benefits in fusing two or more, models in a hierarchical or
an ordered manner [100, 126, 142].

Motivated by these initial promising results and targeting on the third challenge
as mentioned in Section 1.1, a Strength Modelling approach is investigated, aiming at
concurrently reaping the benefits of distinct learning models. In Strength Modelling,
several (i. e., two in this thesis) distinct models are concatenated in a hierarchical
framework. By that, the strength information of the first model, as represented by
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its predictions, is joined with the original features, and this expanded feature space
is then utilised as an input by the successive model.

Prior research that is of great relevance in this context is the Output Associa-
tive Relevance Vector Machine (OA-RVM) regression framework originally proposed
in [142]. The OA-RVM framework attempts to incorporate the contextual rela-
tionships that exist within and between different affective dimensions and various
multimodal feature spaces, by training a secondary RVM with an initial set of multi-
dimensional output predictions (learnt using any prediction scheme) concatenated
with the original input features spaces. Additionally, the RVM framework also at-
tempts to capture the temporal dynamics by employing a sliding window framework
that incorporates both past and future initial outputs into the new feature space.
Results presented in [100] indicate that the OA-RVM framework is better suited
to affect recognition problems than both conventional early and late fusion. Re-
cently the OA-RVM model was extended in [126] to be multivariate, i.e., predicting
multiple continuous output variables simultaneously.

All of these OA-RVM systems, like Strength Modelling, take original input fea-
tures and output predictions into consideration to train a subsequent regression
model to perform the final affective predictions. However, the strength of the OA-
RVM framework is that it is underpinned by the RVM. Results in [100] indicate that
the framework is not as successful when either an SVR or an SLR is used as the
secondary model. Further, the OA-RVM is non-casual and requires careful tuning
to find suitable window lengths in which to combine the initial outputs. This takes
considerable time and effort. The proposed Strength Modelling framework, how-
ever, is designed to work with any combination of learning paradigms, which uses
the initial set of predictions to help improve the accuracy of any subsequent model.
Furthermore, Strength Modelling is casual. It combines the original input features
and predictions on a frame-by-frame basis, which is a strong advantage over the
OA-RVM in terms of deployment in real-time scenarios.

Furthermore, although it is investigated to hierarchically explore the strength
of different machine learning algorithms under a monomodal setting (cf. Sec-
tion 3.2.1.1), a major advantage of Strength Modelling is that it can work together
with the conventional feature- and decision-level fusion strategies for multimodal
affect recognition (cf. Section 3.2.1.2).

3.2.1.1 Strength Modelling in Monomodal System

The proposed Strength Modelling framework for emotion regression is depicted
in Figure 3.6 (adapted from [83]). Given a M -dimensional input feature vector
xt ∈ RM at time t, and let f1 : RM → R be the function of the first model Model1,
it holds that the output of Model1 with respect to xt can be expressed as:

ŷt = f1(xt). (3.25)
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xt Model1 ∪ Model2 yt
ŷt [xt, ŷt]

Figure 3.6: Overview of the Strength Modelling framework.

Then, ŷt is concatenated with xt frame-wise as the input of the second model
(Model2) to learn the expected prediction yt. That is, let the function of Model2 be
f2 : R(M+1) → R, yt can be predicted in the following form:

yt = f2([xt, ŷt]) = f2([xt, f1(xt)]). (3.26)

To implement the Strength Modelling for these suitable combinations of individ-
ual models, Model1 and Model2 are trained concurrently. In other words, Model2
takes the predictive ability of Model1 into account for training. The procedure is
given as follows:

- first, Model1 is trained with xt to obtain the prediction ŷt.

- then, Model2 is trained with [xt, ŷt] to learn the expected prediction yt.

Whilst the framework could work with any arbitrary modelling technique, here
two commonly used ones, in the context of affect recognition, have been selected for
initial investigations. These two models are the SVR and BLSTM-RNNs which are
briefly discussed below.

SVR is extended from Support Vector Machine (SVM) to solve regression prob-
lems. It was first introduced in [51] and is one of the most dominant methods in
the context of machine learning, particularly in emotion recognition [26, 163]. One
of the most important advantages of SVR is the convex optimisation function, the
characteristics of which gives the benefit that the global optimal solution can be
obtained. Moreover, SVR is learnt by minimising an upper bound on the expected
risk, as opposed to the neural networks trained by minimising the errors on all train-
ing data, which equips SVR a superior ability to generalise [80]. For a more in-depth
explanation of the SVR paradigm, the reader is referred to [51].

The other model utilised in this study is BLSTM-RNN which has been success-
fully applied to continuous emotion prediction [159] as well as for other regression
tasks, such as speech dereverberation [236] and non-linguistic vocalisations classifi-
cation [151]. In general, it is composed of one input layer, one or multiple hidden
layers, and one output layer [98]. The bidirectional hidden layers separately process
the input sequences in a forward and a backward order and connect to the same
output layer which fuses them. Such a structure grants BLSTM-RNN to learn past
and future context in both short and long range. More details of this model can
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Figure 3.7: Strength Modelling with early fusion strategy.

be found in Section 2.3. It is worth noting that these two paradigms bring distinct
sets of advantages and disadvantages to the framework: On the one hand, the SVR
model is more likely to achieve the global optimal solution, but it is not context-
sensitive [141]; on the other hand, the BLSTM-RNN model is easily trapped in a
local minimum which can be hardly avoided and has a risk of over-fitting [74], while
it is good at capturing the correlation between the past and the future informa-
tion [141].

Based on the above considerations, Model1 and Model2 in Figure 3.6 could be
either an SVR model or a BLSTM-RNN model, resulting in four possible permuta-
tions, i.e., SVR-SVR (denoted as S-S), SVR-BLSTM (as S-B), BLSTM-SVR (as
B-S), BLSTM-BLSTM (as B-B). Note that, the B-B structure can be deemed as a
variation of the neural networks in a deep structure. In addition, the S-S structure
will not be considered; SVR training is achieved by solving a large margin sepa-
rator, therefore it is unlikely to get any advantage in concatenating a set of SVR
predictions with its feature space for subsequent SVR based regression analysis.

3.2.1.2 Strength Modelling for Multimodal System

For audiovisual emotion regression tasks, the Strength Modelling framework can
further be implemented in both early and late fusion strategies.

Traditional early fusion combines multiple feature spaces into one single set.
When integrating Strenght Momelling with early fusion, the initial predictions
gained from models trained on the different feature sets are also concatenated to
form a new feature vector. The new feature vector is then used as the basis for the
final regression analysis via a subsequent model, as illustrated in Figure 3.7.

Mathematically, let xAt ∈ RM and xVt ∈ RN be an M -dimensional acoustic
feature vector and an N -dimensional visual feature vector at time t, while ModelA1
and ModelV1 denote the first model for audio and video, respectively. Instead of the
conventional early fusion, the input of the second model it in Strength Modelling
can be expressed as

it = [xAt ,x
V
t , f

A
1 (xAt ), fV1 (xVt )], (3.27)
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Figure 3.8: Strength Modelling (SM) with late fusion. Fused predictions are from
multiple independent modalities with the same model (denoted by the red, green,
or blue lines), multiple distinct models within the same modality (denoted by the
solid or dashed lines), or the combination.

where fA1 and fV1 indicate the function of ModelA1 and ModelV1 to obtain the predic-
tions accordingly. Thereafter, through the following audiovisual predicting model
ModelA,V2 , the final prediction yA,Vt can be computed as

yA,Vt = fA,V2 (it) = fA,V2 ([xAt ,x
V
t , f

A
1 (xAt ), fV1 (xVt )]), (3.28)

where fA,V2 denotes the corresponding function of ModelA,V2 , holding that fA,V2 :
RM+N+2 → R1.

Likewise, Strength Modelling can be integrated with late fusion as well, using
three different approaches, i.e., modality-based, model-based, and modality- and
model-based, as demonstrated in Figure 3.8 (adapted from [83]). Modality-based
fusion combines the decisions from multiple independent modalities with the same
regression model; whilst model-based approach fuses the decisions from multiple
different models within the same modality; and modality- and model-based approach
is the combination of the above two approaches, regardless of which modality or
model is employed. For all three techniques the fusion weights are learnt using a
linear regressor:

yt = ε+
n∑
i=1

wi · yi,t, (3.29)
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where yi,t denotes the original prediction at time t of the model i with i = 1, ..., n;
ε and wi are the bias and weights estimated on the development partition; and yt is
the final prediction.

3.2.2 Dynamic Difficulty Awareness Training

Having introduced the Strength Modelling framework in the previous section, where
the goal is to concatenate different models to leverage the individual strengths, the
focus of this section, in contrast, will now be laid on exploiting the weakness of a
model in the learning process, when dealing with emotion prediction tasks.

Recently, some research has found that emotional training data can be practically
learnt in different degrees [232, 78]. That is, some data can be easily learnt given
a specific model, whilst some data are relatively tough. In this light, some promis-
ing approaches have been proposed in machine learning to optimise the learning
procedure. For example, the most conventional approach is associated with boost-
ing [120, 156], which dynamically updates the weights of those samples that are
hard to be recognised or are even falsely recognised. Additionally, a more recent
and promising approach refers to curriculum learning, which was firstly introduced
in [16]. Curriculum learning presents the data from easy to hard during the training
process so that the model can better avoid being caught in local minima in the pres-
ence of non-convex training criteria. Curriculum learning has become even more
popular with the advance of deep learning. For emotion prediction, a handful of
related studies have been reported very recently [78, 20, 123], which have shown the
efficiency of curriculum learning.

However, one of the major disadvantages of these approaches is their unfriend-
liness to sequence-based pattern recognition tasks, such as continuous emotion pre-
diction. That is, in the learning process, the samples, whether or not they were
presented within a sequence, are considered individually and independently. The ig-
nored context information, nevertheless, indeed plays a vital role in sequence-based
pattern recognition [73]. To this end, in this section, a novel learning framework, Dy-
namic Difficulty Awareness Training (DDAT), for time-continuous emotion predic-
tion will be presented, as investigated by the author and her colleagues in [234, 90].
In contrast to the previous approaches, such as the aforementioned boosting and
curriculum learning, the proposed DDAT can be well integrated into conventional
context-sensitive models (e. g., LSTM-RNNs), enabling the models to ultimately
exploit the context information.

The underlying assumption of DDAT is that a model is expected to be able
to deliver better performance if the model knows explicitly the learning difficulty
of the samples along with time. This assumption is in line with the finding that
humans normally pay more attention to the tasks that are inherently difficult so as
to perform better [155, 205].
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The crux in this context is how to present the learning difficulty information
in an appropriate form such that the model can benefit from it. In this study,
two strategies will be considered, namely, the Reconstruction Error (RE) of the
input feature vectors or the Perception Uncertainty (PU) level of emotions. As a
consequence, a typical DDAT framework consists of two stages: information retrieval
and information exploitation. In the first stage, RE or PU is estimated as the
difficulty indicator of learning specific information. Then, in the second stage, the
obtained difficulty level is utilised in tandem with original features to update the
model, such that it endows the models with a difficulty learning awareness. This
process is also partially inspired by the awareness techniques proposed for robust
speech recognition [184, 103], where the noise types are considered to be auxiliary
information for acoustic modelling.

In the following, the main reasons for embracing PU and RE as difficulty indica-
tors are discussed briefly in Section 3.2.2.1, before presenting the DDAT framework
in Section 3.2.2.2. After that, the two main stages of the DDAT structure are de-
scribed in more detail, i. e., the difficulty information retrieval stage in Section 3.2.2.3
and the difficulty information exploration stage in Section 3.2.2.4.

3.2.2.1 Difficulty Indicators: RE and PU

To implement the DDAT framework, the first difficulty indicator that is consid-
ered is the RE. In deep learning, RE normally serves as an objective function of
an auto-encoder (AE) when extracting high-level representations. A well-designed
AE is considered to reconstruct well the input from its learnt high-level represen-
tations [200]. Recently, the RE has also been exploited for other tasks, such as
anomaly detection [129, 217] and classification [151]. For anomaly detection, an
AE is trained on normal samples beforehand to serve as a novel event detector.
When feeding a new sample into the AE, the obtained RE compared with a prede-
fined threshold decides whether it is abnormal [129, 217]. For classification, several
class-specific AEs are pre-trained separately. When feeding an unknown sample into
these AEs simultaneously, the values of the corresponding RE are then interpreted
as indicators of class membership [151].

Notably, all these works hypothesise that data with the same label have similar
data distributions. That is, the mismatched data potentially result in higher REs
than those of the matched data. This motivates the current study to employ the RE
as a learning difficulty index due to the reason that, in learning process mismatched
data severely promote the complexity of modelling [230]. Moreover, RE has been
investigated for emotion prediction in speech with success in a previous tentative
study in [90] by the author and her colleagues.

In addition, another choice of the learning difficulty indicator is the PU, when
taking the subjective property of the task of interest, i. e., emotional behaviour anal-
ysis. PU is a term employed in subjective pattern recognition tasks to refer to the
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Figure 3.9: Dynamic Difficulty Awareness Training Frameworks with two stages.
Difficulty information can be indicated by either the input reconstruction error (i. e.,
an error vector or the sum of all errors), or the emotion perception uncertainties.
Figures are adapted from [234].

inter-annotator disagreement level when calculating a gold standard in an annota-
tion process [48]. For emotion prediction, it has been frequently determined that
the PU has a high correlation with the learning difficulty of a recognition model.
For example, the reported work in [45] and [40] found that the emotion prediction
systems perform better in low-uncertainty regions than in high-uncertainty regions.
Likewise, the findings in [232] showed that the elimination of the samples labelled
with a high uncertainty from the training set leads to a better emotion prediction
model. This finding provokes this direction towards applying the PU as another
learning difficulty index. It is also worth noting that the principle of PU-based
strategy constrains its application to subjective pattern recognition tasks. Despite
the fact that the concept of ‘uncertainty’ was employed in previous emotion predic-
tion work, it was calculated among multiple predictions from variable systems [41],
or merely utilised under a multi-task learning setting [91].

3.2.2.2 DDAT Framework: System Overview

In the following, let us first outline the framework of the proposed DDAT approach.
Let xt ∈ RM be an M -dimensional feature vector as the input at time t, yt ∈ R be
the corresponding label, and dt denote as the difficulty indicator. Then, the DDAT
framework consists of two stages, i. e., difficulty information retrieving stage, and
difficulty information exploiting stage, as illustrated in Figure 3.9.
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More specifically, the first stage, i. e., the difficulty information retrieving stage,
is depicted in Figure 3.9 (a). In this stage, in order to extract and indicate the infor-
mation related to the difficulty of the learning process, two different strategies are
proposed, namely, the RE-based (or ontology-drive) strategy and the PU-based (or
content-driven) strategy (cf. Section 3.2.2.3). The ontology-driven strategy focuses
on the model itself. Specifically, the difficulty of the task is determined through the
reconstruction of the input information, assuming that the RE is a proxy for its
learning capability in a given moment. On the contrary, the content-driven strat-
egy focuses on the data and assumes that different data can be learnt to different
degrees. That is, some data can be easily learnt with a specific model, whereas
other data can be difficult. This approach partially stems from curriculum learn-
ing [16], which has demonstrated that each datum cannot be equally learnt so as
to be well-organised for model training. In the field of emotion prediction, a few
studies have shown that the difficulty-level of the data to be learnt is closely related
to its PU [45, 40], as discussed in Section 3.2.2.1. Motivated by these studies, the
PU is employed to represent the difficulty and complexity of the samples.

In addition, in the second stage, i. e., the difficulty information exploiting stage,
the original features xt are concatenated with the difficulty vector dt retrieved by one
of the aforementioned two strategies, update the inputs in the form of [xt,dt] to re-
train the regression model for emotion prediction. This procedure is demonstrated
in Figure 3.9 (b). While dt varies along with time, the extended difficulty vector
provides dynamic awareness when modelling xt in a continuum. The pseudo-code
describing the proposed algorithm is presented in Algorithm 1.

3.2.2.3 Difficulty Information Retrieval

The crux of the DDAT algorithm is the retrieval of the difficulty information, which
then can be exploited dynamically to benefit the emotion prediction model. To this
end, the following part will be devoted to two information retrieval strategies, i. e.,
RE-based (or ontology-driven) and PU-based (or content-driven), respectively.

Reconstruction Error-based Difficulty
As discussed in Section 3.2.2.1, the difficulty indicator d can be generated from the

reconstruction process of the inputs. Thus, in the first stage, the model is trained
in an MTL context, and the output includes two paths–the emotion prediction path
and the AE path. The former is trained in a supervised fashion, whereas the latter
is trained in an unsupervised manner. For this reason, there are two tasks to be
carried out during the training phase, i. e., predicting emotions and reconstructing
inputs. Specifically, given a time sequence as the input {xt} with t = 1, ..., T , the
network is optimised by minimising the loss function as

J (θ) = w1 · Lemt(·) + w2 · Lre(·) + λ ·R(θ), (3.30)
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Algorithm 1: Dynamic Difficulty Awareness Training

Initialise:
θ: parameters of the model;
x ∈ RM : input feature vector;
I, J : predefined training epochs

1 if ontology-driven then
2 auxiliary task T ← reconstructing inputs;
3 else if content-driven then
4 auxiliary task T ← predicting perception uncertainty;
5 end

6 % difficulty information retrieving stage
7 for i = 1, ..., I do
8 optimise θ via minimising a joint loss function

J (θ) = w1 · Lemt(·) + w2 · Laux(·) + λ ·R(θ), where w1 and w2 regulate
the contributions of the emotion prediction Lemt(·) and the auxiliary
task prediction Laux(·);

9 evaluate the model on the development set for emotion prediction:
CCCdev,i;

10 if CCCdev,i > CCCdev,i−1 then
11 save h;
12 end

13 end
14 obtain the difficulty indicator d based on the chosen auxiliary task T ; %

difficulty information exploiting stage
15 for j = 1, ..., J do
16 update the input feature vector: x′ = [x,d];
17 optimise θ by minimising the loss function J (θ) for emotion prediction;
18 evaluate the model on the development set for emotion prediction:

CCCdev,j;
19 if CCCdev,j > CCCdev,j−1 then
20 save h;
21 end

22 end

where Lemt(·) and Lre(·) denote the loss functions for emotion prediction and input
reconstruction, respectively, w1 and w2 are predefined hyperparameters to regu-
late the contributions of Lemt(·) and Lre(·), and λ is another hyperparameter that
controls the importance of the regularisation term R(θ). Furthermore, to calculate
Lemt(·) and Lre(·), the Mean Square Error (MSE) is adopted for both learning paths,
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i. e., for emotion prediction,

Lemt(·) =
1

T

T∑
t=1

||ŷt − yt||2; (3.31)

and for the input reconstruction,

Lre(·) =
1

T

T∑
t=1

||x̂t − xt||2, (3.32)

where xt and yt are a sample and its annotation at time t from an input sequence
with a period of time T , respectively. x̂t and ŷt denote the network predictions to
reconstruct its input xt and estimate the emotions yt, respectively.

It is expected that Lre(·) → 0 if the model is sufficiently powerful and robust.
However, empirical experiments have shown that the results are far from this ex-
pectation. Previous findings frequently indicate that a higher distribution mismatch
between the given data and the entire training dataset is inclined to produce a higher
RE [129, 216, 217, 238]. Therefore, the RE somewhat implies the difficulty degree
of the model to learn such data or, in other words, reflects the difficulty of the data
to be learnt by the model.

Once the model is trained, the difficulty indicator dt can be obtained by com-
puting the distance between the input xt and its corresponding reconstruction x̂t.
The distance can be either a vector calculated by,

dt = xt − x̂t, (3.33)

or a scalar by summing the errors over all attributes, i. e.,

dt = ‖xt − x̂t‖2 , (3.34)

where ‖·‖2 denotes the Euclidean distance between the original input xt and its
reconstructed estimation x̂t.

Perception Uncertainty-based Difficulty
In contrast to RE, for the content-driven difficulty retrieval strategy, PU is exploited.
As mentioned earlier, PU is an indicator of the uncertainty level of the perception of
an emotional state for a given observed sample. In the context of affective comput-
ing, emotion prediction is a subjective task that differs from many other objective
pattern recognition tasks, such as face recognition, that hold a ground truth [176].
In order to obtain a gold standard for a subjective task, it is required that a suffi-
cient number of raters observe the same sample and that their ratings are collected
in order to eliminate as much as possible individual variations in perception and
rating. In this context, a possible way to infer uncertainty is by calculating the
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inter-rater disagreement level, which assumes that for each sample, the personal PU
is highly correlated with the inter-rater disagreement level [131, 91].

Thus, the PU-based difficulty indicator at time t, ut, can be represented by the
standard deviation of a total of n annotations as

ut =

√√√√ 1

n− 1

n∑
i=1

(yt,i − ȳt)2, (3.35)

where yt,i is the i-th annotation with respect to xt with i = 1, ..., n, and ȳt denotes
the mean value at time t given all n annotations:

ȳt =
1

n

n∑
i=1

yt,i. (3.36)

To this end, similar as in the framework of RE-based DDAT, the difficulty indi-
cator dt can be determined by the perception uncertainty, i. e., dt = ut. Therefore,
the designed model includes an emotion prediction path and a PU prediction path,
both of which are again jointly trained in a supervised manner. In particular, the
objective function of Equation (3.30) can be reformulated as

J (θ) = w1 · Lemt(·) + w2 · Lpu(·) + λ ·R(θ), (3.37)

where Lpu(·) stands for the loss functions for PU prediction, and can be expressed
by

Lpu(·) =
T∑
t=1

||ût − ut||2. (3.38)

3.2.2.4 Difficulty Information Exploitation

As aforementioned, in order to infer the difficulty indicator dt, in the first stage
of the DDAT framework, an MTL structure is implemented to jointly learn emo-
tion prediction together with the reconstruction of the input features or the PU
prediction.

After that, in the difficulty exploitation stage, as demonstrated in Figure 3.9 (b),
the model input is updated with the new vector, i. e., x′ = [xt,dt]. When doing this
under the RE-based strategy, the input feature vectors are of 2M orM+1 dimensions
when feeding back an RE vector or scalar. Likewise, as for the PU-based DDAT
framework, its input in the second learning stage will then be of M + 1 dimensions.

In addition, as mentioned already in Section 3.2.1.2, late fusion approaches can
be conducted to combine the emotion predictions from different modalities, learning
models, or a combination thereof. In this case, the late fusion can be performed
following the linear regression approach as given in Equation (3.29). Specifically,
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yi,t denotes the original prediction with the modality (i. e., audio or video) or model
i (i. e., RE- or PU-based DDAT), ε and wi are the parameters estimated on the
development set, and yt is the fused prediction at time t.

However, this conventional late fusion approach simply assumes that the predic-
tions yi,t in a continuum are considered to be equally important for each prediction
stream yi. This means that the parameter of wi remains a constant in time, given
a set of yi, and therefore, this approach ignores the changes of the reliability of
the predictions along time. To address this problem, a dynamic tuning strategy is
further proposed according to the reliability of predictions in time.

Mathematically, an additional linear regression is applied to the original pre-
diction yi,t and the corresponding difficulty indicator di,t at time t to generate a
corresponding dynamic prediction y′i,t:

y′i,t = ε+ wi · yi,t + wd · di,t, (3.39)

where wi and wd are the parameters that can be determined on the development
partition. Intuitively, the prediction is dynamically tuned by the difficulty informa-
tion.

3.2.3 Adversarial Training

In this section, investigation on adversarial learning-driven emotion analysis tech-
niques, as presented by the author and her colleagues in [86], will be discussed.
As mentioned in Section 1.1, when deployed in real-life applications, affective com-
puting systems face challenges such as the instability of the deep learning-driven
models. Therefore, finding robust solutions to this challenge is an open and ongoing
research direction.

In 2014, a novel learning algorithm called adversarial training (or adversarial
learning) was first proposed by Goodfellow et al. [72], where a deep generative model
can be learnt to model the data distribution of the target, while training jointly with
another discriminative model as two players in a minimax game. Being a successful
alternative to conventional maximum likelihood techniques, Generative Adversar-
ial Networks (GANs) have attracted widespread research interests over the past
few years across a range of machine learning domains [39, 204], including affective
computing [64, 86, 157].

In line with the objectives of this thesis, and motivated by the promising re-
sults recently obtained by GANs, in this section, a conditional adversarial training
framework to predict emotional states will be investigated. Specifically, this frame-
work consists of two networks, trained in an adversarial manner: The first network
tries to predict emotion from acoustic features, while the second network aims at
distinguishing between the predictions provided by the first network and the emo-
tion labels from the database using the acoustic features as conditional information.
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It is noteworthy that, although this idea mainly stems from GANs, the proposed
framework is different from other works where the main focus is how to best gen-
erate sufficiently realistic samples, such as images and acoustic samples [221, 233].
Instead, in this study, the proposed framework is devised for pattern recognition,
especially emotion prediction.

Additionally, whereas the presented conditional adversarial training framework
utilises a cascaded structure, as used in Strength Modelling (cf. Section 3.2.1) and
Dynamic difficulty Awareness Training (cf. Section 3.2.2), it includes some specific
advantages in comparison to those two approaches. The main idea of Strength
Modelling is to take advantage of different models where predictions made by a
first model are combined with the original features to learn a second model. There-
fore, the two models should be diverse enough to provide complementary views and
compensate for their respective weaknesses. Whereas the DDAT learning aims to
explore the model weakness information that can be quantified by the difficulty
level, in the assumption that the model could perform better if it is aware of its
errors. Thus, the two stages should be as similar as possible, so that the weakness
information extracted from the first stage can be presented for the second one. Both
learning strategies are realised in an asynchronously cooperative way. That is, the
well-trained first model provides additional information for the second one to assist
in final decision making. The proposed conditional adversarial training framework,
however, does not care about the similarity of the two models. Moreover, the two
networks can be trained and optimised synchronously in a competitive way, rather
than asynchronously in a cooperative way.

To this end, let us first review the structure of a basic GAN structure in Sec-
tion 3.2.3.1. After that, an introduction of conditional GANs, which is the base of
the proposed model, will be discussed in Section 3.2.3.2. Then, the framework of
the proposed conditional adversarial training for prediction as well as its advanced
version will be presented in Section 3.2.3.3 and Section 3.2.3.4, respectively.

3.2.3.1 Vanilla Generative Adversarial Networks

The conventional Generative Adversarial Networks (GANs), consist of two neural
networks, namely, a generator G and a discriminator D, which contest with each
other in a two-player zero-sum game, as illustrated in Figure 3.10. During this
two-player game, the generator aims to capture the potential distribution of real
samples and generates new samples to ‘cheat’ the discriminator as far as possible,
whereas the discriminator, often a binary classifier, distinguishes the sources (i. e.,
real samples or generated samples) of the inputs as accurately as possible.

To be more specific, while D is trained to estimate the probability that a sample
comes from the real data or the output of G, G learns to maximise the probability
of fooling D. In other words, G and D are trained jointly in a minimax fashion.
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Figure 3.10: Framework of a vanilla Generative Adversarial Network (GAN) [84].

Mathematically, the minimax objective function can be formulated as:

min
θg

max
θd
L(D,G) =Ex∼pdata(x)[logDθd(x)]+

Ez∼pz(z)[log(1−Dθd(Gθg(z)))],
(3.40)

where θg and θd denote the parameters of G and D, respectively; x is a real data
instance following the true data distribution pdata(x); whilst z is a vector randomly
sampled following a simple distribution (e. g., Gaussian); Gθg(z) denotes a generated
data given z as the input; andDθd(·) outputs the likelihood of real data given either x
or Gθg(z) as the input. Note that, the likelihood is in the range of (0,1), indicating
to what extent the input is probably a real data instance. Consequently, during
training, θg is updated to minimise the objective function such that Dθd(Gθg(z)) is
close to 1; conversely, θd is optimised to maximise the objective such that Dθd(x)
is close to 1 and Dθd(Gθg(z)) is close to 0. In other words, G and D are trying
to optimise a different and opposing objective function, thus pushing against each
other in a zero-sum game. Hence, the strategy is named as adversarial training.

Generally, the training of G and D is done in iteratively, i. e., the corresponding
neural weights θd, θg are updated in turns to compete with each other. Once training
is completed, the generator is able to generate more realistic samples, while the
discriminator can distinguish authentic data from fake data. More details of the
basic GAN training process can be found in [72].

Since its inception, adversarial training has been frequently demonstrated to be
effective in improving the quality of the simulated samples [39, 72, 204]. Further-
more, many researchers in this field have developed a bulk of variants, including
but not limited to, conditional GAN [136], cycle GAN [241], and Wasserstein GAN
(WGAN) [7], and Least-square GAN [128].

3.2.3.2 Conditional GANs

As aforementioned, conditional GAN (CGAN) is a variation of the vanilla GAN,
which was first proposed by Mirza et al. in [136]. In the original CGAN framework,
both the generator and discriminator are conditioned on certain extra information c.
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Figure 3.11: Framework of a Conditional Generative Adversarial Network
(CGAN) [84].

This extra information can be any kind of auxiliary information, such as the labels
or data from other modalities [136].

More specifically, for the generator G, the prior input noise variable pz(z) is com-
bined with the conditional information c as a joint hidden representation. Likewise,
in the discriminator, the real data x or the simulated data from the generator G(z)
is further extended with the conditional information c, which are then fed into the
discriminator D, as shown in Figure 3.11.

In this circumstance, the minimax objective function in Equation (3.40) can be
reformulated as

min
θg

max
θd
L(D,G) =Ex∼pdata(x)[logDθd(x|c)]+

Ez∼pz(z)[log(1−Dθd(Gθg(z|c)))].
(3.41)

With this structure, CGANs hold the capability to generate data within a predefined
category.

3.2.3.3 Conditional GANs for Emotion Prediction

In contrast to CGAN used for data generation, a CGAN-based framework is pro-
posed to exploit the concept of adversarial training to build a predictive model, where
a predictor (or generator) and a discriminator are conditioned by obtained features
from real recordings. In particular, the discriminator is employed to distinguish the
joint probability distributions of features and their corresponding predictions or real
annotations. In this way, the predictor is guided to modify the original predictions
to achieve better performance.

The framework of the proposed conditional adversarial training is illustrated
in Figure 3.12 (adapted from [86]). Whereas the structure is analogue to any CGAN
with the presence of two networks, the ultimate goal of this model is to obtain an
accurate pattern estimation from the generator which is guided by the discrimina-
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Figure 3.12: Framework of a conditional GAN framework for prediction: the first
model (NN1) predicts time-continuous labels ŷt from a set of acoustic features xt,
whereas the second model (NN2) infers a binary decision whether the input source
comes from the real data yt or from the first model NN1, given the context xt.

tor. To better demonstrate the proposed algorithm, hereinafter, the generator is
presented by NN1 and the discriminator by NN2.

For this purpose, the algorithm of CGAN is modified. Specifically, let us ignore
the prior random noise, and consider the features as the conditional information,
i. e.,

c← x, (3.42)

and the predicted emotional values as the generated data, i. e.,

G(z|c)← ŷ. (3.43)

The first network (NN1) is thus derived into a ‘conventional-like’ recognition model,
and learns the conditional distribution P (yt|xt) given sequential features xt and
their labels yt. Nevertheless, the major difference is that the NN1 is optimised not
only through its own prediction error, but also with the aid of adversarial feedback
from the second network NN2.

For NN2, similar to CGAN, the generated one-dimensional predictions (ŷt) or the
true labels (yt) are extended with the auxiliary information (i. e., the original feature
vectors, xt) to obtain a joint representation, i. e., [xt, ŷt] or [xt, yt], and then employed
as the inputs of NN2. The network learns to identify whether the joint representation
comes from the generation of the first network (False) or from the original labels
(True). Therefore, NN2 is trained to distinguish the joint probability distributions
for features and their corresponding ‘predicted’ (false) labels, i. e., Pg(xt, ŷt), or ‘real’
labels, i. e., Pr(xt, yt).

More concretely, NN1 can be optimised by

LNN1 = E(|G(xt)− yt|2) + λ · E(log(D(G(xt),xt))), (3.44)

where the first item indicates the MSE between the prediction and the label, and λ
denotes a hyperparameter that controls the contribution of the adversarial informa-
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tion from NN2, which can be optimised by

LNN2 = E(log(D(yt,xt))) + E(log(1−D(G(xt),xt))). (3.45)

In this manner, intuitively, NN1 is optimised to generate predictions as close as
possible to the labels, while fooling NN2 when fed with joint distributions composed
of predictions from NN1 and original acoustic features.

3.2.3.4 Optimising with Wasserstein Distance

Traditional generative modelling approaches rely on maximising the likelihood, or
equivalently minimising the Kullback-Leibler (KL) divergence between the realistic
data distribution Pr and the generated data distribution Pg [72]. One major is-
sue this approach suffers is the vanishing gradient problem as demonstrated in [6],
because the discriminator with the infinite ability to separate real from generated
samples will lead to a constant Jensen-Shannon (JS) divergence between Pr and Pg
when their supports have no or negligible overlap [6]. This results in an impossibility
to update the generator accordingly, as the discriminator is quickly trained towards
its optimality [6].

In this light, a Wasserstein (also known as Earth-Mover) distance was proposed
most recently [7], so that the JS distance problem in the classic GAN can be solved
by showing that the Wasserstein distance is continuous and differential almost ev-
erywhere. Motivated by this work, the NN2 training strategy can further be updated
by maximising

LNN2 = E[D(xt)]− E[D(G(xt))], (3.46)

and the NN1 training strategy by minimising

LNN1 = E(|G(xt)− yt|2) + λ · E[D(G(xt))]. (3.47)

In addition, a weight clipping is further applied to the NN2 as follows

wNN2 ← clip by value(wNN2 ,−0.01, 0.01), (3.48)

in order to improve the stability of the training process, as suggested in [7].

3.3 From Isolated to Continual Learning

Though great progress has been achieved when training models with the aforemen-
tioned approaches, all the obtained models are still task-specific. For instance, these
tasks might include but are not limit to, recognising six or eight discrete emotion
categories from English speech, or predicting continuous arousal from facial images
of German children. Hence, the number of models will be expanding when need-
ing to learn more tasks. That, however, is somewhat pragmatically unfeasible to
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be implemented in real-life intelligent systems due to the limited computational re-
sources and great complexity. Lifelong learning, also known as continual learning,
has approached this issue, by learning a series of tasks in a sequence with one model.
In other words, it empowers machines with the capability of continually acquiring
and transferring knowledge and skills throughout their lifespan, just like human
beings. As a result, concepts and their relationships learnt in the past can help a
machine understand and learn about a future task better, because knowledge can
be transferred and shared across various tasks [31, 147].

In the following, the definition and goals of lifelong learning will first be intro-
duced in Section 3.3.1. Then, a typical lifelong learning paradigm is presented will
be presented in Section 3.3.2. After that, the procedures of how to construct and
train a continual emotion recognition model are elaborated in detail in Section 3.3.3.

3.3.1 Lifelong Learning and Catastrophic Forgetting

Lifelong learning was first defined in [193] as a learning algorithm applied in a lifelong
context, where a series of tasks can be learnt sequentially instead of in isolation, so
that knowledge can be transferred across these tasks. In particular, like humans,
knowledge obtained in previous learning tasks should be retained for future use.

Lately, the concept of lifelong learning was defined in [31] as follows. Given a
stream of n tasks {T1, T2, ..., Tn} already learnt by a model, a knowledge base B
can be obtained where all previously learnt knowledge is maintained. Note that,
these tasks can be of different types and from different domains [31]. Then, when
a new task Tn+1 comes, the objectives of lifelong learning are mainly twofold: on
the one hand, the existing knowledge in B should be leveraged to help optimise
the performance of the new task Tn+1; on the other hand, the knowledge obtained
from Tn+1 should be integrated into B by updating it without causing a forgetting
of prior knowledge of all past tasks.

From the above description, it could be noticed that the knowledge base B plays
a crucial role throughout the whole learning process. This, to some extent, can
gain insight from human learning mechanisms. We, as human beings, could learn
better, easier, and faster, when we have more knowledge obtained on our previous
life experiences [31]. Therefore, following the line of human intelligence, the crux of
learning in a lifelong manner is to endow the system the capability of performing
human-like knowledge-based learning.

However, in the context of deep learning, the catastrophic forgetting issue asso-
ciated with the knowledge base B is considerably severe in most network systems.
That is, when training a deep learning system (trained on some other task already)
for a new task, the new learning process tends to interfere catastrophically with
the previous learning. As a consequence, the performance of the system will be
degraded heavily for past tasks, which is in contrast to the human brains and hu-
man learning systems [132]. To address this issue, in recent years, a number of
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lifelong learning techniques have been proposed and studied in the deep learning
community, generally falling into three categories: dynamic architecture-based ap-
proaches, memory-based ones, and regularisation-based ones. For more details of
various lifelong learning strategies, please refer to [31, 147].

3.3.2 Elastic Weight Consolidation

In this study, a regularisation-based lifelong learning approach called Elastic Weight
Consolidation (EWC), which tackles the catastrophic forgetting problem by regu-
larising the parameters in a network, is chosen for the first attempt. The approach
was first proposed by Kirkpatrick et al. [111] in 2017. Recently, it has been success-
fully investigated in several domains and applications [32, 192]. In addition, it has
been derived into several relevant variants being investigated, such as EWC++ [28],
online EWC [181], and R-EWC [121].

The idea of EWC is motivated by a consolidation process of human memory,
which is known as synaptic consolidation or synaptic maintenance. This process
enables us to consolidate previous memories within the related synapses to handle
long-term memory tasks by reducing the plasticity of these synapses, and thus, these
previously consolidated memories will not be altered by a future memory [35].

Similarly, in EWC, the plasticity of the task-relevant parameters (like the
synapses in nervous systems) in a previously learnt model can be altered accord-
ingly, to avoid changing significantly on these parameters when a future unseen
task arrives. Especially, this is achieved by regularising the learning process with a
quadratic penalty on the difference between the parameters for the prior and current
tasks, the process of which is detailed in the following paragraphs.

In general, as aforementioned, given a prior optimised configuration of parame-
ters θ∗1:n−1 for the past n− 1 tasks, the objective of a lifelong learner is to learn an
updated set θ∗1:n for a new task Tn. Note that, the trainable parameters in a neural
network consist of weights as well as biases. In the following, an example when
n = 2 is illustrated for an easy understanding, but EWC works when n > 2 as well.
In this case, two datasets D1 = (X1,Y1) and D2 = (X2,Y2) are applied for the two
tasks T1 and T2, respectively, with samples x ∈ X and their corresponding labels
y ∈ Y . Additionally, the sets of parameters Θ∗1 and Θ∗2 denote the configurations
that deliver low loss (i. e., high performance) for θ1 and θ2, where θ1 and θ2 represent
the parameters of T1 and T2, respectively.

In a conventional learning system where T1 and T2 are trained independently,
our target is to find two configurations that meet the following criteria:

θ∗1 ∈ Θ∗1 or θ∗2 ∈ Θ∗2, (3.49)

where θ∗1 and θ∗2 denote the configurations of θ that result in a good performance
for T1 and T2, respectively.
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Figure 3.13: Illustration of Elastic Weight Consolidation (EWC)

Nevertheless, in EWC, as T2 is learnt after T1, the optimisation of θ2 is distin-
guished from that in Equation (3.49), and can be given as follows:

θ∗2 ∈ Θ∗1 ∩Θ∗2, (3.50)

where θ2 is optimised with a constraint to stay in a low-error region of T1 centred
around θ∗1. In this manner, a good configuration θ2 should lie in the intersection of
the low-error regions of T1 and T2 to prevent forgetting T1, as depicted in Figure 3.13.

Mathematically, when considering the learning process from a probabilistic per-
spective, the relevance of the trainable parameters θ with respect to all the training
data (i. e., D = D1 ∪ D2) can be modelled as the posterior probability distribution
p(θ|D). Then, the logarithm value of it can be decomposed by the Bayes’ theorem:

log p(θ|D) = log p(D|θ) + log p(θ)− log p(D). (3.51)

Then, when splitting D into D1 and D2 and employing them one after the other,
the above equation can be written as:

log p(θ|D) = log p(D2|D1, θ) + log p(θ|D1)

− log p(D1|D2),
(3.52)

where D1 denotes the data for the prior task T1, while D2 is for the current task T2.
Furthermore, let us assume that D1 and D2 are independent. In this circum-

stance, Equation (3.52) can be reformulated as

log p(θ|D) = log p(D2|θ) + log p(θ|D1)− log p(D1), (3.53)

where the posterior probability term log p(θ|D1) contains all the knowledge related
to T1. Hence, when implementing EWC, the aim is to get information about the
parameter importance from log p(θ|D1), and then take this information into account
in the succeeding learning to prevent or at least mitigate the forgetting. Unfortu-
nately, this posterior is intractable. To handle this issue, Laplace approximation is
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employed to approximate it as a Gaussian distribution with mean given by θ and a
diagonal precision by the diagonal of the Fisher information matrix F as

Fi = ED1

[
∂2 log p(D1|θ)

∂θ2i

] ∣∣∣∣
θ=θ∗1

, (3.54)

where i denotes the index of values on the diagonal of the matrix F . Fi then can be
exploited to estimate the importance degree of each parameter to T1. For instance, a
great value of Fi indicates a high importance degree, and thus implies that it should
not be changed much so that the performance of prior tasks can be maintained.

As a consequence, when training the network for T2 after T1, a penalty term with
respect to T1 is added to the objective function as

L′(θ) = L(θ) +
1

2
λ ·
∑
i

Fi(θi − θ∗1,i)2, (3.55)

where L′(θ) represents the new loss function in EWC, and L(θ) is the loss for T2
only. In addition, λ is a pre-defined hyperparameter to regulate how important the
past tasks are compared to the current one, and i is the index of each trainable
parameter.

In summary, when learning for a new task, EWC penalises large changes to the
most relevant parameters with respect to past tasks and suggests updating param-
eters for the new task mainly along with directions with low Fisher information. In
our case, this training strategy enables T2 to be learnt without suffering catastrophic
forgetting of T1.

3.3.3 Continual Emotion Recognition

As discussed in Section 3.3.2, aiming at addressing catastrophic forgetting, a network
can be learnt with the assistance of EWC, in which the importance of parameters
with respect to prior tasks is exploited to selectively adjust the plasticity of param-
eters when a new task is given.

Although several studies investigate this learning approach and its variants as
aforementioned, it is believed that this is the first attempt to explore it in the
field of audiovisual affective computing. In particular, in this work, cross-cultural
emotion recognition is taken as a paradigm to investigate its effectiveness. Being
an active research area in affective computing nowadays, the main goal of cross-
cultural emotion recognition is to establish a compatible framework to handle the
discrepancy across multiple cultures.

In this case, a neural network will be learnt to estimate emotion patterns, via
learning sequentially from a series of databases {Dn} with n = 1, 2, ..., N , each
consisting of plenty of emotional instances from one specific culture. After training
on one database for the current culture Tn, the Fisher information can be estimated
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Algorithm 2: The training process of EWC-based continual cross-cultural
emotion recognition.

Initialise:
N : the total number of databases;
n: index to indicate the n-th database;
Dn = (Xn,Yn): the n-th database;
θ: parameters of the model;
θ0: initialised parameters of θ;

1 for n = 1, ..., N do
2 if n=1 then
3 optimise θ via minimising a conventional loss;
4 else
5 compute the Fisher Information for the prior Dn−1;
6 save the prior configuration θ∗n−1;
7 optimise θ via minimising an EWC-based loss function;

8 end
9 θ ← θ∗n;

10 end

as given in Equation (3.54), and in the meanwhile, the best configuration of θ∗n is
kept for future usage. Then, when given a new database of another culture Tn+1,
the network will be optimised using Equation (3.55). These procedures can be
performed repeatedly until all N cultures have been used for training the network.
The pseudo-code describing these procedures is also presented in Algorithm 2.

The expectation of the approach is that after training the N -th culture, the
performance of all prior N − 1 tasks is not heavily degraded.

3.4 Synchronisation Behaviour Analysis Based on

Autoencoders

Research in psychology has shown that people unconsciously mimic their counterpart
in social interaction, which can be operationalised in varying ways including mimic
posture, facial expressions, mannerisms, and other verbal and nonverbal expres-
sions [27]. Moreover, the automatic detection of temporal mimicry behaviour can
serve as a powerful indicator of social interaction, e. g., cooperativeness, courtship,
empathy, rapport, and social judgement [77].

The previous works focus on automatically detecting mimicry behaviours partic-
ularly from head nod and smile, i. e., visual cues[17, 189]. In this present study, let us
focus on the acoustic side, given that in social interaction, people mimic others not
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only by body language, but also in their speech. To the best of our knowledge, this is
the first time the identical behaviour is analysed from speech over different cultures
in empirical research, though previous works exist where similar topics have been
studied in theory [22]. As there are limited related works into this specific topic,
low-level descriptors (LLDs) were first explored, such as log-energy, and pitch, and
measured the similarities over each conversation turn. However, no obvious trend
in these descriptors was found.

Thus, an autoencoder-based framework is proposed to harness the power of ma-
chine learning, and has been implemented by the author and her colleagues in [82].
Specifically, for each interaction, two autoencoders (AEs) are trained on the speech
from two subjects A and B, respectively. Then, once the training procedure is done,
the data are exchanged and fed into the two autoencoders again, i. e., A is evalu-
ated on the AE trained by data from B while B is evaluated on the AE trained by
data from A. This goes under the hypothesis that, when a subject tends to behave
similarly to her counterpart, the reconstructed features from the AE trained with
her counterpart’s data should have a decreasing error along the time.

3.4.1 Introduction of Synchronisation Behaviour

Synchronisation behaviour, also known as mimicry behaviour, can be categorised
into two different groups: emotional mimicry and motor mimicry [96]. The first
describes mimicry in the underlying affective state, such as happiness or sadness,
whereas the latter considers only the imitation of physical expressions, e. g., raising
an eye-brow or nodding the head. As can be expected, motor mimicry is much easier
to detect than emotional mimicry, given that physical expressions can be classified
quite objectively by a human observer and also by automated tools. In the late
1970s, Friesen and Ekman proposed the ‘Facial Action Coding System’ [66] based on
so-called facial action units (FAUs). FAUs describe 44 different activations of facial
muscles, resulting in a certain facial expression, e. g., ‘raising eye brow’, ‘wrinkling
nose’, or ‘opening mouth’. However, several FAUs can be combined and be active
at the same time. Ekman and Friesen have also shown that, there is a strong
relationship between FAUs and affective states [55] and that those relationships are
largely universal despite there are some differences between cultures [53]. FAUs
and head movements can be robustly recognised with state-of-the-art tools, such as
OpenFace [11].

Motor mimicry is a means of persuasion in human-to-human interaction, by
conforming to the other’s opinions and behaviour [96]. Humans are susceptible to
mimic behaviours through both the audio and the visual domain [149]. Although
mimicry is usually found in interactions both when subjects disagree with each other
and when they do not, there are more mimicry interactions where people agree [189].
Moreover, it has been shown that there is usually a tendency to adopt gestures,
postures, and behaviour of the chat partner during the conversation [27, 43].
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From the methodological point of view, for the automatic detection of be-
havioural mimicry, a temporal regression model has been proposed to predict audio-
visual features of the chat partner using a deep recurrent neural network [17]. An
ensemble of models has been trained for each class (mimicry / non-mimicry) and
the ensemble providing the lowest reconstruction error determined the class. Mel-
frequency cepstral coefficients have been employed as acoustic features and facial
landmarks as visual features.

Compared to motor mimicry, emotional mimicry has been studied much less.
However, it has been found that the tendency to mimic others’ behaviour is much
less valid from the emotional perspective [97]. The extent of emotional mimicry
highly depends on the social context, and the emotional mimicry is not present if
people do not like each other or each other’s opinion. Scissors et al. found out the
same conclusion when analysing linguistic behaviours [182]. They observed that in
a text-based chat system, within-chat mimicry (i. e., repetition of words or phrases)
was much higher in chats where subjects trusted each other than in chats with a low
level of trust [182]. Furthermore, it was found that linguistic mimicry has a positive
effect on the outcome of negotiations [190].

3.4.2 Autoencoder-based Synchronisation Behaviour Anal-
ysis

To analyse the interpersonal sentiment and investigate the temporal behaviour pat-
terns from speech, the 130 frame-level features within the same recordings are first
standardised (zero mean and unit standard deviation) to minimise the differences
between different recording conditions. This procedure makes the values of the ex-
tracted LLDs into suitable ranges, as the inputs and targets of an AE. After that,
the whole LLD sequences of each recording can be divided into two groups, each
including features from one subject in a pairwise chat interaction.

Following the aforementioned separation process, features from one subject can
be utilised to train an AE, and features from the other subject in the same recording
are then fed into the trained AE for testing. Furthermore, once all features for testing
have been reconstructed with the AE, the root-mean-squared errors (RMSEs) of the
reconstructed features over time were computed and examined how and to which
extent the RMSE varies along time. Consequently, for each recording, two AEs are
learnt based on the two subjects involved in the recording, resulting in two one-
dimensional RMSE sequences calculated between the input and the output feature
sequences during the testing step.
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Experimental Evaluations

In this chapter, comprehensive experiments for automatic audiovisual emotion recog-
nition are carried out, to verify the effectiveness and reliability of the presented
methods in Chapter 3. More specifically, in this chapter, three emotional databases
are first described in Section 4.1. Then, general experimental setups are presented
in Section 4.2, including the applied acoustic feature sets as well as related perfor-
mance measures. Afterwards, the following sections from Section 4.3 to Section 4.9
elaborate empirical performance evaluations and result discussions for each of the
proposed learning algorithms.

4.1 Spontaneous and Multimodal Emotional

Databases

Before discussing the experimental settings to evaluate the proposed algorithms,
the following subsections briefly summarise the three audiovisual emotion databases
which are utilised for the performance evaluation throughout the thesis. Note
that, all these databases are publicly available for research purpose. Specifi-
cally, in Section 4.1.1 a standard database RECOLA in French is first introduced.
Then, Section 4.1.2 describes another multi-cultural emotion database SEWA. These
two databases are widely used for continues emotion regression. Finally, another
database that is mainly designed for emotion classification tasks is presented, i. e.,
OMG-Emotion in Section 4.1.3.

4.1.1 RECOLA Database

RECOLA, short for REmote COLlaborative and Affective interactions, was devel-
oped by Ringeval et al. [164]. This multimodal database is widely used for audiovi-
sual dimensional emotion estimation, and it is also a standard database which was
previously used in a series of AVEC challenges since 2015 [163].
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Table 4.1: Three partitions of the RECOLA database

# train development test

female 6 5 5
male 3 4 4

French 6 7 7
Italian 2 1 2
German 1 1 0

age µ (σ) 21.2 (1.9) 21.8 (2.5) 21.2 (1.9)

RECOLA, was created to study socio-affective behaviours from multimodal data
in the context of remote collaborative tasks [164]. More specifically, it consists of
spontaneous and natural interactions from 46 French-speaking subjects involved in a
dyadic collaborative task, and 27 of these subjects signed the consent forms to make
their multimodal data accessible for research purpose. In each interaction, mul-
timodal signals including audio, video, and peripheral physiology recordings such
as ECG and Electro-Dermal Activity (EDA) were recorded continuously and syn-
chronously over time. In this thesis, however, only audio and video recordings are
utilised for the main focus of the present study.

It is worth to mention that, these subjects have different mother tongues, i.e.,
French, Italian, and German, which provides further diversity in the encoding of
affect. In order to ensure speaker-independence, the corpus was equally divided
into three partitions, i.e., training, development (validation), and test, with each
partition containing nine unique recordings, by approximately balancing the gender,
age, and mother tongue of the participants (cf. Table 4.1).

In addition, to obtain the annotations, time- and value-continuous dimensional
affect ratings in terms of arousal and valence were performed by six annotators.
Thereafter, these obtained annotations were resampled with a constant frame rate
of 40 ms to align with the frame rate of the recordings. The obtained labels were
then resampled at a constant frame rate of 40 ms, and averaged over all raters by
considering the inter-evaluator agreement, to provide a ‘gold standard’ [164].

4.1.2 SEWA Database

After introducing the RECOLA database, in the following, I briefly introduce an-
other audiovisual database for continuous emotion recognition, i. e., the SEWA
database [112]. This corpus was collected within the Automatic Sentiment Analysis
in the Wild project1. In the database, a total of 197 conversations have been recorded

1https://sewaproject.eu/
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Table 4.2: SEWA corpus: Number of conversations and subjects and total duration
in minutes for each culture.

index culture # conversations # subjects total duration (min)

C1 Chinese 35 70 101
C2 Hungarian 33 66 67
C3 German 32 64 89
C4 British 33 66 94
C5 Serbian 36 72 98
C6 Greek 28 56 81

Sum 197 394 530

Figure 4.1: Screen-shot taken from one example recording with two subjects in the
SEWA database [91].

from subjects of six different cultures (Chinese, Hungarian, German, British, Ser-
bian, and Greek). Table 4.2 demonstrate a summary of the SEWA database. Specifi-
cally, each conversation lasted up to 3 minutes, and in each conversation two subjects
from the same culture had a remote discussion talking about an advertisement they
had watched beforehand on the web platform. Figure 4.1 depicts a screen-shot of
one example of such a conversation.

It is noteworthy that, in SEWA, all conversations were recorded in an ‘in-the-
wild setting’, i. e., using the subjects’ personal desktop computers or notebooks
and recording them either at their homes or in their offices. The chat partners
always knew each other beforehand (either family, friends, or colleagues) and were
balanced w. r. t. gender constellations (female-male, female-female, male-male) [112].
As a result, subjects with an age ranging from 18 to older than 60 are included in
the database. The dialogues had to be held in the native language of the chat
partners, but there were no restrictions concerning the exact aspects to be discussed
during their chat about the advertisement [112]. Moreover, in these conversations,
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a large variety of emotions and levels of agreement/disagreement or rapport were
observed [112].

These aforementioned conversations were recorded at a video sampling rate be-
tween 20 and 30 fps and an audio sampling rate of either 44.1 or 48.0 KHz, depend-
ing on the recording devices used by the subjects. In particular, for all six cul-
tures, continuous annotations were conducted first in German. That is, similar as in
RECOLA, continuous dimensional affect ratings in terms of arousal and valence were
performed by six German-speaking annotators for all 64 German recordings. The
obtained annotations were then resampled at a constant frame rate of 100 ms, and
the ‘gold standard’ was created with the Evaluator Weighted Estimator (EWE) [75]
algorithm based on the resampled annotations.

Consequently, these annotated German video-chat recordings in the SEWA
dataset has been applied as an official benchmark database in the series of AVEC
challenges since 2017 [162]. In particular, the 64 recordings were divided into three
speaker-independence partitions, i. e., 34 recordings for the training set, 14 for the
development, and the rest 16 for the test sets. This leads to 55 072, 22 307, and
27 597 annotated frames in the training, development, and test sets, respectively,
and becomes the testbed to evaluate some of the approaches proposed in the the-
sis. Furthermore, the dataset is available to researchers for non-commercial use via
https://db.sewaproject.eu. Along with the audiovisual episodes and the annota-
tions, hand-crafted acoustic and visual features are provided as well.

4.1.3 OMG-Emotion Database

The last database introduced in this session is the OMG-Emotion corpus, short for
the One-Minute Gradual-Emotional Behavior dataset, which is created by categori-
cal emotion recognition and utilised as a benchmark database in the OMG challenge
in 2018 [13].

This dataset consists of 567 emotional monologue videos collected from Youtube,
with an average length of one minute. These videos were then divided into utterance-
level clips, and annotated by at least five annotators [13] via the Amazon Mechanical
Turk platform. For annotation, seven categorical emotions were considered, i. e.,
anger, fear, disgust, happiness, sadness, surprise, and neutral. Majority voting was
then applied to compute the ‘gold standard’ based on all annotations of the same
utterance. Moreover, the dataset was split into training, development, and test sets,
resulting in 2 440, 617, and 2 229 segments for each partition, respectively. Note
that, in this thesis, performances will be reported only on the development set, as
labels of the test set are not yet accessible.

For more details of the OMG-Emotion database and the series of OMG chal-
lenges, the reader is referred to [13].
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4.2 Experimental Setup

In this section, typical experimental setups are provided. In detail, various audio
and visual feature sets adopted within the thesis are introduced Section 4.2.1, re-
spectively. Moreover, at the end of this session, performance measures to evaluate
the emotion recognition performance of different models are given in Section 4.2.2.

4.2.1 Audiovisual Features

This subsection provides a general description of the audio and visual features
employed in the studies within the scope of this thesis.

Acoustic Features
When predicting emotional states from the audio data, acoustic features should
first be extracted from the raw audio recordings. In general, acoustic features can
be categorised into two distinct groups, i. e., Low-Level Descriptors (LLDs) per
frame and super-segment-level functionals. Especially, LLDs are normally derived
from quite short-term frames based on short-time analysis, while super-segment-
level functionals attempt to model long-term patterns by applying functionals (e. g.,
extremes, means, ranges, and percentiles) over LLDs of multiple successive frames.
In the following subsections, detailed descriptions of the selected acoustic feature
sets used in this thesis will be presented.

First, frame-level MFCCs has been exploited in a wide range of speech-related or
audio-related applications, such as automatic speech recognition and acoustic scene
detection. Besides, MFCCs are also common in speech emotion recognition. In
this context, the open-source openSMILE [61] was used to generate 13 LLDs, i. e.,
MFCCs 0-12 and logarithmic energy, with a frame window size of 25 ms at a step
size of 10 ms.

In addition to MFCCs, other acoustic features can also be taken into consider-
ation to contribute to the prediction process. In this circumstance, the established
65 LLDs set from the INTERSPEECH 2013 Computational Paralinguistic Chal-
lengeE (ComParE) [179], which were extracted with a frame window size of 20 ms
or 60 ms (for different LLDs) at a step size of 10 ms. The ComParE LLD set
consists of spectral (relative spectra auditory bands 1-26, spectral energy, spectral
slope, spectral sharpness, spectral centroid, etc.), cepstral (Mel frequency cepstral
coefficient 1-14), prosodic (loudness, root mean square energy, zero-crossing rate, F0

via subharmonic summation, etc.), and voice quality (probability of voicing, jitter,
shimmer and harmonics-to-noise ratio). In addition, the first-order derivatives (as
known as deltas) can also be computed, resulting in a total of 130 LLDs for each
frame. For more details about these LLDs, please refer to [179].

Other than MFCC and ComParE 2013 feature sets, the third LLD-based acoustic
feature set related to the present work is based on a minimalistic expert-knowledge
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based feature set, i. e., eGeMAPS [59]. Different from large-scale sets such as Com-
ParE, its main goal is to reduce the risk of over-fitting during training. As a
consequence, it contains only 23 LLDs, including but not limited to energy, spec-
tral, cepstral, and voice quality information. Particularly, these LLDs were selected
with respect to their capability to describe affective physiological changes in voice
production. For more details about these LLDs, please refer to [59].

In contrast to these frame-level LLD-based feature sets where only short-term
information is captured, functionals can further be applied to these LLDs to gen-
erate super-segment-level features. This is mainly due to the reason that statistic
functionals can extract long-term patterns of emotional cues. For this reason, the
most frequently used functionals are the arithmetic mean and the coefficient of vari-
ance. For instance, when computing means and variances over the sequential 13
LLDs within a window, it leads to 26 functional-level features.

Also, more other functionals can be applied to LLDs, such as extremes, means,
moments, percentiles, peaks, temporal variables [61], resulting in more high-level
features. This yields to the large ComParE 2013 standard feature set with 6373
features and the compact eGeMAPS feature set with 88 features, which will be
investigated for different approaches accordingly. These feature sets were selected
and explored in this research, mainly because that, they have been successfully and
widely applied to and shown great performance in emotion recognition [227, 198].

Apart from LLDs and functionals, another type of super-segmental-level feature
set, i. e., the Bag-of-Audio-Words (BoAW)features, can be computed with the help
of the open-source toolkit openXBOW [171] based on the aforementioned LLDs.
For a detailed description of the BoAW feature generation process, the reader is
referred to Section 3.1.2.1.

Visual Features
To model facial emotional expressions, various types of visual features were taken
into account in the thesis, i. e., facial landmarks, appearance-based features,
geometric-based features, and deep learnt features. In the following, each feature
type will be introduced.

First, to obtain the visual features, locations of 49-point facial landmark can be
detected and used per frame, in line with the work described in [185]. The detected
face regions consist of the left and right eyebrows (five points respectively), the left
and right eyes (six points respectively), the nose (nine points), the inner mouth
(six points), and the outer mouth (twelve points). Further, to reduce the variance
of these landmark points, these points were normalised before being fed into the
proposed models.

Second, the appearance-based visual features can be retrieved via the Local Ga-
bor Binary Patterns from Three Orthogonal Planes (LGBP-TOP) algorithm [5], by
splitting video recordings into spatio-temporal video volumes. In detail, each slice of
the video was first convolved with a bank of 2D Gabor filters, and then divided into
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blocks of different sizes. Thereafter, the Local Binary Pattern (LBP) operator was
performed to each block, and then the LBP histograms from all blocks were con-
catenated to build appearance vectors. Last, a feature reduction was carried out by
applying Principal Component Analysis (PCA). With this manner, the appearance
vectors were projected into a lower-dimensional subspace to yield a compact but
informative representation, resulting in fewer features per frame. For more details
of the feature extraction process, please refer to [5].

Third, the geometric-based feature set was based on the 49 facial landmarks
aforementioned. Specifically, after detecting these landmark locations, as features
for each frame, 316 features were computed. Specifically, 196 features were obtained
by calculating the difference between the coordinates of the aligned landmarks and
those from the mean shape and between the aligned landmark locations in the
previous and the current frame. Next, 71 features were computed by calculating
the Euclidean distances (L2-norm) and the angles (in radians) between the points
in three different groups. Then, another 49 features were reaped by computing the
Euclidean distance between the median of the stable landmarks and each aligned
landmark in a video frame. For more details on the feature extraction process, the
reader is referred to [198].

It should be noted that a facial activity detector was used in conjunction with
these video feature extraction procedures, and thus facial features were not extracted
for the frames where no face was detected. As an alternative, the obtained sequential
feature sets were interpolated by a piece-wise cubic Hermite polynomial to deal with
the missing frames [198].

Moreover, similar to the super-segment-level acoustic features, functionals (the
arithmetic mean and the coefficient of variance) or Bag-of-Video-Words (BoVW)
can be computed over the sequential frame-level visual features within a fixed-length
window, to deliver long-term representations for further processing.

Apart from the prior hand-crafted visual feature sets, a deep-model-based feature
set was employed in some experiments, for a better comparison with other prior
studies. In particular, a multi-task cascaded CNN [226] was first proposed for face
detection and alignment on each frame. After that, frame-level intermediate deep
representations of size 4 096 were extracted from the “fc-7” layer of the VGG-Face
model [148], which was pre-trained on a large number of facial images. Lastly,
average pooling was conducted on all frames of the same clip to deliver the final
utterance-level visual representations.

4.2.2 Performance Measures

To evaluate the performance of the proposed approaches for emotion recognition,
a number of measures have been proposed and utilised. In the following, a brief
introduction of four frequently-used measures in the present work will be given.
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Typically, these measures can be divided into two groups, two for classification
tasks and another two for regression tasks.

Specifically, for emotion classification, the most frequently-used measurement
is Unweighted Average Recall (UAR). For a given model, aiming at evaluating its
general performance over all classes, UAR emphasises the average accuracy over all
classes and can be computed as the sum of class-wise recall divided by the number
of classes:

UAR =

∑k
i=1 recalli
k

, (4.1)

where i denotes the i-th class of all k classes, and recalli represents the ratio of
samples that are predicted as the i-th class correctly over all samples that are labelled
as the i-th class. Hence, a higher UAR indicates a better performance.

Besides of UAR, another measure for emotion classification tasks used in the
present work is F1 Score (also known as F-score or F-measure). Generally, the F1
score is the harmonic mean of precision and recall:

F1 = 2 · precision · recall
precision+ recall

, (4.2)

where precision is the number of samples that are predicted correctly divided by
the number of all samples that are predicted as this class, while recall is calculated
as the number of samples that are predicted correctly over the number of samples
annotated as this class. Therefore, the best model can achieve an F1 score of 1 while
the worst F1 score gets down to 0.

Having introduced the two performance measures for emotion classification, now
let us move to the first frequently-used measure for emotion regression, i. e., Concor-
dance Correlation Coefficient (CCC). In an emotion regression task, CCC measures
the agreement between the gold standard and the predictions. Nowadays it is a
standard evaluation metrics for time- and value-continuous emotion prediction, and
exploited in several challenges such as AVEC and OMG-Emotion challenges [162, 13].
Mathematically, given two time series x and y, the CCC is calculated as follows:

CCC =
2ρσxσy

σ2
x + σ2

y + (µx − µy)2
, (4.3)

where ρ is the Pearson’s Correlation Coefficient (PCC) between two time series (e.g.,
prediction and gold-standard); µx and µy are the means of each time series; and σ2

x

and σ2
y are the corresponding variances. In contrast to the PCC, CCC takes not

only the linear correlation, but also the bias between the two temporal series, i.e.,
(µx−µy)2, into account. Hence, the value of CCC is within the range of [−1, 1], where
±1 represents perfect concordance and discordance while 0 means no correlation.
In other words, a higher CCC demonstrates a better performance of an evaluated
model.
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In addition to the aforementioned CCC, another common measure to evaluate
emotion regression models is Root Mean Square Error (RMSE). Formally, when
denoting the gold standard and its correspond prediction as yt and ŷt at time t,
respectively, the RMSE over the whole sequence period of T can be computed as
follows:

RMSE =

√√√√ 1

T

T∑
t=1

||ŷt − yt||2. (4.4)

As a consequence, a lower RMSE value indicates a better performance.
Finally, before moving to the next session for the experimental evaluation and

results analysis with respect to each method separately, it is worthwhile to mention
that, to further access the significance level of performance improvement, a statistical
evaluation was carried out over the whole predictions between the proposed modal
and the corresponding baseline models or other benchmark methods, by means of
Fisher’s r-to-z transformation [36]. Unless stated otherwise, a p value less than .05
indicates significance.

4.3 Emotion Prediction with Deep Crossmodal

Latent Representations

In this section, the focus is to evaluate the crossmodal training approach proposed
in Section 3.1.1 which aims at improving mono-modal emotion recognition via cross-
modal emotion embedding. To this end, extensive experiments are carried out on
two multimodal emotional datasets for two tasks, respectively. Specifically, the
RECOLA dataset (cf. Section 4.1.1) was chosen for dimensional emotion regression,
whereas the OMG-Emotion dataset (cf. Section 4.1.3) was selected for categorical
emotion classification.

4.3.1 Experimental Evaluation

For the RECOLA dataset, the eGeMAPS set of 88 acoustic features were extracted.
Meanwhile, as to the visual features, both the appearance-based and geometric-
based features were employed. Next, for the OMG-Emotion corpus, the eGeMAPS
feature set and VGG-Face-based deep visual features were utilised as acoustic and
visual descriptors, respectively. For a detailed description of the feature sets, the
reader is referred to Section 4.2.1.

Moreover, the proposed EmoBed networks were implemented with GRU-RNNs.
In particular, for the RECOLA experiments, the number of hidden layers for the
modality-specific subnetworks (i. e., for audio and video) and the modality-shared
subnetwork were set to be two, respectively. Each hidden layer has 120 hidden nodes.
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To train the network, the Adam optimisation algorithm was applied with an initial
learning rate of 0.001. In addition, an L2 regularisation term with a weight decay
of 10−4 was employed, to improve the model generality. Furthermore, to facilitate
the training process, the mini-batch size was set to be four. Also note that, an
online standardisation was always applied to the input data by using the means and
variations of the training set.

For the OMG-Emotion experiments, the network and the training hyperparam-
eters were kept in line with the RECOLA experiments, but only one hidden layer
was implemented as the modality-specific or the modality-shared subnetworks due
to the limited size of the OMG-Emotion dataset, and the mini-batch size was 64.

When training the network in a crossmodal scenario, the audio and video data
were randomly selected, rather than the aligned data pair across audio and video,
as the mini-batch. The advantage of this method is that it does not require the
synchronous presence of both modalities in the training phase. This means that
one can principally mix the audio-only and video-only databases to complete the
network training process.

Moreover, an annotation delay compensation process was carried out on the
RECOLA dataset to compensate for the temporal delay between the observable
cues, as seen in the recordings, and the corresponding emotion reported by the
annotators [130]. This delay was set to be four seconds as suggested in [100, 170],
by shifting the gold standard back in time with respect to the features for both
arousal and valence. Additionally, the same post-processing chain was carried out
on all predictions as in [198, 170] on RECOLA, consisting of smoothing, centring,
scaling, and time-shifting. All the modification parameters were optimised on the
development set and then applied to the test set.

4.3.2 Performance

For the sake of fair performance comparison, result performance and related analysis
will be reported on the two emotional databases with their corresponding standard
testbeds of the AVEC 2016 [198] and OMG-Emotion challenges 2018 [13].

4.3.2.1 Results on RECOLA

In these experiments, two visual feature sets and one acoustic feature set were taken
into account, as aforementioned in the experimental evaluation section. As a con-
sequence, this leads to two possible feature set combinations, i. e., ‘appearance +
eGeMAPS’ and ‘geometric + eGeMAPS’, as the inputs of the proposed crossmodal
system. Besides, the systems were evaluated on both dimensional arousal and va-
lence regressions as well. Moreover, for the classic monomodal systems, the training
process was on either with only audio or video data. That was achieved by setting
α to be 0.0 in Equation (3.7) and Equation (3.8), respectively.
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Table 4.3: Performance comparison in terms of CCC for the arousal prediction
among the proposed EmoBed systems, related baselines, and other state-of-the-art
systems. These results pertain to the experiments conducted on the development
and test partitions of the RECOLA database. Three feature sets (audio-eGeMAPS
A, video-appearance Vapp, and video-geometric Vgeo) were employed to evaluate all
approaches. The cases where EmoBed systems have a statistical significance of
performance improvement over the classic monomodal systems are marked by the
“∗” symbol.

CCC
A (Vapp) Vapp (A) A (Vgeo) Vgeo (A)

dev test dev test dev test dev test

classic monomodal .766 .605 .512 .411 .766 .605 .499 .399
joint audiovisual training .769 .611 .520 .401 .769 .611 .515 .413
crossmodal triplet training .795 .633 .541 .465 .794 .632 .512 .397
EmoBed .792∗ .644∗ .549∗ .475∗ .793∗ .639∗ .527∗ .417∗

state of the art

SVR [198] .796 .648 .483 .343 .796 .648 .379 .272
Feature selection [95] .800 — .587 — .800 — .173 —
SC+CNN+RNN [19] .846 — .346 — .846 — — —
End-to-end [197] .786 .715 .371 .435 .786 .715 — —
Curriculum learning [123] .687 .591 .417 .343 .687 .591 .394 .267
Strength Modelling .755 .666 .350 .196 .755 .666 — —
DDAT w/ RE .807 .694 .539 .437 .807 .694 .544 .400
DDAT w/ PU .811 .664 .518 .438 .811 .664 .513 .397

Table 4.3 and Table 4.4 present the obtained results for arousal and valence pre-
dictions, respectively. From the two tables, it can be seen that the classic monomodal
systems outperform the challenge benchmarks that used the SVR model [198] in
most cases. One exception is the arousal prediction with audio signals, which prob-
ably attributes to the fact that a fixed network structure, rather than the optimised
one on the arousal prediction, was employed in these experiments. These results fur-
ther confirm that GRU-RNNs hold the powerful capability to capture the long-range
context dependence.

Furthermore, when jointly training with both audio and video data (cf. Sec-
tion 3.1.1.2), one may notice that the corresponding monomodal systems (based on
either audio-eGeMAPS, video-appearance, or video-geometric) can deliver higher
CCCs compared with the classic monomodal systems, in seven out of eight cases for
the arousal prediction and six out of eight cases for the valence prediction, respec-
tively. This observation implies that such a joint training process can somewhat
transfer shared semantic information from other heterogeneous data to the target
modality thanks to the implementations of i) a shared subnetwork and ii) a multi-
task learning framework.
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Table 4.4: Performance comparison in terms of CCC for the valence prediction
among the proposed EmoBed systems, related baselines, and other state-of-the-art
systems. These results pertain to the experiments conducted on the development
and test partitions of the RECOLA database. Three feature sets (audio-eGeMAPS
A, video-appearance Vapp, and video-geometric Vgeo) were employed to evaluate all
approaches. The cases where EmoBed systems have a statistical significance of
performance improvement over the classic monomodal systems are marked by the
“∗” symbol.

CCC
A (Vapp) Vapp (A) A (Vgeo) Vgeo (A)

dev test dev test dev test dev test

classic monomodal .504 .381 .545 .525 .504 .381 .619 .529
joint audiovisual training .505 .393 .546 .511 .513 .395 .622 .527
crossmodal triplet training .515 .404 .564 .517 .512 .405 .636 .517
EmoBed .514∗ .434∗ .564∗ .516 .521∗ .439∗ .645∗ .520

state of the art

SVR [198] .455 .375 .474 .486 .455 .375 .612 .507
Feature selection [95] .398 — .441 — .398 — .441 —
SC+CNN+RNN [19] .450 — .511 — .450 — — —
End-to-end [197] .428 .369 .637 .620 .428 .369 — —
Curriculum learning [123] .159 .174 .446 .419 .159 .174 .300 .269

Moreover, rather than the joint audiovisual training, when performing the triplet
constraint across the audio and video modalities (see Section 3.1.1.3), the obtained
CCCs (results on the third lines of Table 4.3 and Table 4.4) show that the introduced
enhanced monomodal systems again generally offer significant advantages over the
classic monomodal systems in most cases (Fisher r-to-z transformation, p <.05). For
instance, the obtained CCCs on the test set of the audio-based model are boosted
from .605 to .633 and .632 for arousal regression, and from .381 to .404 and .405 for
valence regression, when respectively integrated with video-appearance and video-
geometric feature sets in the training process. This suggests that the implementation
of the triplet constraint is helpful to distil emotional discriminative representations,
not only in a single modality scenario as found in the latent representation learning
approach Section 3.1.1, but also in a cross modalities scenario, which is consistent
with previous findings in a single modality scenario[85].

Finally, when simultaneously performing the crossmodal triplet training as well
as the joint audiovisual training processes, it can be seen that the EmoBed systems
achieve the best performance in most cases, i. e., six out of eight cases for the arousal
regression and five out of eight cases for the valence regression. For example, the
obtained CCCs on the test set of the audio-based model are boosted from .605
to .644 and .639 for arousal regression, and from .381 to .434 and .439 for valence
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Table 4.5: Performance of the proposed EmoBed systems, related baselines, and
other reported systems in terms of F1 on the development set of the OMG-Emotion
dataset. The cases where EmoBed systems have a statistical significance of per-
formance improvement over the classic monomodal systems are marked by the “∗”
symbol.

F1 [%] audio video

classic monomodal 36.5 37.9
joint audiovisual training 40.2 42.1
crossmodal triplet training 40.7 41.0
EmoBed 41.7∗ 43.9∗

other approaches
SVM [13] 33.0 —
RF [13] — 37.0

regression, when respectively integrating with video-appearance and video-geometric
feature sets in the training process. Besides, the best CCCs achieved by the video-
based models reach to .475 and .417 with the appearance and geometric feature sets,
respectively, with absolute CCC increases of .064 and .018 compared with the classic
monomodal systems for arousal regression. Although such an observation cannot be
found for the video-based valence regression models on the test set, this exception
possibly attributes to the distribution mismatch between the development and test
partitions. Therefore, it is concluded that the proposed EmoBed can largely supply
additional knowledge from audio signals to alleviate the shortage of video signals,
and vice verse.

Meanwhile, as presented in Table 4.3 and Table 4.4, the EmoBed systems achieve
comparable or even better performance to other state-of-the-art methods, such as
the winner systems of AVEC 2015 [95] and 2016 [19], end-to-end systems [197], and
curriculum learning systems [123].

4.3.2.2 Results on OMG-Emotion

For experiments on the OMG-Emotion database, seven-class categorical emotion
classification tasks were conducted on audio and visual signals. Table 4.5 presents
the performance of the models in terms of F1 on the development set only, since the
annotations of the test set are not publicly available. From the table, one may see
that on this database, the classic monomodal models outperform the other methods
reported in the literature [13], i. e., Support Vector Machine (SVM) and Random
Forests (RF). More specifically, the classic monomodal models yield higher F1 than
SVM (36.5 % vs 33.0 %) for audio, and than RF (37.9 % vs 37.0 %) for video.
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Additionally, comparing the proposed joint audiovisual training models with
the classic monomodal systems, it is noticed that the former approach outperforms
the latter one by a large margin, i. e., 40.2 % vs 36.5 % for audio and 42.1 % vs
37.9 % for video. These experimental results again indicate that the proposed joint
audiovisual training approach is plausible to promote performances of monomodal
emotion classification. Furthermore, similar results were also obtained when utilising
the triplet training approach to distil the salient representations across multiple
modalities. Nevertheless, the highest F1s are achieved by means of the EmoBed
systems, which deliver 5.2 % and 6.0 % absolute performance gain compared with the
classic monomodal systems when using audio or video signals, respectively. All these
observations further confirm the findings discovered from the RECOLA database.

4.3.2.3 Visualisation of Emotion Embeddings

In the following, the focus is investigating how the proposed crossmodal learning
framework benefit for emotion recognition. For this purpose, the learnt representa-
tions were extracted from the classic monomodal systems and the proposed EmoBed
systems, respectively. Figure 4.2 illustrates the distribution of the learnt represen-
tations on the development set of the RECOLA database by means of t-Distributed
Stochastic Neighbour Embedding (t-SNE). Obviously, it can be seen that with the
classic monomodal systems, the learnt representations can be easily distinguished
into three parts by the modalities they stem from, in either arousal (cf. Figure 4.2
(a)) or valence (cf. Figure 4.2 (c)) prediction. Specifically, the representations
learnt from different modalities almost have no overlap albeit they belong to the
same emotional states. In striking contrast, the representations extracted from
EmoBed systems are visibly clustered together based on their emotional properties
(cf. Figure 4.2 (b) and (d) for arousal and valence, respectively).

Such an observation is even more noticeable on the OMG-Emotion database (cf.
Figure 4.3). Note that, for the sake of simplicity, only two emotional categories,
i. e., happy and sad, are selected for visualisation. Likewise, one can find that the
representations belonging to the same emotional category share almost the same
latent space.

These findings indicate that the representations learnt by the proposed EmoBed
are somewhat invariant to the modalities. By making use of the emotion embedding
space, the emotional representations extracted from audio and video signals are able
to implicitly fuse the knowledge from each other. Thus, the exploitation of mutual
information possibly leads to performance improvement for a monomodal system.

4.3.2.4 Impact of Auxiliary Modalities and Triplet Loss

To demonstrate the importance of learning from auxiliary modalities for the
monomodal emotion recognition system, the impact of weight change with respect
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Figure 4.2: Visualisation of the learnt representations of the development set of
the RECOLA database when using the proposed EmoBed systems or the classic
monomodal systems. Red, green, and yellow markers: representations from audio
(eGeMAPS), video (appearance), and video (geometric) modalities; solid and hollow
markers: high and low arousal/valence.

to the counterpart modality will be investigated separately in this section, when in
a joint audiovisual training process or in a crossmodal triplet training process.

Figure 4.4 depicts the relationship between the obtained CCCs and the weight
α (cf. Equation (3.7) and Equation (3.8)) on the RECOLA database. It is noted
that the model performance is improved when the weight increases to some values
for the video-based arousal regression models (green and cyan lines in Figure 4.4
(a)). Similar observations can be made as well for the audio-based valence regres-
sion models (blue and red lines in Figure 4.4 (b)). Therefore, this behaviour again
indicates that learning from other modalities indeed can help the enhancement of
traditional monomodal systems. Yet, it is also noted that the audio-based arousal
and the video-based valence regression models almost remain without obvious per-
formance improvement. This might suggest that transferring the information from
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Figure 4.3: Visualisation of the learnt representations of the development set of the
OMG-Emotion database when using the proposed EmoBed systems or the classic
monomodal systems. Red and green markers: representations from audio and video
modalities; solid and hollow markers: happy and sad categories.
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Figure 4.4: Impact of the joint auxiliary modality loss on the joint audiovisual
training systems for either arousal (a) or valence (b) regression with the RECOLA
database.

the modality with richer knowledge to the one with sparse knowledge is much easier
than the other way around, as audio signals often lead to higher CCCs for arousal
regression while video signals for valence regression.

Further, Figure 4.5 illustrates the relationship between the obtained CCCs and
the weight β (cf. Equation (3.18)) on the RECOLA database. Obviously, it can
be seen that the obtained CCCs remarkably grow with the increase of weight β in
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Figure 4.5: Impact of the crossmodal triplet loss on the crossmodal triplet training
systems for either arousal (a) or valence (b) regression with the RECOLA database.

all cases for arousal (cf. Figure 4.5 (a)) and valence (cf. Figure 4.5 (b)) regression.
Specifically, when β = 1.0, i. e., the triplet training contributes equally to the tra-
ditional emotion regression training, the systems yield the best CCCs in all cases
for arousal regression. Nevertheless, the audio- and video-based valence regression
systems deliver the best CCCs only when β = 0.4 and β = 0.8/1.2, respectively.
The lower contribution from triplet loss implies that it might be more difficult to
distil the valence-salient representations than the arousal-salient representations by
means of triplet training.

Moreover, a similar investigation was conducted on the OMG-Emotion database
for categorical emotion classification. Figure 4.6 explicitly quantifies the contribu-
tions of joint audiovisual training (a) and crossmodal triplet training (b) when in
a crossmodal learning framework. For a joint audiovisual training system, when
α = 0.0, i. e., no contribution from the auxiliary modality, the model is learnt based
on only the loss of each modality, separately. When α increases, i. e., the contribution
of the auxiliary modality during training increases, the performance of monomodal
emotion recognition (audio or video) is improved first, until a point where the con-
tribution of the auxiliary modality might actually penalise the learning objective
too much and even harm the learning of the main modality, and thus performances
start to decrease. Similar observations can be found for crossmodal triplet training
systems.

To this end, proper values of the weight α and β need to be identified for the
tasks at hand. It can be observed from the figures that, the best performance for
both audio and video emotion classification is reached when α = 0.5 in joint audio-
visual training systems; whereas the best performance for audio and video emotion
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Figure 4.6: Impact of the joint auxiliary modality loss on the joint audiovisual
training systems (a), and impact of the crossmodal triplet loss on the crossmodal
triplet training systems (b), with the OMG-Emotion database.

classification is achieved when β = 0.3 and β = 0.8, respectively, in crossmodal
triplet training systems.

4.3.3 Summary

Different from prior related works on either the classic monomodal systems or multi-
modal systems, in this study, a novel monomodal emotion recognition system which
exploits the information across auxiliary modalities during the training phase is pre-
sented. To implement this system with audio and visual modalities, on one hand, an
emotion recognition network is shared for both audio and video signals, so that the
complementary information from an auxiliary modality can be implicitly transferred
to the target modality. On the other hand, a triplet constraint is applied over acous-
tic and visual representations to distil emotional embeddings that are less variant to
the modalities. The proposed EmoBed systems were systematically evaluated on the
two benchmark databases RECOLA and OMG-Emotion, and experimental results
have demonstrated that it can significantly improve the prediction performance of
a monomodal system, by fusing an additional modality in the training process.

Albeit the effectiveness, this framework could be further developed in the future.
For example, in the triplet training process, the annotation uncertainty information
could be utilised as a new distance measure between the learnt representations. Be-
sides, it is also worth to train the model by using large-scale heterogeneous datasets
from a variety of domains.
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4.4 Emotion Regression Based on Deep Bag-of-

X-Words

In this present section, experiments are performed to evaluate the effectiveness of the
proposed deep Bag-of-X-Words in Section 3.1.2 on the RECOLA dataset for speech
emotion regression. More specifically, in this study, MFCC 0-12 and the logarithmic
energy are extracted from the openSMILE toolkit [61], which are exactly the same
as the ones applied in the previous framework in [170].

4.4.1 Experimental Evaluation

To demonstrate the effectiveness of the proposed method for emotion regression,
SVRs were implemented in the Liblinear toolkit [62] with a linear kernel and
trained with an L2-regularised L2-loss dual solver. Also, the complexity C was
optimised on the development set in the range of [10−5, 100].

To optimise the model to deliver better performance, a grid-search was further
conducted over the parameters of the BoCAW (cf. Section 3.1.2.2) including the local
window size (W1) and the time step size (Ts1) in stage 1. More specifically, a best
setting was determined on the best performance achieved on the development set by
a grid search over [0.01, 0.02, 0.05, 0.1, 0.2, 0.4, 0.8, 1.6] for W1 and [0.05, 0.1, 0.2, 0.4]
for Ts1 when training (Ts1 for development and test is fixed to be 40 ms to match
the granularity of the annotations). Furthermore, for a fair comparison with prior
findings in [170], other hyperparameters of the model were fixed, maintaining the
settings for the codebook size (Cs=1000), number of assignments (Na=20), and the
global window size (W2=8.0 s) and the time step size (Ts2=800 ms for training to
achieve a fast process or 40 ms for development and test to match the granularity of
the annotations) of the second stage.

Additionally, it is noteworthy that, similar annotation delay compensation and
the post-processing process chain were performed for continuous emotion regression
on RECOLA, as aforementioned in Section 4.3.

4.4.2 Performance

Two regression tasks have been investigated on the RECOLA dataset, i. e., arousal
and valence prediction. Table 4.6 shows result performances in terms of CCC for
the proposed BoCAW features. Note that, as described in Section 3.1.2, it is of
crucial importance to select the parameter settings when generating the bag-of-
audio-words in the first stage for achieving the optimal performance. Therefore,
experiment results are presented in the table, on both the development and test
sets over different window sizes W1 for arousal and valence, respectively. It can be
seen from the table that, the best CCCs on the development set for the arousal and
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Table 4.6: Performances in terms of Concordance Correlation Coefficient (CCC) of
the proposed BoCAW features with various window sizes in the first stage (W1),
for both arousal and valence regressions, evaluated on the dev lopment and test
partitions. Note that, for each W1, only the best performance among four examined
time step sizes (Ts1) is reported, by calculating the averaged predictions of arousal
and valence on the development set. The best results achieved are highlighted.
The symbol of ∗ indicates the significance of the performance improvement over the
bag-of-audio-words (BoAW) baseline method.

settings arousal valence
W1(s) Ts1(s) dev test dev test

BoAW [170] .789 .738 .550 .430

0.01 0.1 .791 .746∗ .557∗ .432
0.02 0.1 .791 .753∗ .581∗ .497∗

0.05 0.1 .800∗ .750∗ .572∗ .463∗

0.1 0.2 .797∗ .757∗ .603∗ .465∗

0.2 0.4 .787 .752∗ .546 .455∗

0.4 0.2 .780 .747∗ .543 .492∗

0.8 0.4 .775 .738 .540 .459∗

1.6 0.4 .765 .733 .532 .423

valence dimensions are .800 and .603, respectively, and the best results obtained on
the test set are .757 for arousal and .497 for valence.

Moreover, the results also imply that predictions of arousal and valence are
differently influenced by the length of W1. Therefore, to better illustrate the effect
ofW1 for the prediction of emotions, the performance (in CCC) averaged over all four
selected time step sizes Ts1 for each predefined window size are computed, as shown
in Figure 4.7. When W1=0.01 s, i.e., only one frame is included in each segment on
stage 1, then, the steps conducted on stage 1 equal to quantising the original features,
delivering only a slight improvement. Then, when the window size increases, i.e., an
increasing number of frames are contained in a segment, the performance of emotion
prediction improves until a point where information of different emotional nature
is contained in the window, and thus performance starts to decrease. To this end,
it is essential to identify a proper analysis window size W1 for the task at hand.
Notably, one can observe from the figure that, the best window size is 0.05 s for
arousal, whereas the best performance for valence is obtained with a longer window
(0.1 s). This result is coherent with other findings in the literature [159, 170], and
confirms that more context information is essential for valence than arousal when
generating context-aware bags. Interestingly, as for human annotators, people are
also slower to give valence ratings, compared to arousal [143].
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Figure 4.7: The effect of the sub-bag’s window size on the performance (CCC)
when predicting arousal and valence separately. Performances are averaged over all
examined time step sizes on the development partition.

Additionally, to further highlight and substantiate the advantages of the Bo-
CAW approach, the best performance it achieved on the RECOLA dataset is com-
pared with seven other systems from the state-of-the-art. For instance, in [206],
CCC was exploited as the cost function instead of standard mean squared error
when training a deep model, whereas an end-to-end framework that learns repre-
sentations directly from raw signals was implemented in [197]. Additionally, by
compensating the weakness of a model itself or incorporating the strength of dif-
ferent models, the Reconstruction-Error-based (RE-based) learning framework and
prediction-based learning framework were proposed in [90] and [89], respectively.
More recently, an adversarial training approach was investigated for emotion regres-
sion problems in [86] for the first time. The last framework to compare with is
obviously BoAW [170], which is the fundamental of this work as well. A comparison
of the best performances of all aforementioned approaches and the BoCAW on the
RECOLA dataset is presented in Table 4.7. It can be seen that, when using BoCAW
representations, the CCC performance is significantly improved for both arousal and
valence predictions compared to the original BoAW framework.

4.4.3 Summary

Summing up, the proposed Bag-of-Context-Aware-Words representation ameliorates
the conventional Bag-of-Audio-Words representation with context information main-
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Table 4.7: Performances in terms of CCC of the proposed method comparing
with other state-of-the-art approaches on the RECOLA dataset. The best results
achieved are highlighted. The symbol of ∗ indicates the significance of the perfor-
mance improvement over the bag-of-audio-words (BoAW) method.

approaches
arousal valence

dev test dev test

state of the art
CCC-objective [206] .412 .350 .242 .199
end-to-end [197] .752 .699 .406 .311
RE-based [90] .785 .729 .378 .360
prediction-based [89] .774 .744 .440 .393
adversarial training [86] .797 .737 .501 .455
BoAW [170] .789 .738 .550 .430

proposed
BoCAW .800∗ .750∗ .603∗ .465∗

tained on segment-level features, by making use of a hierarchical framework. In
this framework, BoAW is first applied on a sequence of segments, and then, these
segment-level features are fed into a second BoAW layer to extract an higher-level
representation of the information captured in the first stage. Evaluations have been
conducted on the RECOLA database to assess the system performance. Results
show that the proposed BoCAW features obtain state-of-the-art performance for
emotion regression from audio data. In future work, the proposed method can be
extended to be applied to visual features for facial expression detection tasks. Fur-
ther, the proposed BoCAW representations based on segments are also applicable
to other pattern recognition tasks where a specific pattern lasts a period of time,
e. g., laughter detection and engagement recognition.

4.5 Strength Modelling-based Emotion Recogni-

tion

In the present section, experiments will be conducted with respect to the strength
modelling described in Section 3.2.1. For evaluation purposes, the RECOLA
database introduced in Section 4.1.1 will be employed. In particular, the strength
modelling training strategy will first be performed in audio-only and video-only
settings for dimensional emotion regression. Then, the proposed method will be
incorporated with early and late fusion strategies to investigate its robustness in the
multimodal settings, as provided in Section 3.2.1.2.
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4.5.1 Experimental Evaluation

For acoustic features, arithmetic means and the coefficient of variances of 13 LLDs
are computed, resulting in 26 original features per functional window. Considering
the video data, 49 features are obtained by applying PCA on the sequential 316
geometric-based features.

To demonstrate the effectiveness of the proposed strength modelling training
approach, the baseline experiments were conducted, where the SVR or BLSTM-
RNNs models were individually trained on the modalities of audio, video, or the
combination, respectively. Specifically, the selected SVR was implemented in the
Liblinear toolkit [62] with linear kernel, and trained with L2-regularised L2-loss
dual solver. The tolerance value of ε was set to be 0.1, and the complexity (C)
of the SVR was optimised by the best performance of the development set among
[.00001, .00002, .00005, .0001, . . . , .2, .5, 1] for each modality and task, as listed
in Table 4.8. For the BLSTM-RNNs, two bidirectional LSTM hidden layers were
chosen, with each layer consisting of the same number of memory blocks (nodes).
The number was optimised as well by the development set for each modality and
task among [40, 60, 80, 100, 120], also as shown in Table 4.8. During the network
training process, gradient descent was implemented with a learning rate of 10−5 and
a momentum of 0.9. Zero mean Gaussian noise with standard deviation 0.2 was
added to the input activations in the training phase so as to improve generalisation.
All weights were randomly initialised in the range from -0.1 to 0.1. Finally, the
early stopping strategy was used as no improvement of the mean square error on
the validation set has been observed during 20 epochs or the predefined maximum
number of training epochs (150 in this case) has been executed. Furthermore, to
accelerate the training process, the network weights were updated after running
every mini-batch of 8 sequences for computation in parallel.

Following the naming conventions adopted in Section 3.2.1.1, the models trained
with baseline approaches are referred to as individual models, whereas the ones
associated with the proposed approaches are denoted as strength-involved models
henceforth in the article. For the sake of fair performance comparison and compu-
tational demand reduction, those optimised parameters of individual models, i. e.,
SVR or BLSTM-RNN, were further applied to the corresponding strength-involved
models, namely the S-B, B-S, and B-B models, respectively.

Similar as performed in Section 4.3, annotation delay compensation of four sec-
onds was also executed to compensate for the temporal delay between the observable
cues and the corresponding emotion reported by the annotators [130]. Notably, this
is also suggested as well in other related work in [100, 198]. To this end, the gold
standard was shifted back in time with respect to the features, in all experiments
presented.

Finally, note that all fusion experiments require concurrent initial predictions
from audio and visual modalities. However, in some circumstances, visual prediction
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Table 4.8: The optimised complexity (C) of SVR and number (N) of hidden nodes
per layer of BLSTM-RNN for different types of modality and task.

C N
modality arousal valence arousal valence

audio 0.00005 0.0002 40 40
video 0.02 0.002 80 80
audio & video 0.00005 0.1 100 100

Table 4.9: Performance comparison in terms of RMSE and CCC between the
strength-involved models and the individual models of SVR (S) and BLSTM-RNN
(B) on the development and test partitions from the audio signals. The best achieved
CCCs are highlighted. The symbol of ∗ indicates the significance of the performance
improvement.

development test
arousal valence arousal valence

method RMSE CCC RMSE CCC RMSE CCC RMSE CCC

S .126 .714 .149 .331 .133 .605 .165 .248
B .142 .692 .117 .286 .155 .625 .119 .282
B-S .127 .713 .144 .348∗ .133 .606 .160 .264
S-B .122 .753∗ .113 .413∗ .133 .665∗ .117 .319∗

B-B .122 .755∗ .112 .476∗ .133 .666∗ .123 .364∗

cannot occur where a face has not been detected. For all fusion experiments where
this took place, the initial corresponding audio predictions were replicated to fill the
missing video slots.

4.5.2 Performance

The first experiment analyses the predictive power of the strength-involved models
on audio signals. Table 4.9 displays the results in terms of both RMSE and CCC
obtained from the strength-involved models and the individual models of SVR and
BLSTM-RNN on the development and test partitions from acoustic features. The
three Strength Modelling setups either matched or outperformed their corresponding
individual models. This observation implies that the advantages of each model are
enhanced via Strength Modelling. In particular, the performance of the BLSTM-
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4.5. Strength Modelling-based Emotion Recognition

Table 4.10: Performance comparison in terms of RMSE and CCC between the
strength-involved models and the individual models of SVR (S) and BLSTM-RNN
(B) on the development and test partitions from the video signals. The best achieved
CCCs are highlighted. The symbol of ∗ indicates the significance of the performance
improvement.

development test
arousal valence arousal valence

method RMSE CCC RMSE CCC RMSE CCC RMSE CCC

S .197 .120 .139 .456 .186 .193 .156 .381
B .184 .287 .110 .478 .183 .193 .122 .394
B-S .183 .292 .110 .592∗ .176 .265∗ .130 .464∗

S-B .186 .350∗ .118 .510∗ .186 .196 .121 .477∗

B-B .185 .344∗ .113 .501∗ .197 .184 .120 .459∗

RNN model, for both arousal and valence, was significantly boosted by the inclusion
of SVR predictions (S-B) on the development and test sets. This improvement
could be due to the initial SVR predictions helping the subsequent RNN avoid local
minima.

Similarly, the B-S combination brought additional performance improvement for
the SVR model, although not as obvious as for the S-B model. Again, it may imply
that the temporal information leveraged by the BLSTM-RNN is being exploited by
the successive SVR model. The best results for both arousal and valence dimensions
were achieved with the framework of B-B, which achieved relative gains of 6.5 %
and 29.1 % for arousal and valence receptively on the test set when compared to
the single BLSTM-RNN model (B). This indicates there are potential benefits
for audio-based affect recognition by the deep structure formed by combining two
BLSTM-RNNs using the Strength Modelling framework.

Next, similar experiments were also conducted on the video feature set, and
results are presented in Table 4.10. As for valence, the three Strength Modelling
setups either match or outperform their corresponding individual models, with the
highest CCC of .477 obtained on test set achieved via the S-B model. As expected,
one can observe that the models (individual or strength-involved) trained using only
acoustic features is more superior for interpreting the dimension of arousal rather
than valence. Whereas, the opposite observation is seen for models trained only on
the visual features. This finding is in agreement with the conclusion found in the
literature [159].

Additionally, Strength Modelling achieved comparable or superior performance
to other state-of-the-art methods in the literature. In [100], a development set
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Figure 4.8: Automatic prediction of arousal via audio signals (a) and valence via
video signals (b) obtained with the best settings of the strength-involved models and
individual models for a subject from the test partition.

arousal CCC of .689 was obtained using an OA-RVM based on audio features. Whilst
in [126] a development set valence CCC of .510 was reported using an OA-RVM
trained on video features. For comparison, the best development set arousal and
valence CCC obtained with the proposed Strength Modelling framework were 0.755
and 0.510 for the audio and video modalities respectively.

To further highlight advantages of Strength Modelling, Figure 4.8 illustrates
the automatic predictions of arousal via audio signals (a) and valence via video
signals (b) obtained with the best settings of the strength-involved models and the
individual models frame by frame for a single test subject from RECOLA. Note
that, similar plots were observed for the other subjects in the test set. In general,
the predictions generated by the proposed Strength Modelling approach are closer
to the gold standard, which consequently contributes to better results in terms of
CCC.

Moreover, further experiments were conducted with fused audiovisual features.
Table 4.11 presents the performance of both the individual and strength-involved
models integrated with the early fusion strategy. In most cases, the performance
of the individual models of either SVR or BLSTM-RNN was significantly improved
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4.5. Strength Modelling-based Emotion Recognition

Table 4.11: Performance comparison in terms of RMSE and CCC between the
strength-involved models and the individual models of SVR (S) and BLSTM-RNN
(B) with early fusion strategy on the development and test partitions. The best
achieved CCCs are highlighted. The symbol of ∗ indicates the significance of the
performance improvement.

development test
arousal valence arousal valence

method RMSE CCC RMSE CCC RMSE CCC RMSE CCC

S .121 .728 .113 .544 .132 .610 .139 .463
B .132 .700 .109 .513 .148 .562 .114 .476
B-S .122 .727 .118 .549 .132 .610 .121 .520∗

S-B .127 .712 .096 .526 .144 .616∗ .112 .473
B-B .126 .718∗ .095 .542∗ .143 .618∗ .114 .499∗

with the fused feature vector for both arousal and valence dimensions in comparison
to the performance with the corresponding individual models trained only on the
unimodal feature sets (Section 3.2.1).

For the strength modelling systems, the early fusion B-S model generally out-
performs the equivalent SVR model, and the structure of S-B outperforms the
equivalent BLSTM-RNN model. However, the gain obtained by Strength Modelling
with the early fused features is not as obvious as that with individual models. This
might be due to the higher dimensions of the fused feature sets which possibly reduce
the weight of the predicted features.

Lastly, the feasibility of integrating Strength Modelling into three different late
fusion strategies are investigated, i. e., modality-based, model-based, and the com-
bination (see Section 3.2.1.2). A comparison of the performance of different fusion
approaches, with or without Strength Modelling, is presented in Table 4.12. For
systems without Strength Modelling, one can observe that best individual model
test set performances, .625 and .394 in CCC, for arousal and valence respectively
(Section 3.2.1) are boosted to .671 and .405 with the modality-based late fusion
approach, and to .651 and .497 with the model-based late fusion approach. These
results are further promoted to .664 and .549 when combining the modality- and
model-based late fusion approaches. This result is in line with other results in the
literature [163, 100], and again confirms the importance of multimodal fusion for
affect recognition.

Interestingly, when incorporating Strength Modelling into late fusion one may
observe significant improvements over the corresponding non-strength setups. This
finding confirms the effectiveness and the robustness of the proposed method for
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Table 4.12: Performance comparison in terms of RMSE and CCC between the
strength-involved models and the individual models of SVR (S) and BLSTM-RNN
(B) with late fusion strategies (i.e., modality-based, model-based, or the combina-
tion) on the development and test partitions. The best achieved CCC is highlighted.
The symbol of ∗ indicates the significance of the performance improvement.

arousal valence
dev test dev test

fusion type RMSE CCC RMSE CCC RMSE CCC RMSE CCC

a. modality-based

A&V; S .117 .777 .134 .654 .128 .493 .149 .386
A&V; B .126 .736 .134 .671 .104 .475 .113 .405
A&V; B-S .114 .791∗ .130 .668 .090 .664∗ .105 .542∗

A&V; S-B .117 .778 .128 .681∗ .096 .586∗ .105 .495∗

A&V; B-B .117 .779∗ .130 .680∗ .095 .601∗ .106 .506∗

b. model-based

A; ind .119 .771 .132 .651 .112 .335 .117 .284
V; ind .179 .230 .172 .184 .096 .588 .110 .497
A; str .117 .778∗ .132 .664∗ .108 .409∗ .120 .303∗

V; str .171 .344∗ .171 .222∗ .095 .599∗ .111 .477

c. modality- and model-based

A&V; ind .113 .795 .130 .664 .089 .670 .107 .549
A&V; str .110 .808∗ .127 .685∗ .088 .671 .103 .554

multimodal continuous affect recognition. In particular, the best test CCCs, .685
and .554, are obtained by the strength-involved models integrated with the modality-
and model-based late fusion approach. This arousal result matches performance
with the AVEC 2016 affect recognition subchallenge baseline system, .682, which
was obtained using a late fusion strategy involving eight separate modalities [198].

Further, the obtained results are competitive when compared with the results
from the OA-RVM systems presented in [100], where the best test CCCs (.740 for
arousal and .580 for valence) were achieved using four modalities and a non-casual
setup. Thus, testing the suitability of other modalities, ECG and EDA in particular,
in conjunction with Strength Modelling will be a key area of future research efforts.
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4.5.3 Summary

In conclusion, in this study a novel framework, i. e., Strength Modelling, has
been proposed and investigated for continuous audiovisual affect recognition. In
a Strength Modelling-based model, the strength of an initial model, represented by
its predictions, is concatenated with the original features to form a new feature set,
which is then used as the basis for regression analysis in a subsequent model.

To demonstrate the suitability of the approach, the benefits from two state-of-
the-art regression models, namely SVR and RNN, were explored. Results obtained
on the benchmark database RECOLA indicate that Strength Modelling can offer
advantages over the corresponding conventional individual models when performing
emotion recognition. A further advantage of Strength Modelling is that it can be
implemented as a plug-in for use in both early and late fusion stages.

In future work, there is a wide range of possible research directions associated
with Strength Modelling to build on this initial set of promising results. In partic-
ular, much of the future efforts will concentrate around assessing the suitability of
additional individual models for use in the framework, and exploring the advantages
that Strength Modelling could bring when predicting on other modalities. Moreover,
it is also of interest to further explore the promising advantages offered by Strength
Modelling, by investigating its reliability and effectiveness on other affective datasets
and other behavioural regression tasks.

4.6 Emotion Regression via Dynamic Difficulty

Awareness Training

This section will give an in-depth analysis of the experiments conducted to evaluate
the proposed Dynamic Difficulty Awareness Training (DDAT) framework, which is
described in Section 3.2.2. In contrast to Strength Modelling models which integrate
advantages of distinct models, the DDAT framework focuses on exploiting the weak-
ness of the model itself. With this goal, perception uncertainties and reconstruction
errors can be utilised as the difficulty indicators to improve the learning process. To
demonstrate the effectiveness of this approach, experiments were performed on the
RECOLA dataset.

4.6.1 Experimental Evaluation

To represent the audio data, the established eGeMAPS set of 88 acoustic features
were extracted over a fixed window of 8 s with a step size of 40 ms. Next, as to
the visual features, both the appearance-based and geometric-based features were
considered. Following that, an online standardisation was applied to the extracted
features by using the means and variations of the training set.
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The implemented DDAT framework consists of a deep RNN equipped with gated
recurrent units (GRUs). As an alternative to the LSTM units, GRUs can also
capture the long-term dependencies in sequence-based tasks and mitigate the effects
of the vanishing gradient problem [33]. Compared to LSTM units, GRUs have fewer
parameters due to the fact that they do not have separate memory cells and output
gates, which results in a faster training process and a less-training-data demand for
achieving a good generalisation. Most importantly, many empirical evaluations [102]
have indicated that GRUs perform as competitively as LSTM units.

Aiming to improve the prediction performance, the RNN structure was opti-
mised in terms of the number of hidden layers and the number of GRUs per layer
in the development phase. To this end, a search grid was applied over {1, 3, 5,
7, 9} hidden layers and {40, 80, 120} hidden units per layer. For each learning
strategy, the network structure with the best performance in terms of CCC was
chosen in order to alleviate the impact of the variation of network structures on the
system performance. The training of the models was conducted using the Adam
optimisation algorithm [110] with an initial learning rate of 0.001.

Finally, to refine the obtained prediction, the same chain of post-processing was
carried out, as suggested in [198]. In detail, the filtering window size (ranging from
0.12 s to 0.44 s at a rate of 0.08 s) and the time-shifting delay (ranging from 0.04 s
to 0.60 s at a step of 0.04 s) were optimised using a grid search method. All these
post-processing parameters were optimised on the development set and then applied
to the test set. Therefore, those post-processing parameters had various settings for
different tasks.

4.6.2 Performance

Table 4.13 shows the obtained CCCs (after post-processing) of the development and
test partitions for both arousal and valance predictions. The single-task learning
(baseline), MTL, and the proposed DDA training systems are compared through
three individual information streams, i. e., one acoustic feature set (eGeMAPS) and
two visual feature sets (appearance and geometric).

For the baseline system, the obtained results are competitive to, or even better
than, the benchmark of the emotion prediction subchallenge in the AVEC 2016 [198]
over three information streams and two prediction tasks. These results support
previous findings showing that GRUs can deliver competitive performance when
compared to LSTM units [33].

When training the networks jointly with input reconstruction (RE-based MTL)
or perception uncertainty prediction (PU-based MTL), one can observe that the
systems slightly outperform the baseline systems in nine out of twelve cases on the
test set. This indicates that there is a substantial relationship between the two
jointly learnt tasks. To be more specific, the representations from the last neural
network hidden layer, which are learnt synchronously from the emotion prediction
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Table 4.13: System performance comparison in CCC for the conventional single-task
learning (baseline) framework, the multi-task learning (MTL) framework, and the
proposed Dynamic Difficulty Awareness Training (DDAT) framework using recon-
struction error (RE, a vector as v or a scalar of sum as s) and perception uncer-
tainty (PU) variants. These results pertain to the experiments conducted on the
development and test partitions for both arousal and valence targets. Three feature
sets (audio-eGeMAPS, video-appearance, and video-geometric) were employed to
evaluate all approaches. The best results achieved on the test set are in bold. The
cases where DDAT has a statistical significance of performance improvement over
MTL are marked by the “∗” symbol.

task method
audio-eGeMAPS video-appearance video-geometric
dev test dev test dev test

ar
ou

sa
l

baseline .783 .652 .528 .403 .523 .314
RE-based MTL .788 .629 .512 .425 .502 .324
PU-based MTL .803 .654 .502 .406 .508 .327
DDAT w/ RE(v) .806∗ .676∗ .533∗ .434 .559∗ .355∗

DDAT w/ RE(s) .807∗ .694∗ .539∗ .437∗ .544∗ .400∗

DDAT w/ PU .811 .664∗ .518∗ .438∗ .513 .397∗

va
le

n
ce

baseline .473 .400 .493 .404 .620 .417
RE-based MTL .519 .331 .529 .366 .632 .488
PU-based MTL .506 .416 .468 .418 .643 .452
DDAT w/ RE(v) .517 .378∗ .520 .329 .634 .473
DDAT w/ RE(s) .508 .422∗ .528 .457∗ .639 .471
DDAT w/ PU .498 .407 .514∗ .431∗ .632 .501∗

and other auxiliary tasks (i. e., reconstructing the input or predicting the perception
uncertainty), potentially further benefit the emotion prediction.

Moreover, the performance of the MTL systems is further enhanced by the pro-
posed DDAT framework, as shown in Table 4.13. In particular, the performance of
the DDAT system for arousal and valence regressions respectively reaches CCC val-
ues of 0.694 and 0.422 with the audio-eGeMAPS feature set, 0.438 and 0.457 with the
video-appearance feature set, and 0.400 and 0.501 with the video-geometric feature
set. These results demonstrate that the DDAT systems offer significant advantages
over (p < .05 via Fisher r-to-z transformation) the baseline method as well as the
MTL approach (except in the case of valence regression with the audio-eGeMAPS
feature set).

When comparing the two approaches used in the RE-based DDAT experiments,
one can notice that adding the overall sum of the error leads to a better performance
than adding the error vector. This is possibly attributable to the redundant dimen-
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Figure 4.9: Performance comparison between the single-task learning, the proposed
dynamic difficulty awareness training approach based on reconstruction error (RE)
or perception uncertainty (PU), and their dynamically-tuned (DT) versions. Results
pertain to the test partition for both arousal (a) and valence (b) targets using three
feature sets (audio-eGeMAPS, video-appearance, and video-geometric).

sionality of the error vector, which meanwhile yields much noise in the network train-
ing. When comparing the RE-based DDAT and the PU-based DDAT, it is notice-
able that the two approaches perform similarly. This suggests that both approaches
achieve the same goal but in different ways. That is, both approaches successfully
explore the difficulty information in the pattern learning process, whereas the two
DDAT approaches measure the difficulty information by the data reconstruction-
capability and by the data perception-uncertainty, respectively. Moreover, it is
worth mentioning that the RE-based DDAT approach, in contrast to the PU-based
DDAT, not only fits the subjective pattern recognition tasks (e. g., emotion predic-
tion in this work) but also holds the potential to be applied to objective tasks (e. g.,
phoneme prediction).
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Figure 4.10: Percentage of the contribution of each information stream (a) or model
(b) for achieving the best arousal or valence predictions.

In addition, the dynamic tuning approach was carried out, which was introduced
earlier in Section 3.2.2.4. Figure 4.9 illustrates the performances of the DDAT
models with and without dynamic tuning of the predictions. Compared with the
predictions without dynamic tuning, the dynamically-tuned predictions yield gains
in most cases. For instance, the best achieved CCC for arousal prediction increased
from 0.684 to 0.699, using the RE-based DDAT system with the audio-eGeMAPS
feature set, whereas for valence prediction it increased from 0.511 to 0.531, using
the PU-based DDAT system with the video-geometric feature set. The exceptions
include the arousal predictions for both RE- and PU-based DDAT systems using
the video-geometric feature set and the valence predictions for the PU-based DDAT
system using the video-appearance feature set.

To combine predictions from different feature sets, different late fusions were
applied on the individual predictions produced by using different modalities and
models. As a consequence, Table 4.14 lists all scenarios (combinations) considered
in the experiments as well as the respective performance. As can be seen in the
table, the best performance on the test set for both arousal and valence is obtained
when fusing the predictions from all modalities and models. In this context, the
best results on the test set have been achieved at 0.766 for arousal and 0.660 for
valence. These results beat most of the latest reported results from the same data,
and they are close to the best result presented in AVEC 2016 [19] (i. e., 0.770 and
0.687 of CCCs for arousal and valence prediction), despite this system also utilising
an additional modality (physiological features).

Finally, in order to analyse the importance of each modality and model, Fig-
ure 4.10 depicts their contributions to the arousal and valence predictions of the
respective best performing models. For the arousal prediction, the acoustic features
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Table 4.14: Late fusion performance in terms of CCC in different fusion strategies
(i. e., modality-based, modality- and model-based, and dynamically-tuned modality-
and model-based) for the development and test partitions of both arousal and
valence regressions. The predictions are generated from the reconstruction-error-
based DDAT framework (Pre) or the perception-uncertainty-based DDAT frame-
work (Ppu); their dynamically-tuned versions (Pre,dt or Ppu,dt); or the baseline model
(Pbs). The best results achieved on the test set are in bold. Note that Pre, Pre,dt,
Ppu, Ppu,dt, and Pbs are the fused predictions from three diverse feature sets.

various late fusion sets aro val
Pre Pre,dt Ppu Ppu,dt Pbs dev test dev test

modality-based
X .822 .690 .705 .584

X .853 .763 .738 .615
X .838 .715 .738 .615

modality- and model-based
X X .860 .761 .755 .639
X X X .864 .752 .766 .653

modality- and model-based (dynamically-tuned)
X .853 .761 .739 .621

X .819 .721 .733 .631
X X .856 .766 .756 .651
X X X .863 .754 .766 .660

state of the art
strength modelling .808 .685 .671 .554
end-to-end [197] .731 .714 .502 .612

state of the art (+ physiology)
feature selection + offset [95] a .824 .747 .688 .609
SVR + offset [198] b .820 .702 .682 .638
SC + CNN + LSTM [19] c .862 .770 .750 .687

a AVEC ’15 winner
b AVEC ’16 baseline
c AVEC ’16 winner

play a more important role than the visual features, whereas the opposite hap-
pens for the valence prediction. It is also noticed that the RE-based and PU-based
DDAT systems contribute more than the baseline systems to the final predictions.
Furthermore, the PU-based DDAT system is slightly more important for the valence
prediction than it is for the arousal prediction. This might be due to the fact that
predicting valence is much more difficult than arousal within audio modality [229].
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4.6.3 Summary

In conclusion, this study provides a novel training framework which exploits the
difficulty (weakness) information straightforwardly in the learning process for con-
tinuous emotion prediction. To extract the difficulty information, two strategies
based on either the ontology of modelling or the content to be modelled are pro-
posed. The two types of information separately measure the learning difficulty of
a model by reconstructing its input, or the ‘hardness’ of the data to be learnt by
predicting their perception uncertainty. This information indicated by an index can
then be concatenated into the original features to update the inputs. The proposed
methods were systematically evaluated on one benchmark database RECOLA. Ex-
perimental results have demonstrated that the proposed methods clearly improve
the prediction performance of a model by evolving the difficulty information into its
learning process.

In the future, it will be of interest to continue investigating the effectiveness of
the proposed DDAT in discrete pattern predictions. Additionally, approaches for
which the difficulty information could be possibly used as the prediction weights
will be studied. Last but not least, the DDAT can be integrated with the Strength
Modelling strategy as the two might bring benefits from different perspectives.

4.7 Emotion Prediction with Adversarial Train-

ing

To evaluate the effectiveness of the presented adversarial-training-based emotion pre-
diction framework (cf. Section 3.2.3), in this section, experiments will be conducted
on the RECOLA database for continuous emotion recognition.

4.7.1 Experimental Evaluation

In this study, to evaluate the performance of the CGAN framework for affective
computing, as a first tentative work towards this research direction, speech record-
ings were utilised and 26 MFCC-based acoustic features were extracted from the
open-source openSMILE toolkit [61].

Moreover, similar to the previous studies, an on-line standardisation was applied
to the development and test sets by using the means and variations of the training
partition. Meanwhile, annotation delay compensation of four seconds was performed
to compensate for the temporal delay between the observable cues shown by the
subjects, and the corresponding emotion reported by the annotators.

Next, the framework introduced in Section 3.2.3.3 was implemented with LSTM-
RNNs. This is mainly due to that, LSTM-RNNs have been frequently examined to
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be effective in capturing longer context information for sequential pattern recogni-
tion tasks, especially for continuous emotion recognition in this scenario. Moreover,
the number of hidden layers was set to be two and the number of nodes per hidden
layer to be 20. To accelerate the training process, the network weights were updated
after running every mini-batch of eight sequences for computation in parallel.

In the network training process, NN1 and NN2 were alternatively trained, and
this process was repeated in multiple runs. In each learning run, more training times
were performed on NN2 than on NN1. More specially, 10 steps of training were
conducted on NN1, followed by 50 steps of training on NN2 for arousal prediction,
or 15 steps on NN2 for valence prediction. This operation is twofold: (i) NN2 is
required to be superior enough [72], otherwise it is vulnerable to be ‘cheated’ by the
predictions, and could not provide sufficient challenges to advance NN1; (ii) valence
prediction is normally considered as a more difficult task than arousal prediction
from speech. Thus, NN1 requests relatively more training steps for valence compared
with arousal in each run. Besides, the hyperparameter λ in Equation (3.44) and
Equation (3.47) was optimised via a grid search in the range of [.01, .02, .05, .1, .2,
.5] on the development set.

4.7.2 Performance

To evaluate the system performance, results in terms of CCC are reported. Ta-
ble 4.15 displays the performance obtained from the systems by using conditional
adversarial training approaches. For comparison, conventional training approaches
without conditional adversarial training were carried out as baselines. The networks
with two hidden layers and four hidden layers were respectively investigated. When
compared with the baselines, it can be seen that the system performance is sig-
nificantly improved for both arousal and valence predictions (via a Fisher’s r-to-z
transformation as outlined in Section 4.2.2), when performing conditional adver-
sarial training. Specifically, on the test set, the CCC values increase to .732 for
arousal predictions, and .455 for valence predictions. The performance gain indi-
cates that adversarial training with NN2 brings benefit to the training of NN1 to
further ameliorate its predictions to some extent.

When implementing the Wasserstein distance into the objective function of NN2

as detailed in Section 3.2.3.4, the obtained results are provided in the last row
of Table 4.15. One may observe that the performance of the system for arousal
prediction is further enhanced, i. e., from .780 to .797 in CCC on the development
set, and from .732 to .737 for test; whereas for valence, one cannot get a similar
observation. This implicitly suggests that for arousal, it is somewhat effortless for
NN2 to distinguish the input sources. On the other hand, it might be necessary to
elaborate more to improve the objective function of NN2 for valence.

Furthermore, one might notice that the obtained performance is comparable to
or even outperforms those achieved from the state-of-the-art systems as listed in
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Table 4.15: Performance in terms of Concordance Correlation Coefficient (CCC) of
the proposed conditional adversarial training approaches, as well as its variation (+
Wasserstein distance), for both arousal and valence regressions, evaluated on the
development and test partitions.

approaches
arousal valence

dev test dev test

baseline
LSTM-RNN (2 layers) .777 .718 .491 .435
LSTM-RNN (4 layers) .761 .723 .487 .390

state of the art
CCC-objective [206] .412 .350 .242 .199
end-to-end [196] .741 .686 .325 .261
Strength Modelling .755 .666 .476 .364
reconstruction-error-based DDAT .807 .676 .508 .422

proposed
CGAN .780 .732 .501 .455
CGAN w/ Wasserstein Distance .797 .737 .474 .444

Table 4.15 for both arousal and valence prediction, which yields the best results to
date on the RECOLA database from speech.

Finally, to intuitively present the system performance, the arousal and valence
predictions on a randomly selected subject from the test partition are demonstrated
in Figure 4.11 (a) and (b), respectively. From the figure, it is clear to observe that
the predictions (blue lines) and the corresponding gold standards (red lines) have a
high correlation.

4.7.3 Summary

In summary, in this study, in contrast to previous works that use adversarial train-
ing for generating realistic data, the performance of conditional adversarial training
in the application of emotion recognition has been tentatively examined. To sta-
bilise the learning process, the objective function can be modified by applying the
Wasserstein distance. Result performances achieved on the benchmark database
RECOLA indicate that conditional adversarial training is helpful to improve the
system performance for speech emotion recognition.

Future work includes more experimental evaluations on other modalities such as
video. Moreover, it is interesting to perform an end-to-end structure to automat-
ically extract salient features for emotion prediction, rather than the hand-crafted
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Figure 4.11: Automatic predictions of arousal (a) and valence (b) obtained by con-
ducting conditional adversarial training, for a randomly selected subject from the
test partition on RECOLA database.

features that were employed in this present framework. In the future, it would also
be of considerable interest to investigate and adjust other adversarial training struc-
tures for emotional behaviour analysis, such as energy-based generative adversarial
network and cycle generative adversarial network [241].

4.8 Continual Emotion Prediction via Lifelong

Learning

In this section, experiments will be reported with regard to the proposed lifelong
learning-based continual emotion prediction presented in Section 3.3. Specifically,
aiming at addressing the catastrophic forgetting issue when modelling emotions in
a cross-culture scenario, experiments were performed on the RECOLA and SEWA
databases (cf. Section 4.1.1 and Section 4.1.2), to validate the feasibility and effec-
tiveness of the introduced algorithm for French and German emotion recognition.
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4.8.1 Experimental Evaluation

In this study, BoAW and BoVW representations were employed, as these features
were provided in the AVEC challenges recently as established feature sets for the
baselines. Thus, these features were utilised for a fair performance comparison
with other related works. In particular, for audio data, the eGeMAPS set was
extracted as LLDs. Then, BoAW representations were computed over a collection
of successive frames for each step of 40 ms and 100 ms to match the frequency of the
annotations of RECOLA and SEWA, respectively, following the same settings as
provided in the AVEC challenge baseline systems [161]. More specifically, segment-
level representations were computed from the LLDs with one hard assignment on a
codebook of size 100. This resulted in a set of 100 acoustic BoAW features. Similarly,
following the suggestions in [161], 17 Facial Action Units (FAUs) were first extracted
per frame as LLDs via the open-source toolkit OpenFace [12]. The same processing
chain thereafter was conducted as when generating the BoAW features. With this
process, additional 100-dimensional visual representations were achieved, on both
the RECOLA and SEWA sets accordingly.

Moreover, before describing the experiments, for a better understanding and
a clearer view, the training with the RECOLA database is defined as FR, and the
learning on the SEWA German database as GE. This led to the following two distinct
sequential training schemes:

• FR after GE, w/ EWC, where the model is first trained on SEWA, and later
trained on RECOLA, with the EWC constraint (cf. Section 3.3.2);

• GE after FR, w/ EWC, where RECOLA is first employed to train the model,
and SEWA as the new task to be learnt.

Further, for comparison, other baselines were carried out as well. To be more specific,
the following baseline systems were run:

• single task only, where isolated learning was performed on each dataset sepa-
rately. In this scheme, two baselines can be obtained which are marked as FR
only and GE only;

• single task only with weight regularisation, where the model was again opti-
mised on a single dataset. However, the L2 regularisation penalty term was
explored for better generalisation performance. In this scenario, another two
baselines were provided, i. e., FR only, w/ L2-norm and GE only, w/ L2-norm;

• furthermore, the sequential fine-tuning was implemented, where the model is
fine-tuned on the second corpus after firstly having been optimised via the
first one. This is similar to the proposed training process, however, without
considering any constraint. In this case, another two baselines were provided,
i. e., FR after GE, w/o EWC and GE after FR, w/o EWC.
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Besides of these outlined baseline systems, joint training was also investigated, i. e.,
training the network on all available datasets jointly, denoted hereinafter as FR and
GE.

Moreover, within each training scheme, models were individually trained on
acoustic features, visual features, or the combination of the two, for arousal and
valence prediction, respectively. To this end, all models were implemented by using
GRU-RNNs. Note that, for the sake of fair comparison, the same network structure
was used for all training schemes, and the network settings were empirically cho-
sen which can provide competitive performance on both databases when compared
with other previous within-cultural models [161]. To be more specific, each network
consists of four hidden layers with 100 units per layer. While training the network,
an Adam optimiser was employed with an initial learning rate of .001. In addition,
the early stopping strategy was executed if no performance improvement on the
development set was observed after 20 successive epochs.

Also, it is important to note that, the development set shared the same cul-
ture type with the training set of the current task. For instance, when training a
model following FR after GE (learn SEWA first, then RECOLA), the learning first
ceased based on the performance on the SEWA development set when learning on
the SEWA training set. After that, when continually learning on the RECOLA
training set as a new task, the training process will be terminated by inspecting its
performance on the RECOLA development set.

Furthermore, in all of the experiments, following the suggestions of the AVEC
challenges [161], annotation shifting was performed to compensate annotation delay,
and a post-processing chain of four stages was performed with an aim to refine the
obtained predictions, similar as in all previous studies.

4.8.2 Performance

In the following, prediction results obtained with the proposed continual emotion
recognition approach are provided and analysed. In particular, the proposed models
are compared against other baseline systems. In addition, the effectiveness of the
method is validated by visualising the effect of the elastic-weight-based penalty term
and its impact on model parameters.

4.8.2.1 Cross-cultural Emotion Recognition

Table 4.16 and Table 4.17 demonstrate the results of various training strategies for
arousal and valence predictions, respectively, on the RECOLA and SEWA datasets
for cross-cultural emotion recognition. For a clear view, these training strategies
are sorted into three categories, i. e., six baseline strategies to compare against, two
lifelong training models, and a joint training strategy which can be viewed as an
upper bound in this circumstance. Moreover, results are summarised in three blocks
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Table 4.16: CCC performances via various training strategies for emotion regression
based on audio, video, or the combination. Performance on the development sets and
test sets of the two databases (FRdev, FRtest, GEdev, GEtest) as well as the average
performance on the two test sets (µtest) are reported for arousal, respectively.

Features Methods FRdev FRtest GEdev GEtest µtest

audio

baseline strategies
FR only .631 .552 .311 .036 .294
GE only -.022 .009 .388 .246 .128
FR only, w/ L2-norm .613 .543 .276 .049 .296
GE only, w/ L2-norm -.023 .014 .357 .224 .119
FR after GE, w/o EWC .640 .538 .334 .047 .293
GE after FR, w/o EWC -.057 -.006 .383 .243 .119

proposed lifelong learning strategies
FR after GE, w/ EWC .639 .538 .335 .046 .292
GE after FR, w/ EWC .554 .509 .377 .157 .333

joint training (upper bound)
FR and GE .498 .457 .389 .176 .317

Video

baseline strategies
FR only .167 .180 .277 .175 .178
GE only .073 .014 .517 .374 .194
FR only, w/ L2-norm .181 .217 .223 .227 .222
GE only, w/ L2-norm .094 .029 .563 .404 .217
FR after GE, w/o EWC .195 .241 .229 .212 .227
GE after FR, w/o EWC .078 .024 .536 .365 .195

proposed lifelong learning strategies
FR after GE, w/ EWC .195 .241 .230 .212 .227
GE after FR, w/ EWC .197 .184 .601 .413 .299

joint training (upper bound)
FR and GE .168 .177 .541 .455 .316

Fusion

baseline strategies
FR only .621 .578 .397 .102 .340
GE only .090 .063 .581 .401 .232
FR only, w/ L2-norm .634 .627 .351 .145 .386
GE only, w/ L2-norm .080 .050 .588 .412 .231
FR after GE, w/o EWC .631 .596 .436 .150 .373
GE after FR, w/o EWC .056 .035 .613 .424 .230

proposed lifelong learning strategies
FR after GE, w/ EWC .600 .599 .500 .224 .412
GE after FR, w/ EWC .551 .530 .568 .366 .448

joint training (upper bound)
FR and GE .534 .533 .601 .399 .466
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Table 4.17: CCC performances via various training strategies for emotion regression
based on audio, video, or the combination. Performance on the development sets and
test sets of the two databases (FRdev, FRtest, GEdev, GEtest) as well as the average
performance on the two test sets (µtest) are reported for valence, respectively.

Features Methods FRdev FRtest GEdev GEtest µtest

audio

baseline strategies
FR only .287 .248 .085 .024 .136
GE only .007 -.003 .390 .245 .121
FR only, w/ L2-norm .227 .249 .140 .019 .134
GE only, w/ L2-norm .025 .046 .361 .240 .143
FR after GE, w/o EWC .325 .272 .072 -.011 .131
GE after FR, w/o EWC .027 .050 .360 .251 .151

proposed lifelong learning strategies
FR after GE, w/ EWC .232 .159 .265 .156 .158
GE after FR, w/ EWC .019 -.009 .406 .192 .092

joint training (upper bound)
FR and GE .293 .234 .343 .186 .210

video

baseline strategies
FR only .413 .354 .552 .397 .376
GE only .406 .211 .571 .517 .364
FR only, w/ L2-norm .432 .341 .561 .413 .377
GE only, w/ L2-norm .396 .215 .581 .508 .362
FR after GE, w/o EWC .430 .355 .480 .289 .322
GE after FR, w/o EWC .368 .197 .564 .467 .332

proposed lifelong learning strategies
FR after GE, w/ EWC .479 .370 .583 .465 .418
GE after FR, w/ EWC .466 .271 .562 .587 .429

joint training (upper bound)
FR and GE .550 .382 .598 .600 .491

fusion

baseline strategies
FR only .529 .436 .334 .189 .313
GE only .241 .134 .623 .485 .310
FR only, w/ L2-norm .511 .380 .372 .222 .301
GE only, w/ L2-norm .249 .134 .633 .536 .335
FR after GE, w/o EWC .528 .421 .381 .250 .336
GE after FR, w/o EWC .250 .150 .637 .527 .339

proposed lifelong learning strategies
FR after GE, w/ EWC .514 .412 .534 .370 .391
GE after FR, w/ EWC .450 .252 .617 .569 .411

joint training (upper bound)
FR and GE .523 .399 .601 .584 .492
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with respect to the applied feature sets, namely, audio, video, and the combination
of the two.

First, let us compare the proposed models against the six baseline strategies.
From the tables, one may notice that performance is heavily degraded when there
is a cultural mismatch between the training and inferring sets. Taking the arousal
prediction from audio as an example, on FRtest, a CCC of .552 is obtained by train-
ing on the same cultural data (i. e., FR only), while the performance dramatically
reduces to .009 if training with German data only (i. e., GE only). Likewise, for
GEtest, the performance of GE only is remarkably superior to FR only. Similar ob-
servations can be drawn over all three distinct feature sets for the arousal prediction
as well as for the valence prediction.

Moreover, results of another two baseline training models, FR only, w/ L2-norm
and GE only, w/ L2-norm, are also provided in Table 4.16 and Table 4.17, which
aims at improving the generalisation performance on new, unseen data. For instance,
when comparing FR only and FR only, w/ L2-norm, the obtained CCCs on both
test sets are boosted for the arousal regression via the fused audiovisual features,
from .578 to .627 on FRtest and from .102 to .145 on GEtest. Nevertheless, a severe
performance discrepancy still exists between the two sets, and this indicates that it
is essential to construct a model to learn from data of both cultures.

Further, in order to learn from data of both sets, sequential training strategies
have been evaluated in the last two baseline systems, namely FR after GE, w/o
EWC and GE after FR, w/o EWC. These systems, without considering the EWC
regularisation, suffer severely from the catastrophic forgetting. Let us take the
arousal prediction from audio signals with GE after FR, w/o EWC as an example,
where the model first learns from FR and then GE. The obtained CCC for French
decreases dramatically, from .631 to −.057 on FRdev and from .552 to −.006 on
FRtest. It can be seen that, though both sets are learnt in a sequence, performance
of the first task is damaged as the model adaptation to the second culture disrupts
the knowledge learnt from the first one. It suggests that advanced training strategies
are inevitable and essential to deal with this issue.

With the proposed continual learning approaches, one may notice that the afore-
mentioned catastrophic forgetting problem is alleviated remarkably, by preserving
the knowledge of previous tasks via the EWC regularisation during training. Again,
taking for instance predicting arousal from audio signals, with EWC, the CCCs
achieved on the French dataset by GE after FR, w/ EWC are .554 on FRdev and
.509 on FRtest, respectively, and in the meanwhile, the CCCs for German are still
competitive to a German-dependent model (.377 vs .388 on GEdev and .157 vs .246
on GEtest). Such an observation can be found in Table 4.16 and Table 4.17 in other
scenarios.

Notably, when comparing FR after GE with GE after FR, it is also interesting
to observe that, the performance of the latter is on average superior to the former.
Given µtest which is the average performance on two test sets, GE after FR, w/ EWC
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is better than FR after GE, w/ EWC in five out of six cases (three feature sets by
two emotion dimensions) except for the valence prediction from audio signals. This
may indicate that the order of the training tasks also plays a key role in a continual
emotion recognition system. One may gain some insight from curriculum learning
and infer that learning several tasks in a proper order might lead to improved average
performance.

Furthermore, from the results, one may also observe that in most cases, when
modelling emotion patterns from audio-only, the models achieve better performance
in the arousal prediction than in the valence prediction. In contrast, when estimating
via facial expressions, observations are found in another way around. Moreover,
when combining the audio and video features via early fusion, the model performance
is improved. These findings are consistent with previous studies [162]. In particular,
when learning from both audio and video, the best average CCCs on the two test
sets µtest are obtained by joint training (FR and GE), reaching to .466 for arousal
and .492 for the valence prediction, respectively.

Rather than the joint training paradigm, in the proposed lifelong learning-based
models, the two datasets were learnt one after the other, and this reduces the high
storage requirement issue one might face in joint training. With this manner, com-
parable performance on µtest in terms of CCC is achieved with the EWC-based
model GE after FR, w/ EWC, i. e., .448 and .411 for the arousal and valence pre-
dictions, respectively. This suggests that sequential learning is, to some degree, a
potential replacement of the joint training as the system may benefit from lower
storage requirement and computation load. This is extremely vital for real-life in-
telligent systems, where the number of given tasks and thus the amount of training
data might grow rapidly.

Lastly, for a better interpretation, these results are also visualised in Figure 4.12.
In this figure, the performance of the proposed continual learning systems on FRtest

and GEtest are compared with their corresponding baseline systems under six dis-
tinct setting combinations of three different feature sets and two emotion dimensions
separately. Moreover, the performance of two upper bound systems is depicted as
well. In particular, in each subfigure, the upper bound of its matched culture-
specific model (i. e., FR only) is presented as a white bar; while the joint training
upper bound is drawn as red dotted lines. Another four coloured bars denote the
corresponding performance of the mismatched culture-specific model (i. e., GE only),
mismatched model with L2-norm (i. e., GE only, w/ L2-norm), sequential training
model without EWC (e. g., GE after FR, w/o EWC), and the introduced sequential
training model with EWC (i. e., GE after FR, w/ EWC, also the lifelong learning
model), respectively. As a consequence, the performance degradation from all in-
troduced and compared models can be visualised as the white space between two
bars.

It can be seen from Figure 4.12 that, in most cases, the lifelong learning model
offers advantages over other baseline models and yields less performance difference
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Figure 4.12: Visualisation of the performances in terms of CCC of the proposed
methods comparing with other baseline approaches on the test sets of FR and GE.
Results are separately shown for arousal and valence regressions via audio, video,
and their combination (AV), respectively. Note that, the white bars indicate the
performance of a matched culture-specific model, while the red dotted lines denote
the performance of a joint training model. a: mismatched culture-specific model,
b: mismatched model w/ L2-norm, c: sequential training w/o EWC, d: sequential
training w/ EWC (proposed).

with its matched culture-specific model than other baseline models. In particular,
when training for the arousal prediction, the GE after FR, w/ EWC models achieve
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Figure 4.13: The effect of the hyper-parameter to control the regularisation λ in the
proposed GE after FR, w/ EWC model, when predicting arousal and valence on the
development sets via three various feature types, i. e., audio, video, and audiovisual
(AV). The average performance of both FR and GE is calculated and denoted as
avg.

competitive or even better results than the joint training upper bounds (cf. Fig-
ure 4.12 (a), (b), and (c)). This demonstrates the great potential of implementing
continual emotion recognition by investigating advanced lifelong learning training
algorithms.

4.8.2.2 Hyperparameter Selection

As given in Equation (3.55), λ is utilised to regulate the contribution of previous
knowledge when learning a new task. Therefore, to better demonstrate the effect
of λ for the performance, various models were learnt with different λs in the range
of [10−2, 1010]. Figure 4.13 shows how the performance of the lifelong model varies
with respect to various λs on the development sets. Note that, in this figure, only
results on GE after FR, w/ EWC models are demonstrated, as it generally performs
better than FR after GE, w/ EWC (cf. Section 4.8.2.1).

As shown in Figure 4.13, when λ is small, performance on the previous task
(French emotion recognition) is relatively low, compared with the second task (Ger-
man emotion recognition). Then, when λ increases, the performance on FRdev
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improves in a large margin in most cases, until a point where it does not benefit
from further increasing. Likewise, when depicting the averages of FRdev and GEdev,
a performance improvement can also be observed along the increased λ until it be-
comes flat again. In this regards, a proper λ is demanded to retain the previous
knowledge. However, the performance on GEdev either increases (cf. Figure 4.13(c)),
remains (cf. Figure 4.13 (a) and (d)), or decreases slightly (cf. Figure 4.13 (b), (e),
(f)) under different settings. This may highly depend on whether the previous
knowledge is beneficial or not to the current learning process.

4.8.3 Effectiveness Verification

In the following, the focus further lies at validating the effectiveness of the EWC-
based sequential learning approach by inspecting the impacts of EWC on the plas-
ticity of parameters to be learnt. In particular, in the selected RNN model for
emotion regression tasks, there are more than 271 K parameters to be learnt. Of
these parameters, their importance with respect to a given task can be estimated
by its Fisher information (cf. Section 3.3.2). On this account, given a predefined
threshold 10−4 to only consider the parameters that have a Fisher value above it,
for each model, a parameter set can be generated to incorporate these important
parameters. Then, when EWC is applied, the plasticity of the parameters in the set
can be decreased to tackle catastrophic forgetting when a new task comes.

In this study, the relations of three parameter sets of this kind are investigated,
i. e., one for a model trained on French only, one for German only, and one for a model
trained on the two databases one after another. Then, the relations of these three
sets can be demonstrated by a couple of Venn diagrams, under eight audiovisual
training scenarios, as shown in Figure 4.14. In particular, the four Venn diagrams
in the upper row of Figure 4.14 present four cases when carrying out sequential
learning without EWC, while the remaining four in the lower row are corresponding
models trained with EWC. Moreover, the values in the diagram depict the number of
parameters which are vital to only one model, or two models (overlaps of every two
circles), or three models (overlaps of all three circles). Hence, when investigating the
intersection of a red circle (model trained only on the first task) and a purple circle
(model learnt on two tasks) and comparing every two Venn diagrams in a column,
one may see that the intersection in the lower diagram is always greater than (three
out of four cases) or at least equal to (one case only) that from the upper diagram.
This might indicate that sequential training with EWC is capable of maintaining
more parameters that are important to the previous task, by reducing the plasticity
of these parameters in future learning.

4.8.3.1 Discussion

In the following, some potential limitations of the current EWC-based continual
emotion recognition system will be discussed. As can be seen in Figure 4.14, after
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Figure 4.14: Venn diagrams to visualise the relations among three parameter sets by
analysing the important parameters obtained in three models for audiovisual arousal
and valence predictions, where each of them can be viewed as a circle. In particular,
the red circle denotes a culture-specific model, i. e., 1-FR or 1-GE; the green circle
represents another culture-specific model, i. e., 2-GE or 2-FR; and the purple circle
indicates a sequential training model that learns task 1 and 2 sequentially. The
values in the circles show the number of important parameters, which belong to one
set only or lie at the intersection of two or even three sets.

learning two tasks, the number of important parameters is increasing to preserve
knowledge from both tasks, indicating that a lower amount of parameters is able to
be largely changed for future tasks. Due to this limitation, EWC is not sufficient
for learning a large number of tasks, when most, if not all, parameters appear to be
rather essential to keep the knowledge for all past tasks. The reason is that it might
be caught in a dilemma: on the one hand, new knowledge can only be acquired
by updating parameters accordingly; on the other hand, past knowledge will get
destroyed if any parameter is modified.

Moreover, although the performance of the proposed model is superior to other
baseline models, meaning that the catastrophic forgetting is partially addressed,
much work is still needed toward closing the performance gap between it and a
culture-specific model. Therefore, in future studies, other more advanced lifelong
learning approaches will be investigated and applied toward general emotion per-
ception systems. These techniques include, but are not limited to, PathNet [65],
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GeppNet [68], progressive neural networks [167], and dynamically expandable net-
works [220].

4.8.4 Summary

In conclusion, the proposed EWC-based continual emotion recognition models out-
perform other related models for cross-cultural emotion recognition, by quantifying
the importance of weights to previous tasks and then adjusting the plasticity of
weights accordingly for following tasks. In particular, the method overcomes the
limitations of the conventional isolated training approach, enabling a model to learn
multiple tasks in an open-set environment, with no or limited forgetting about the
knowledge obtained from previous tasks. Hence, it becomes a promising alternative
of joint training to dealing with the discrepancy among multiple cultures for emotion
perception. This approach was evaluated on two benchmark databases RECOLA
and SEWA for emotion regression across French and German languages. Experi-
ment results show that, the model can be adapted continually and keep on learning
over time to some extent.

In future work, the goal is to investigate other more advanced lifelong learning
algorithms, and compare their performance with the introduced EWC in the field
of emotion recognition. Further, beyond estimating emotional states across cultures
and languages, it will also be of considerable interest to develop approaches to learn
and adapt continually across different modalities and tasks.

4.9 Behaviour Synchronisation Analysis

Experiments in this section are aimed at automatically analysing the mimicry be-
haviours from speech, which is presented in Section 3.4. For this purpose, the SEWA
dataset (cf. Section 4.1.2) is exploited since it consists of recordings of conversations
from six different cultures. In the following, details of the experimental setups and
results are provided.

4.9.1 Experimental Evaluation

From the 197 conversations in the SEWA corpus, hand-crafted acoustic features
were extracted on the frame-level from the audio of all recordings. That is, for each
audio recording, 65 LLDs from the ComParE feature set were extracted, together
with their corresponding first-order derivatives (deltas), resulting in a frame-level
feature vector of size 130 for each step of 10 ms. Moreover, before training the AE,
the LLD sequences based on the transcriptions provided in the SEWA database were
segmented, where information on the start and end of each speech segment and the
subject ID of the corresponding segment is given.
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Figure 4.15: Slope of RMSE sequences of 70 Chinese subjects from 35 recordings.
In each recording, there are two subjects as denoted with blue and red bars, respec-
tively.

As a tentative study, the AE applied in this work was a three-layer encoder with
a three-layer decoder. In the preliminary experiments, the number of nodes in each
layer has been chosen as follows: 130-64-32-12-32-64-130, where the output dimen-
sion is exactly the same as the input dimension. After generating the reconstruction
errors of the tested subject over time, the resulting sequence was exploited to per-
form a linear regression, with the assumption that the slope of the learnt line may
indicate the changes of the behaviour patterns along time. More specifically, when
the slope is negative, it may demonstrate that during the chat session, the tested
subject turns to become more similar to the subject who (s)he is talking to. Thence,
if the slope is positive, it may imply the opposite. Additionally, the amplitude of
the slope can be an indicator to denote the level of the similarity or dissimilarity.

4.9.2 Performance

Let us first discuss the results achieved from the first culture, i. e., Chinese (C1).
From all 35 recordings, the average slope of the RMSE sequences of all 70 subjects is
−0.07. From Figure 4.15, one may notice that most of the slopes (54 of out 70 cases)
are negative, whereas only a few (16 out of 70 cases) are positive. This indicates
that, during the recordings, the acoustic LLD features of the tested subjects have a
smaller reconstruction error when time passes by. Considering that the AE is trained
with the other subject within the same recording, a smaller reconstruction error may
reveal a higher similarity between these two subjects. To sum up, a negative slope
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Figure 4.16: Slope of RMSE sequences of paired subjects from all recordings of six
cultures (C1: Chinese, C2: Hungarian, C3: German, C4: British, C5: Serbian, C6:
Greek). In each recording, there are two subjects as denoted with blue and red bars,
respectively.

implies a decreasing reconstruction error along time and could indicate a similarity
increasing among the speakers during the video chat. Interestingly, similar patterns
have also been found in all the other five cultures. Nevertheless, the ratio of the neg-
ative slopes and the average slope are different from culture to culture. Figure 4.16
demonstrates the slope of RMSE of each subject for all recordings respectively.

Given these results, the average slopes s of all cultures were calculated separately,
as well as the PCCs of two slopes obtained from all recordings within the same
culture, respectively, with the aim to perceive a cultural variation in spontaneous
remote conversations. Results are given in Table 4.18. Note that, a negative slope
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Table 4.18: Average slope of RMSE sequences of all subjects within six different
cultures is listed in the upper row, respectively; the correlation coefficient denoted
as pcc of pairs indicates the correlation of behaviours of two subjects and is listed
in the last row for each culture (C1: Chinese, C2: Hungarian, C3: German, C4:
British, C5: Serbian, and C6: Greek).

C1 C2 C3 C4 C5 C6

average slope -0.07 -0.11 -0.10 -0.07 -0.08 -0.12
pcc of pairs -0.03 0.34 0.15 0.39 0.39 -0.26

denotes that the subject shows a more similar speech behaviour in a conversation
along time; the more similar a subject is leaking like his partner, the larger the slope
is towards the negative direction.

From Table 4.18, one may notice that on average, individuals of all six cul-
tures tend to behave more similar during the conversation, given that the average
slopes are all negative. However, cultural variation remains, as the most negative
slope (−0.12) is obtained for the Greek (C6) culture and the smallest slope (−0.07)
is seen for Chinese (C1) and British (C4).

Moreover, taking the PCC into account, one may see the cultural variation from
another view. A positive PCC value demonstrates that subjects of a culture tend
to converge to a similar state, either both behave like or unlike each other, while
a negative PCC may indicate that conversations are more likely to be dominated
by one subject. For example, no correlation has been seen in conversations of the
Chinese pairs (C1), with a PCC of −0.03 which is close to 0. However, strong linear
correlations have been revealed in four cultures, either positive (Hungarian (C2),
British (C4), and Serbian (C5)) or negative (Greek (C6)). Besides, a weak positive
correlation can be seen in German (C3). These findings need to be verified by
literature in sociology, anthropology, and in the anthropologic linguistics domain,
particularly in the field of conversation analysis [188], which is, however, out of the
scope of the present study. Note that, despite that the SEWA database was designed
and developed with control of age and gender of the subjects, discrepancies caused
by these or other aspects such as educational background, occupation, and health
status cannot be avoided and might still have an impact on our observations.

4.9.3 Summary

Experiments performed in this section on the SEWA dataset have demonstrated
that, an autoencoder has a great potential to recognise the spontaneous and uncon-
scious temporal behaviour synchronisation in the social interaction, by the observa-
tion of the reconstruction error using the acoustic features extracted from the speech
of a conversational partner. Also, some insights into the synchronisation of vocal
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behaviour in dyadic conversations of people from six different cultures are reported.
In the future, additional evaluation strategies to measure the degree of similarity
between subjects will be explored, other than the slope of the reconstruction errors.
Moreover, it will be of great interest to further evaluate the effectiveness of the ap-
proach for automatically detecting the behaviour synchronisation from audiovisual
conversations.
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Discussion and Outlook

Emotions are an essential part of human mental activities and of paramount im-
portance in communication and decision-making processed. On that account, auto-
matically detecting and interpreting emotional behaviours of human beings plays a
crucial role in developing intelligent Human-Computer Interaction systems. Conse-
quently, it has become increasingly popular in both research and industry areas, and
considerable efforts have been made for this aim by exploiting various algorithms and
techniques. However, most of the existing approaches for emotion recognition limited
by the fact that they are still confronting many open challenges. Such challenges
include evaluating systems in real-world applications rather than on constrained
laboratory scenarios, learning discriminative representations for emotion modelling,
tailoring established and emerging algorithms for the specific tasks, achieving con-
tinual learning in a lifelong context, and analysing the empathic behaviours.

To deal with these challenges, this thesis aims at investigating several deep
learning-driven algorithms for emotional behaviour analysis, where audiovisual emo-
tional data captured in unconstrained conditions are largely considered. In particu-
lar, this work presents and evaluates a variety of approaches to reach the following
four major objectives: (1) learning advanced and meaningful representations for
emotion perception, (2) improving the effectivenss and robustness of emotion recog-
nition systems with deep learning algorithms, (3) performing lifelong learning for
cross-cultural systems, and (4) conducting empathic behaviour analysis with deep
learning approaches.

In the following, this chapter summarises the methods presented and the results
obtained, and concludes this thesis in Section 5.1. Then, limitations of current work
and open issues for future work are discussed in Section 5.2.

5.1 Contributions

In this section, the main achievements of this thesis are described in a nutshell.
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Targeted at the first main research question (RQ-1 in Section 1.2), all proposed
deep-learning-based methodologies and models in this thesis have been evaluated on
one or more publicly available emotion databases, and shown their effectiveness in
automatic emotional behaviour analysis based on spontaneous affective audiovisual
data.

Next, aiming at answering RQ-2, namely, to tackle the representation learn-
ing challenge within the context of emotion recognition, two approaches have been
developed. First, to address the representation learning problem in a multimodal
perspective, this thesis has introduced a novel crossmodal emotion embedding frame-
work in Section 3.1.1. In this framework, a crossmodal triplet constraint is deliber-
ated to incorporate information from heterogeneous data, especially from different
but complementary modalities. Moreover, to leverage the temporal context informa-
tion, this thesis has advanced the state-of-the-art bag-of-audio-word feature learning
strategy with a hierarchical feature learning architecture (cf. Section 3.1.2). With
this method, mid-level features with context information have been obtained, bridg-
ing the gap between frame-level features and long-term emotional segments and
therefore enhancing the regular bag-of-audio-word approach.

Moreover, to approach RQ-3, i. e., to advance the emotion recognition perfor-
mance by customising conventional deep models, three deep learning-driven ap-
proaches and frameworks have been proposed and evaluated in this thesis from Sec-
tion 3.2.1 to Section 3.2.3. In particular, these training strategies include strength
modelling that takes advantage of different models (cf. Section 3.2.1), dynamic diffi-
culty awareness training which exploits the difficulty information of a certain model
(cf. Section 3.2.2), and conditional adversarial training that exploits the adversarial
training concept for emotion prediction (cf. Section 3.2.3). Experimental results have
demonstrated that these proposed training strategies facilitate emotional behaviour
analysis based on audiovisual data, yielding appealing performance improvements
in comparison with the state-of-the-art audiovisual emotion predictors.

Further, another contribution of this thesis is to investigate lifelong learning for
emotion recognition (cf. Section 3.3), attempting to shed light on understanding
RQ-a (side) in Section 1.2. For the first time, a lifelong learning strategy has
been applied to address the catastrophic forgetting issue in deep models when se-
quentially estimating emotion patterns across various cultures. The experimental
results in Section 4.8 have shown that lifelong learning models outperform other
conventional models and have great potential in future real-life intelligent systems.

Last but not least, aiming at answering RQ-b (side) where empathetic be-
haviours are concerned, this thesis is further dedicated to investigating empathic
behaviour analysis with deep learning approaches (cf. Section 3.4). For this pur-
pose, a deep autoencoder-based model has been proposed and presented to detect
mimicry behaviours from the acoustic perspective. Extensive experiments in Sec-
tion 4.9 have indicated that empathic behaviours can be detected in human social
interaction from all studied cultures.
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All in all, the works presented in this thesis have demonstrated that the proposed
deep learning algorithms are promising methods to contribute to the development
of audiovisual emotional behaviour analysis systems, delivering better recognition
performance as well as more general and robust models for practical purposes.

5.2 Limitations and Future Prospects

Despite that a set of deep learning techniques have been presented in this thesis to
tackle the challenges of audiovisual emotion recognition systems such as represen-
tation learning and prediction modelling, there are several potential future research
directions along this line of research worth being investigated in future.

One recent trend in developing a machine learning solution for a specific task is to
combine the front-end and the back-end of a deep learning framework and to jointly
learn in an end-to-end manner. Therefore, the first possibility goes to incorporate a
deep representation learning model (e. g., deep latent representations or crossmodal
embeddings) with one proposed emotion recognition model (e. g., strength modelling
or adversarial training). It will be enlightening to examine if jointly training such
a combination can further increase the performance. Note that, as the combined
model becomes more complicated with more parameters to learn, more data will
be desired to learn a decent model, which itself remains a challenge. Moreover,
beyond audio and video signals there are also other modalities where emotions can
be conveyed such as text and bio-signals. Thus, it will be interesting and useful to
verify the feasibility and effectiveness of the proposed algorithms in other modalities.

Moreover, apart from main challenges tackled in this thesis, investigating other
highly related, yet little addressed issues might also boost the emotion perception
performance in HCI systems and further provide new and valuable insight into the
challenges at hand. In particular, systems modelling cultural and linguistic diversi-
ties can result in better generalisation. Also, several emerging and promising deep
learning techniques have so far not been applied in audiovisual emotion recogni-
tion, such as zero-/one-shot learning [67], reinforcement learning [137], and feder-
ated learning [218], to handle related issues such as data scarcity and data privacy.
Thus, it remains challenging to apply and adapt these state-of-the-art deep learning
techniques for emotional behaviour analysis in the wild.

In addition, this thesis has shed light on continual emotion recognition and em-
pathic behaviour detection, both of which are underdeveloped topics in this field.
Given the encouraging and inspiring results obtained in this work, it is worth inves-
tigating more sophisticated algorithms in future to solve these two challenging tasks.
To fulfil the objectives, more advanced lifelong learning approaches other than EWC
could be helpful to accomplish general emotion perception systems. Likewise, fur-
ther research efforts will be dedicated to applying innovative unsupervised learning
algorithms to address the empathic behaviour analysis problem.
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Concluding, all algorithms and approaches developed in this thesis are aligned
to reach the ultimate goal, that is, to improve the effectiveness, reliability, and ro-
bustness of emotional behaviour analysis systems operated in the wild. Hopefully,
the work presented here can inspire other researchers in this community and expe-
dite the pace at which deep learning approaches strengthen automatic audiovisual
emotion recognition and cultivate its application in real-life products.
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