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ABSTRACT
Elderly people could take benefit of speech assistants since they provide the most natural way to interact with assistive technology. Nevertheless, current speech assistants are mainly based on cloud-systems which are non-functional without a stable internet connection or introduce severe privacy-concerns. In this work we provide an overview of state-of-the-art available components for developing a privacy-by-design, open source speech assistant for seniors, as well as a fully functional implementation. We chose the health related task of getting nutrition information of packaged foodstuff for which we rely on an open data database. Our prototype was used in a workshop with two German seniors to gather further insights into the special requirements of elderly people, which can be taken into account for future speech assistants.

CCS CONCEPTS
• Human-centered computing → Natural language interfaces;
• Applied computing → Consumer health; • Social and professional topics → Seniors.
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1 INTRODUCTION
Speech assistants are becoming more and more popular since in many situations they allow the easiest and most intuitive interaction with a computer system. Especially, for seniors such interfaces make it easier to interact with assistive modern technology. Nevertheless, seniors are a special user group since they face age related problems, are often less familiar with current technology and partly don’t have access to a stable internet connection which is required for most commercial, cloud-based speech assistants. Since seniors are often using such systems for health-related tasks like nutrition or drug intake, privacy concerns arise.

In this paper we provide an overview of current open source solutions for developing privacy respecting speech assistants. For our implemented prototype we chose the task of receiving nutrition information of a packaged foodstuff since the labeling on packages is often hardly readable for seniors and often lack of healthiness ratings. Since we developed this system for German elderly users, it was a requirement that the German language was supported by the system. We use an enforced version of the term “privacy-by-design”, since the speech assistant should not only be able to run offline but additionally its software should be open source (including machine learning models) and the required data should stem from open data providers. In this case the open food facts database was used as data source. This prototype was demonstrated in a workshop with two seniors from which we gathered qualitative feedback in a semi-structured interview and discuss its outcomes. Those findings are relevant for future privacy-by-design speech assistants, which enable seniors using state-of-the-art assistive technology.

2 RELATED WORK
2.1 Speech Assistants for Seniors
In this section we provide an overview of recent literature about speech assistants for seniors. Examples of systems including robots related to nutrition information can be found in a following section.

Jesús-Azabal et al. [14] presented a combination of speech assistant and smartphone app for seniors to remind them about their daily drug dosage. Their voice assistant had two main requirements: (1) it should be able to work offline and (2) it needed to support appropriate speech for elders. The system used the open source speech assistant software Snips [7]. Shalini et al. [30] developed a voice assistant app for the Google Assistant and Amazon Echo platforms to manage seniors’ personal health, using commercial devices with a screen. The system was used by older adults and family members and provided audiovisual, easy to understand health information on spoken queries. In the work by Cheng et al. [6] a speech assistant for elderly persons facing type 2 diabetes was developed and evaluated. It was based on Google Home and a web interface to show visualizations. The seniors in the preliminary study preferred the system against smartphone apps.

All authors of this literature selection chose assistive, health related topics for seniors. Additionally, their speech assistants were mainly intended to simplify the interaction with the systems. The prototypes usually combined a graphical and speech interface. This is also the case for our prototype. However, our system should be able to run offline and Snips is no longer an option (see 3.1.1).
2.2 Recognition of Foodstuff Type and Amount

Providing nutrient information requires at least the recognition of the type of food. For example, the type of non-packaged food and – to some extent – drink can be automatically detected by using photos [21], gas sensors [8] or other sensors capable of measuring unique physical or chemical properties. At least the food intake and consistency (e.g. crispy) of a foodstuff can be recognized by analyzing audio data [33] if a person is speaking during eating. For example a drinking activity can be detected by using accelerometer data of a smartwatch [10] or by observing vessels with a pressure matrix on a table [36]. Nevertheless, manual methods are still required since automatic recognition is not always accurately possible, e.g. if the foodstuff is self-prepared. In [28], a multi device system was developed to reduce the effort of manual logging by combining a smartwatch, smartphone and a mobile smartscale. The smartscale helps to estimate the foodstuff amount, which may play an important role in some use-cases.

For our speech assistant we decided to use the bar-codes on the products’ packagings. One can obtain the nutrients and estimate the healthiness of the foodstuff from open databases like open food facts. This is also a very robust and widely used solution in food logging with smartphone apps. There are also automatic systems estimating the calorie amount [9] solely based on photos. Nevertheless, such systems can just provide hints since, e.g. the amount of contained sugar is usually invisible.

2.3 Nutrition Information / Recommendations

2.3.1 Understandable Nutrition Information. In Germany and some other countries, there is currently no compulsory indicator on the packaging allowing for a quick assessment of the healthiness of food. With our speech assistant we wanted to make it easier for seniors to identify healthy and unhealthy foodstuff while providing hints for the reason. For the rating we depend on the Nutri-Score [15], which is a rating from A (healthy) to E (unhealthy). This score is already introduced in some countries, such as in France, and at least discussed in several others. There are several other types of indicators available with different advantages and disadvantages, which could be researched in future work.

2.3.2 Robots. There are several examples for nutrient information systems that are based on robots. Pillo [32] is a commercial robot which acts as a health manager for its family and is able to answer questions about the amount of calories in certain food. In [26] a robot providing information about the calories of beverages was introduced. However, no direct interaction, such as asking questions, was possible. A concept of a robotic diettian with adaptive linguistic style was presented in [24]. Its main idea was to make the robot more persuasive in a diet setting by using personalized language. Recommendations for nutrition were part of the assistive robot for seniors presented in [27]. These recommendations, intended to improve the seniors’ wellbeing, stemmed from the CARE context-aware recommender system introduced in [29]. A dialog system for a robot to recommend dishes by determining the personal preferred texture and taste of food was presented in [35].

2.3.3 Conversational Agents. In [17], a task-oriented conversational system called CH1 for diabetic patients was introduced, intended to calculate the amount of consumed carbohydrates in a dish. The system was implemented for the Italian language and interpreted textual user utterances and generated text outputs. The system NESTORE [3] was intended to support seniors to achieve a healthier lifestyle. It acts as a coach for several health domains, including nutrition. This recent system shares some goals of the CARE system. One possibility to interact with NESTORE is a chatbot whose natural language understanding was powered by the Rasa framework (see section 3.1.2). Casas et al. [5] presented a chatbot based on the commercial Chatfuel service, which is intended to improve the food lifestyle. The user defines the goals to reach, such as a reduced meat consumption. In [2] a conversational agent called Foodie Fooderson relied on IBM’s Watson conversational services. It was designed to help to reduce food waste and to improve eating habits with recipe recommendations, which considered allergies and dietary goals.

3 DEVELOPMENT OF A SPEECH ASSISTANT

Usually, a speech assistant consists of automatic speech recognition (ASR), natural language understanding (NLU), a dialog manager, a natural language generator (NLG) and a text to speech (TTS) engine. Currently, available solutions from Amazon, Apple, Google or Microsoft heavily depend on cloud-based services which facilitate building speech assistants or chatbots while using the infrastructure of the specific provider. The use of online services for gathering or processing data is common for many tasks today. However, cloud-based data processing always goes hand in hand with privacy risks, with questions regarding the source of information or uncertainty with whom the data was shared. In particular, speech recognition comes with a high privacy risk. This is why we decided to develop a privacy-by-design speech assistant.

At first, we will provide an overview of components to build open source speech assistants. Afterwards we present our implementation of a speech assistant with the use case to provide nutrition information for a specific product.

3.1 Components

Several solutions exist for ASR, NLU, the implementation of a dialog manager, NLG and TTS. We present a selection of current open source options, with a focus on the German language.

3.1.1 Speech Assistant Frameworks. Several frameworks combine components to simplify the development of speech assistants. Table 1 lists a selection of open source frameworks. They support non-English language, run offline and still are in active development. Only the open source solutions for ASR and TTS are listed.

Snips [7] was a popular open source speech assistant, following the private-by-design principle and provided a German language model. This software would have been an interesting option. Nevertheless, Snips was recently acquired by Sonos, which closed down an essential part of the system (Snips Console) which was not open source. Thus, it was not considered as an option in this overview.

All solutions currently face the same problem: the missing support for non-English languages for their ASR and TTS. For example, it is hard to find generic, good working models for German. A recent
ASR based on deep learning is Mozilla’s DeepSpeech\(^2\), but currently (April 2020) there is not yet a good working German model. For Kaldi we found an appropriate model we will describe in a later section. TTS is – in our case – less critical as long as the generated German speech is reasonably good understandable.

Table 1: Active open source speech assistant frameworks supporting non-English languages and with offline support.

<table>
<thead>
<tr>
<th>Name</th>
<th>ASR</th>
<th>TTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jasper(^3)</td>
<td>Pocketsphinx, Julius</td>
<td>Festival TTS, Flite,</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pico TTS, MaryTTS</td>
</tr>
<tr>
<td>Kalliope(^4)</td>
<td>CMUSphinx</td>
<td>eSpeak, MaryTTS, pico</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TTS</td>
</tr>
<tr>
<td>Leon(^5)</td>
<td>DeepSpeech</td>
<td>Flite</td>
</tr>
<tr>
<td>LinTO(^6)</td>
<td>LinSTT (Kaldi based)</td>
<td>pico TTS</td>
</tr>
<tr>
<td>Mycroft(^7)</td>
<td>DeepSpeech or Kaldi</td>
<td>Mimic, eSpeak, MaryTTS</td>
</tr>
<tr>
<td>Open Assistant(^8)</td>
<td>CMUSphinx</td>
<td>eSpeak</td>
</tr>
</tbody>
</table>

3.1.2 Chatbot Frameworks. Some solutions already incorporate NLU and dialog management. Nevertheless, these components can also be found in chatbot frameworks, which usually just lack the ASR and TTS components. One solution is the Microsoft Bot Framework\(^9\). It is open source but mainly intended to be used with Microsoft’s Azure cloud services. Another framework is Rasa [4], which already incorporates offline NLU for non-English languages and dialog management. There are several other chatbot frameworks available, but especially Rasa is a quite sophisticated solution thanks to its integrated NLU and dialog manager.

3.1.3 Speech Recognition. Deep Neural Networks in speech recognition are usually superior to older techniques (e.g. HMMs) in terms of word error rates. Thus, we will focus on ASR frameworks based on modern algorithms. For two of them we could find German models. DeepSpeech currently lacks an official German language model. Recently, a German model was published by [1], which has not been available during our development phase. For our prototype we relied on a model for Kaldi [23], which was described in [20].

Automatic activation on voice was not provided by our system to allow full transparency when audio recording is conducted and since an interaction with the GUI was required to take a picture of a bar-code. Nevertheless, an implementation would be possible by adding an open source keyword spotter like mycroft-precise\(^10\) and a voice activity detector to start and stop recording.

3.1.4 NLP, Dialog Management and NLG. In this section selected open source frameworks for NLP, dialog management and NLG are presented. For NLP we found three popular solutions with existing German models: Apache OpenNLP\(^11\), Stanford CoreNLP [18] and SpaCy\(^12\). SpaCy is a more recent software and applies deep learning methods by using Tensorflow. It is used as part of the NLU of the Rasa framework. For dialog management there are several open source solutions and their usage heavily depends on the complexity and purpose of the system. In our case we required a task-oriented solution without the need for more complex dialogs (e.g. small talk). Thus, the integrated template based solution of the Rasa framework was appropriate. From Rasa we also used the integrated NLG although it is currently quite limited. A more sophisticated option is for example SimpleNLG [11] or RosaeNLG\(^13\), which provide German language models. Deep learning techniques are currently not widely applied in open source solutions.

3.1.5 Speech Synthesis. For TTS there are several older open source solutions. For our prototype we decided to use MaryTTS\(^14\) for which reasonable German language models are available. The generated audio can be easily received from its integrated server. Other TTS software with German models are listed in Table 1. In the future Mozilla’s TTS\(^15\) using deep learning methods could be an appropriate choice. Together with their ASR these components are intended to be integrated in web browsers as part of the Web Speech API\(^16\).

3.2 Implementation for Nutrient Information

An overview of our system is shown in Figure 1. We installed all components in different docker containers in a virtual machine (VM) running Xubuntu 19.04 x86-64. Eight cores of the host system’s CPU (Intel Xeon E5-2690 v4 CPU), 8 GiB RAM and 80 GiB HDD storage were dedicated to the VM. The communication between the components was provided by the program logic on the client device (simplified in the figure).

![Figure 1: Simplified system overview.](https://wicg.github.io/speech-api/ accessed April 28 2020)

The GUI (cf. Figure 2) and program logic were provided by an HTML5 website with Javascript code. At first a user would photograph the bar-code, which was decoded by the Javascript code and sent to the Rasa instance running on the server via a websocket connection. A textual response from Rasa with the product name was sent back. The text was displayed and speech was generated.
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from it by sending the text to MaryTTS and playing back the resulting audio data on the client. Now the user could ask a question by using text input or ASR. For the ASR the audio recording could be started and stopped with a record button. After stopping, the audio data was sent to the ASR server and the transcribed text was received and displayed by the GUI. Additionally, the text was sent to the Rasa instance, which generated its response. Like before, the response was made visible by the GUI and TTS was applied.

Figure 2: A screenshot of the GUI allowing scanning a barcode, starting / stopping the speech recording, text input and replaying the audio of the TTS. Translations were added.

For ASR we integrated Kaldi with the model tuda_swc_mailabs_voc400k17, which was the best and also the largest model provided by [20]. For an integration we set up the suggested Kaldi GStreamer server, which allows sending uncompressed, mono audio data with a sample rate of 16 kHz to Kaldi and receiving its response via a web-socket connection. For a German sentence like “Tell me how much sugar is contained in the foodstuff,” a time duration of about three to five seconds between sending the audio data to the server and receiving the recognized text was observed. This was an acceptable delay and includes all major system components: ASR, NLP, dialog manager, NLG and TTS (generation time). Some components’ latencies like of the ASR depend on the word count. In our use case just short questions are asked where the ASR requires most processing time. Thus, for longer sentences it could be useful to reduce its latency by doing optimizations (e.g. model, GPU acceleration). The recognition accuracy in our tests was reasonable with laptop and latency by doing optimizations (e.g. model, GPU acceleration). The recognition accuracy in our tests was reasonable with laptop and

The speech assistant was presented to the seniors by the researcher. For demonstration purposes one drink carton of orange and grapefruit juice were chosen, which were included in the local copy of the open food facts database. A Microsoft Surface 4 Pro (Intel m3 CPU) tablet with Windows 10 was used to run the web interface (front-end). The back-end VM was running on a compact desktop PC with AMD Ryzen 5 3600 CPU. The tablet and desktop PC shared the same network. With the carton of orange juice it was explained to the participants how to interact with the system and which information about a product can be obtained. Afterwards both seniors were free to test the system with a package of grapefruit juice.

Finally, a semi-structured interview was conducted. It was asked, whether the participants noticed problems or had ideas how to extend or improve the prototype’s functionality. Additionally, we were interested in which situations and places the participants could envision to use such an assistant providing nutrition information. The acceptance to use a smartphone or a smartdisplay as interaction
devices were asked, too. Since privacy played an important role in the development of the prototype we also questioned the seniors whether they would agree to share data (especially audio) with commercial companies when they would benefit from a speech assistant with better ASR, TTS and more functionality. We were also interested, which nutrition data was relevant to the seniors and whether the Nutri-Score and rating of the sugar amount were helpful to them.

5 RESULTS AND DISCUSSION

Technical setup. During the evaluation the speech recognition worked reasonably well in a silent environment and recognized most of both senior’s questions. Nevertheless, ASRs heavily depend on the audio equipment and DSP. Optimized open hardware / source platforms are also available (e.g. ReSpeaker for Raspberry Pi18) which might improve the ASR’s performance and could be considered for future prototypes.

During the try-outs a problem occurred, we were already aware of: the vocabulary of the ASR did not include the very special word “Nutri-Score”. Instead, similar sounding German words were recognized. Thus, it would be necessary to train a new model with appropriate speech samples to get better results, which currently is a non-trivial task. Nevertheless, it was possible to get the Nutri-Score rating by asking whether a foodstuff is healthy or what the rating of it is. Since the NLU was limited in its answer possibilities it often guessed correctly the meaning of a question, even if it was not transcribed correctly. A domain specific ASR, such as applied in Snips [7], would have been preferable at least for this task oriented dialog system. The problem with unknown vocabulary also existed with the TTS engine. Especially, trademarks or company names of a foodstuff could be pronounced incorrectly. Nevertheless, the audio output could be understood by our workshop participants.

The combination of a graphical touch and speech interface worked well for this task. It was possible to see what the system understood and allowed an overview of what was already asked by the users. The possibility to start / stop the audio recording with a GUI button press on the touchscreen allowed the seniors to have more control over the system. Additionally, due to the use of bar-codes it was helpful to see the view of the camera to position the product correctly. In future prototypes the GUI could also be used for visualizations e.g. to compare nutrition facts like it was implemented for a different task in [30].

Seniors’ interaction with speech assistants. Seniors face several age-related and partly health-related limitations that have to be considered for the interaction design. Their sight, hearing and motor abilities are reduced. Foodstuff packagings already include nutrition information, which were also provided by our system. Nevertheless, our workshop participants confirmed, that the text on the packagings are partly very hard to read for them due to being too small or printed with a bad contrast. Thus, they often required a reading aid and a place with good lighting conditions. Thus, our developed system would be useful for them. The seniors could imagine using such an assistant in their kitchen to get a better idea about the healthiness of specific foodstuff.

To provide a good usability of our system we ensured, that the text and GUI elements on the screen were big enough for an easy interaction. The literature reports, that direct manipulation with touchscreens can reduce the barriers for elderly people to interact with computer systems [22]. To simplify the usage of our system the GUI required only minimal interaction. The volume of the speech output was adjusted to be well understandable in front of the tablet. Its touchscreen worked well for both participants.

A recent overview of voice user interfaces for elderly can be found in [31]. Currently, there is relatively little research, which takes age into account when building voice interfaces, as confirmed by Stigall et al. In a study presented in [16] it was researched how age-related cognitive decline influenced the use of voice interfaces. Several implications for speech assistants, like longer pauses between words, are mentioned, which should be considered in future systems. Werner et al. [34] also indicate, that there might be age-related differences in the word error rates of ASR systems, which would need to be considered when building ASR models.

Privacy. The privacy-by-design aspect of our system was appreciated by the seniors. Especially, they would not have allowed sharing voice data with a cloud service and already tried not to do so with their smart TV, smartphone and PC with Windows 10. Severe privacy concerns related to ASR were also expressed by a senior in a study described in [25]. In general several privacy issues are known for different commercial products (e.g. [13]) and through media were partly known to the seniors of our workshop. In fact the perceived privacy risk seems to be an important hindering factor for the usage of speech assistants, which could also be observed in a study presented in [19] with 724 voice assistant users. Both workshop participants agreed, that they even prefer a partly worse working offline speech assistant over a cloud based solution with better performance. Our participants mentioned, that a commercial product being able to run completely offline could be a compromise.

Nutrition information and system’s extensions. The workshop participants noticed the value of the system in delivering nutrition information of a specific product. They described it as more comfortable and appreciated the interpretation of the healthiness by the Nutri-Score and the amount of sugar in comparison. Additionally, they wished to receive information and an interpretation about included vitamins and minerals of a foodstuff. Unfortunately, such information is usually not provided by the producers and could, at least in Germany, only be received from non-open databases for some products like the “Bundeslebensmittelschlüssel”19. As a useful addition to the system the management of their foodstuff inventory was mentioned, so that they could get informed when products are near the expiration date or when certain foodstuff is running out.

6 CONCLUSION

In this paper we developed and evaluated a prototype of a privacy-by-design open source speech assistant for seniors providing nutrition information. We provided an overview of currently available open source solutions to develop speech assistants, which are also usable for non-English speakers, in this case for the German

---

18https://github.com/respeaker/seeed-voicecard accessed April 28 2020
19https://www.blsdb.de/bls/background accessed April 28 2020
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