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Abstract 

Artificial Intelligence, i.e., complex algorithms that learn to perform functions associated 
with human minds, such as perceiving, decision-making, and demonstrating creativity. 
Indeed, more often than not, AI is trained on biased datasets, that is, this data is 
disproportionately weighted in favor of or against certain individuals or groups of 
individuals. The roots for such biases are very diverse, sometimes they are technical in 
nature, but often they originate in the minds of people, making it difficult to identify these 
biases, e.g. if such a disproportionate weighting is perceived as ‘normal’ by many, while 
it is still devastating to few.  

We argue that the use of virtue ethics in AI can help to mitigate the consequences of biases 
and to help identify such biases. In particular, we aim to assess in multiple online and 
field experiments how the virtue ‘transparency’ affects an individual’s decision-making 
and perceptions regarding the AI. 

Keywords:  Artificial intelligence, bias, virtue ethics design, decision-making, individual factors, 
experiment 

Introduction 

Artificial Intelligence (AI), i.e., complex algorithms that learn to perform functions associated with human 
minds, such as perceiving, problem-solving, decision-making, and demonstrating creativity from large 
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datasets. Indeed, more often than not, from biased datasets, that is, this data is disproportionately weighted 
in favor of or against specific individuals or groups of individuals. The roots for such biases are very diverse, 
sometimes they are technical in nature, but often they originate in the minds of people. The latter makes it 
very difficult to identify biases, as such a disproportionate weighting could be perceived as ‘normal’ to many, 
yet, be devastating to few. For example, Facebook has been criticized that its technology to run job 
advertisements is biases against women. Employers used Facebook's targeting technology and AI 
algorithms to exclude women from receiving ads that advertised open positions, such as for truck drivers, 
and window installers (Scheiber 2018). In the same vein, Amazon disclosed that their hiring algorithms 
were also biased against women, whose resumes were downgraded (Gonzalez 2018). While Amazon 
promptly scrapped the application of this AI, it has risen concerns about clandestine, and inherent biases 
in AI. 

Theoretical background 

The issue of biases and ethics in AI technology has gained a lot of interest in the Information System (IS) 
field in recent years. Ajunwa (2019) argues that the pervasive adoption and usage of AI in our daily lives 
entails the emergence of ethical issues concerned with biases. Current IS research has investigated biases 
and discriminations in labor markets. For example, studies find that AI can cause the resistance of 
professionals in the context of AI-augmented decision-making (e.g., Jussupow et al. 2020; LaBrie and 
Steinke 2019), some studies point out individuals’ adverse reactions to algorithm-based management 
decisions (Tambe et al. 2019), and some research finds that AI technology may offer unintended 
consequences for employees, projects, and organizations (Reis et al. 2020). This underpins the statement 
of Tarafdar et al. (2020) “Bias cannot be avoided in the use of big data algorithms and exists in the technical 
as well as the social aspects.” (p. 2). This makes the statement of Manyika et al. that “AI can help humans 
with bias — but only if humans are working together to tackle bias in AI.” (Manyika et al. 2019), even more 
important. 

Our approach to improving the identification and mitigation of the consequences of biased AI draws from 
the virtue ethics theory, one primary mode of ethical analysis. Virtue ethics theory focuses on personal 
character, how to develop good qualities, i.e., "virtues", and the ability to use them (Goldsmith and Burton 
2017). Virtue ethics is a big-picture theory, and it argues that individuals' behaviors are strongly associated 
with social contexts. We argue that virtuous AI needs to transparently inform users about the setup of 
potential roots of biases. Virtuous AI used to select applicants in hiring processes, for example, needs to 
inform about the diversity of the training data, e.g., 65% female vs. 35% non-female, and its certainty levels, 
e.g., this candidate is very likely not suited for the respective position. Such transparency is precious for 
users and can motivate AI-developers to (more) carefully consider and mitigate potential biases. 
Accordingly, with the help of virtue ethics, this research seeks to answer the following two research 
questions: 1) How does exposure to ethically virtuous designed AI affect individuals’ decision-
making? 2) How is this relation moderated by individual differences (e.g., gender, 
ethnicity)? 

In this research, we are going to conduct experiments to create scenarios that manipulate bias cues (x2) and 
ambiguity cues (x2). We propose two experimental designs. First, in order to understand how virtue ethic 
cues affect decision making in general, we will conduct an (online) experiment utilizing vignettes. The 
proposed sample are both crowd workers, and students. Second, we aim to apply a field experiment to 
understand decision making in the context of AI and virtue ethic cues. To get a more in-depth 
understanding we aim to also get responses to certain open-ended questions, next to our quantitative post-
experimental assessments. 

We anticipate that our multi-study design research approach will help theory development by explaining 
how virtue ethics in AI affects individuals’ decision making. Further, we anticipate that we can contribute 
to practitioners by elaborating how virtuous AI affects users’ decision making, and how AI can be designed 
virtuously. 

Proposed Research Model 

In this study, we apply the virtue ethics approach as our theoretical foundation to investigate how bias cues 
and ambiguity cues influence individuals’ decision-making. The main idea of virtue ethics is the pursuit of 
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internal good, practical wisdom, and voluntary action (Gal et al. 2020). Building on the theoretical 
foundations described above, Figure 1 depicts our research model, which is drawn from virtue ethics. 
Ambiguity cues refer to the information regarding the confidence level of the AI, and bias cues refer to the 
information regarding the set-up of the underlying data. 

 

Figure 1.  Proposed Research Model 

 

Methodology 

We will apply a 2 (bias cues: Yes vs. No) × 2 (ambiguity cues: Yes vs. No) between-subjects, full factorial 
multi-study design including an online experiment (study 1) and a field experiment (study 2). The online 
experiment will be based on vignettes.  

Procedure: In group 1, the control condition (absence of bias and ambiguity cues), a general task 
description will be shown. In group 2 (provision of bias cues but lack of ambiguity cues), participants will 
be confronted with information regarding the reference data of the AI. For example, the AI could 
transparently state that reference data were 90% based on Asian and Caucasian men. In group 3 (provision 
of ambiguity cues but lack of bias cues), subjects will receive information on the confidence level of the AI 
recommendation, e.g., the recommendation is based on a confidence level of 73%. Finally, in group 4 
(provision of bias and ambiguity cues), both cues are combined and will be presented.  

Data Collection: For the pretests, we intend to invite students from different universities who are enrolled 
in management courses and have a prior understanding of how organizations are structured and which 
strategic role artificial intelligence technologies have in decision making. For the main data collection, we 
are planning to run a similar experiment with workers from the crowdsourcing platform Amazon 
Mechanical Turk (AMT) who are active for at least one year. The field experiment will be conducted in an 
organizational setting to collect decision-making as real behavior, in the context of AI and virtue ethic cues. 
Two possible contexts in consideration are hiring decisions and human resource management and 
diagnosis decisions in radiology. 

Expected contribution 

Theoretical implication 

Drawing on virtue ethics, this study offers a theoretical framework to investigate how the two types of virtue 
ethics cues influence individuals’ decision makings and provide a novel way to scrutinize AI biases and 
discriminations issue. Specifically, this study contributes to (1) extend virtue ethics in IS research, especially 
to understand how virtue ethics design principles affect individuals decision making (2) address lack of 
theoretically grounded empirical social-technological studies to investigate the topic of AI biases, (3) 
provide how virtue ethics design principles can mitigate different sources of algorithmic biases, and (4) 
explore whether the decision making varies among users from different experiences, ethnicity, gender, age, 
etc. This theory-driven model to individuals' decision-making behaviors will complement existing IS 
literature.  
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Practical Implications 

From a practical perspective, we hope to achieve a better understanding of different individuals’ behaviors 
with the guidance of AI. This study elaborates on informed and objective decision making and provides 
insights on how to design AI-based recommendations ethically. We need to highlight the role of information 
cues in our software and algorithm designs. In addition, this study improves confidence in the application 
of AI and stresses the need to mitigate adverse employee reactions. It is also essential for governments to 
make AI technology regulations more proximal to users. 
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