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Abstract
Radio frequency (RF) power coupling in inductively coupled plasmas is investigated
numerically using a self-consistent fluid model. Hydrogen discharges are simulated at
pressures from 0.3–10 Pa and at RF powers of around 1 kW. At the low excitation frequency
of 1 MHz a high magnetic RF field of around 30 G is generated by the RF coil, meaning that
discharges at low pressures are in the nonlinear skin effect regime. Therefore, a description of
the RF power coupling by simple collisional Joule heating is not appropriate. Moreover,
models that account for collisionless heating by means of a stochastic collision frequency or as
diffusion of the RF current density (as is state of the art for discharges operated in the
anomalous skin effect regime at higher frequencies of e.g. 13.56 MHz) are incapable of
describing the RF power coupling in the nonlinear skin effect regime properly. This is due to
their total neglect or simplified treatment of the RF Lorentz force. Instead, this work
demonstrates that the RF power coupling mechanism for discharges operating at low RF in the
nonlinear skin effect regime can be described by an electron momentum balance retaining the
nonlinear RF Lorentz force as well as electron inertia and advection. The crucial role of the RF
Lorentz force in generating the RF plasma current density and thus in shaping the plasma
parameter profiles is validated successfully with experimentally obtained electrical and
spatially resolved plasma parameters for pressures as low as 0.5 Pa. Below this pressure the
results obtained from the model and the ones from the experiment diverge. Most likely this is
caused by a sudden change in the electron distribution function at the lowest pressures.

Keywords: self-consistent fluid model, hydrogen, inductively coupled plasma, power transfer
efficiency, nonlinear skin effect regime, RF Lorentz force, electron heating

(Some figures may appear in colour only in the online journal)

1. Introduction

Inductively coupled plasmas (ICPs) operated in hydrogen are
widely used in the plasma processing industry and in fusion
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science because of their favorable properties such as easy set-
ting up and low maintenance requirements, as well as good
control over the plasma parameters [1, 2].

In these ICPs typically only a certain fraction of the radio
frequency (RF) generator output power—called RF power
transfer efficiency η—is absorbed by the plasma. Conse-
quently, undesired heat is produced by Joule heating in the
RF coil and by eddy currents induced in metallic components
of the setup. Therefore, considerable experimental [3–8] and
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numerical modeling [9–11] efforts have been undertaken to
improve the understanding of the RF power coupling mecha-
nism and subsequent optimization of η. In these studies it was
found that η depends in a complicated way on external parame-
ters such as the applied frequency, RF generator output power,
discharge geometry and RF coil geometry, gas pressure, and on
the plasma parameters, in particular their spatial profiles; most
importantly on those of the electrons, since they are directly
heated by the electric component of the RF field. In order to
study how the electrons gain energy from the electric com-
ponent of the RF field, their power balance has to be solved
together (i.e. self-consistently) with Maxwell’s equations for
the electric and magnetic RF fields. In hydrogen plasmas the
electrons lose their energy not only during elastic and inelastic
collisions with molecules, where a multitude of processes such
as rotational and vibrational excitation are important [12], but
also during collisions with dissociated atoms, which exist in
non-negligible amounts. In addition, energy losses by convec-
tion to the discharge walls are important. This is due to the high
surface to volume ratio typically encountered in ICPs operated
in the plasma processing industry or in fusion science.

In both applications, discharge sizes of several liters are
not uncommon [1, 13]. Kinetic methods are too numerically
expensive to simulate discharges of this size, for which rea-
son spatially resolved multi-species fluid models are usually
used to study different physics aspects of these discharges. In
these fluid models, the most simplified treatment of the RF
power coupling is to assume a fixed power deposition pro-
file, i.e. the RF fields are not spatially resolved [14, 15]. Hence
the impact of the RF fields on the plasma parameters and thus
the power coupling is not modeled. It is thus more common to
spatially resolve the RF fields by solving Maxwell’s equations
and assuming a local dependency between the electric RF field
component and the plasma current density yielding Ohm’s law,
the development of an RF sheath and collisional Joule heat-
ing [16]. However for pressures below 1 Pa collisional Joule
heating cannot explain the experimentally observed heating,
which is generally accepted to take place via the kinetic col-
lisionless heating mechanism [17, 18]. There are fluid models
accounting for this heating mechanism either by introducing
a stochastic collision frequency [19] or by introducing diffu-
sion of the RF current density [20, 21]. The derivations of
these approaches are closely related to the anomalous skin
effect regime, where the nonlinear RF Lorentz force is usually
neglected [22]. At higher radio frequencies (e.g. at the indus-
try standard frequency of 13.56 MHz) this assumption is well
justified, because here the typical RF magnetic field strengths
are rather small. However, at lower driving frequencies and
thus comparatively high magnetic RF field strengths experi-
mental results obtained by Godyak et al [23] show that the
nonlinear RF Lorentz force generates higher harmonics in the
induced RF current density and in the plasma parameters. This
in turn strongly affects the discharge dynamics, wherefore the
RF Lorentz force has to be modeled properly to produce results
that agree with the experimental measurements, as stated in
[21, 22, 24, 25].

Hence a self-consistent fluid model is introduced. Its aim
is to describe the RF power coupling in hydrogen discharges

that operate in a regime where the RF Lorentz force cannot be
neglected, i.e. at pressures from 0.3–10 Pa and RF generator
output powers of around 1 kW and, most importantly, at a low
RF of 1 MHz.

This paper is structured as follows: section 2 provides a
brief review of the different RF skin effect regimes and their
relation to the power coupling mechanism. Section 3 intro-
duces the experimental ICP setup CHARLIE that operates at
1 MHz. It is used to validate the self-consistent model that is
derived in section 4. Section 5 validates the model and dis-
cusses the role of the nonlinear RF Lorentz force in sustaining
discharges. Final concluding remarks are made in section 6.

2. RF power coupling regimes

Froese et al have shown that beyond the local and anomalous
skin effect regimes [26] there exists the ‘nonlinear regime’.
The three regimes can be distinguished depending on the pres-
sure p and on the magnetic RF field strength BRF [22]. To
show this, plasma and electrical parameters measured in the
CHARLIE experimental setup (as described in section 3) are
used for estimation of the boundaries between the different
regimes as well as for the experimental operating points in
figure 1. To establish the relation between the electron temper-
ature and the neutrals pressure (that is plotted on the abscissa),
a global model particle balance is used (cf [15]). Note that
depending on the ICP geometry (see e.g. ferromagnetically
enhanced ICPs), plasma can also be sustained in regions of
negligible magnetic RF fields [25, 27]. However, this special
case is not in the focus of this work, wherefore it is not included
in figure 1.

At high pressures above p ≈ 1 Pa the discharges tend to
be in the local regime. In this regime, electron heating is well
described by collisions. Ohm’s law is derived from the electron
momentum balance, where the Lorentz force and advection are
neglected. This yields a local RF conductivity that connects
the RF plasma current density to the RF electric field. In this
local regime, Joule heating fully accounts for the power that is
absorbed by the plasma [1].

The anomalous skin effect regime is encountered at rather
low magnetic RF field strengths, for which reason the nonlin-
ear RF Lorentz force is negligible. For instance, discharges at
p = 0.3 Pa with BRF < 0.6 G are in this regime. Here electrons
are primarily heated by a wave particle interaction known as
collisionless heating [18]. This mechanism can be described
by quasilinear theory [1], where collisionless heating is mod-
eled as diffusion of the RF current density caused by viscosity.
Two limits can be considered: (i) the limit of locality, for which
Chang and Bose presented an expression for the viscosity [28]
and (ii) the opposite limit of non-locality, for which Hagelaar
derived an expression [20].

For higher magnetic RF field strengths (at p = 0.3 Pa for
BRF > 0.6 G), there exists a third skin effect regime, which
Froese et al termed the ‘nonlinear regime’ [22]. This regime
differs from the other two in that here the magnetic RF field
strength becomes non-negligible. Consequently, the nonlinear
Lorentz force should play an important role in facilitating the
generation of the RF plasma current density and also contribute
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Figure 1. Three different RF skin effect regimes depending on the
pressure p and on the magnetic field amplitude BRF. Electrical and
plasma parameters from the investigated experiment CHARLIE
(described in section 3) are used to obtain the regime boundaries by
equating the different approximations for the skin depths, as
suggested in [22]. Plotted along are typical experimental operating
points at a fixed applied frequency f RF = 1 MHz and 800 W
generator output power.

significantly to sustaining the discharge and shaping the spatial
profiles of the plasma parameters. Interestingly, at even higher
magnetic RF field strengths (at p = 0.3 Pa for BRF > 60 G), the
Larmor radius of the electrons becomes so small that particles
start to behave as if they are once again in the local regime.

Plasma and electrical parameters measured in the CHAR-
LIE experimental setup (as described in section 3) are used in
figure 1 to show that a typical discharge at an applied frequency
of 1 MHz and a generator output power of 800 W are within
the local regime for pressures above 1 Pa, whereas they are in
the nonlinear regime for pressures below 1 Pa.

3. Experimental setup

Figure 2 is a schematic view of the experimental setup CHAR-
LIE used for validating the RF power coupling model as
described in section 4. The discharge consists of a cylindrical
quartz tube with an inner radius of 4.5 cm and an axial length
of 40 cm. At z = ±20 cm, stainless steel transition pieces are
installed that effectively serve as end plates for the discharges.
A helical copper RF coil with 5 windings is connected via
a matching network to an RF generator that produces output
powers of up to 1 kW at a RF of 1 MHz. A constant inflow
of 5 sccm of molecular hydrogen is maintained and by chang-
ing the speed of the vacuum pump the pressure can be varied
between 0.3 and 10 Pa.

The experimental setup is equipped with several diagnostic
devices for determination of electrical and plasma parameters.
The generator output power Pgenerator and the RF coil current
amplitude I0 are independently determined using a V –I probe
and a current transformer respectively. A subtractive method

is applied to determine the RF power transfer efficiency

η =
Pplasma

Pgenerator
=

Pgenerator − 1
2 RnetworkI2

0

Pgenerator
. (1)

Here Pplasma is the power that is absorbed by the plasma and
Rnetwork characterizes the losses in the RF coil and the RF
network. The efficiency η is determined using the method
described in [4, 7]. During all measurements perfect match-
ing is ensured by adjusting the matching capacitors C1 and C2,
i.e. Pgenerator equals the forward power and the reflected power
is zero.

The Balmer lines and the Fulcher band are measured with
optical emission spectroscopy (OES) along the radial line-of-
sight indicated in figure 2. The collisional radiative models
Yacora H and H2 are then used to determine electron den-
sity ne, temperature Te, atomic and molecular particle densi-
ties na and nm and the temperature of the H2 molecules Tm

[29, 30]. In the evaluation, opacity effects are considered by
means of the escape factor method [31]. By shifting the OES
line-of-sight in the z direction, axial plasma parameter pro-
files are obtained, where each point of the profile is radially
line-of-sight averaged.

4. RF power coupling model

The simulation domain is based on the experimental ICP setup
as described in section 3. As indicated in figure 3, cylindrical
symmetry ∂/∂ϕ = 0 is used, i.e. every variable depends only
on the two spatial coordinates r, z and not on ϕ. For a vector
valued dependent variable u, this means in component nota-
tion u = ur(r, z, t)er + uϕ(r, z, t)eϕ + uz(r, z, t)ez, where every
component also depends on the time t. To further reduce the
numerical effort by 1/2, axial symmetry in the plane that is
spanned by the er and eϕ axes at z = 0 is exploited, i.e. only
z � 0 is considered. To focus on the self-consistent RF power
coupling mechanism, a uniform background of neutral atoms
and molecules throughout the whole discharge is assumed. For
a specific pressure, the input number densities na and nm as
well as the temperature Tm are obtained from OES evaluation,
as described in section 3. It is further assumed that the atomic
temperature Ta = Tm.

The fluid approach involves making assumptions about the
velocity distribution function of the charged species (most
importantly about the electron velocity distribution function)
for closure purposes [32], for deriving boundary conditions
and for calculating reaction rate coefficients for the vari-
ous elastic and inelastic processes. Experimentally validated
kinetic simulations of the CHARLIE experiment revealed an
electron velocity distribution function of Maxwell–Boltzmann
type for pressures larger than 0.5 Pa [33]. This assumption is
used here as well.

4.1. Gas discharge model

In the region occupied by the plasma, particle balances are
solved for each charged species yielding its respective number
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Figure 2. The experimental setup CHARLIE used for the validation of the model. The measurement techniques for the RF power transfer
efficiency are shown together with the lines of sight for the determination of the plasma parameters via a collisional radiative model [29, 30].
Reproduced from [7]. © IOP Publishing Ltd. All rights reserved.

Figure 3. 2D cylindrically and axially symmetric simulation
domain.

density nj with j ∈ {H+, H+
2 , H+

3 , e}

∂tnj +∇ · njuj = Rj, (2)

where the notation ∂t = ∂/∂t is used for brevity. Negative
hydrogen ions H− are not included in the model because the
process of electron detachment by electron impact is very effi-
cient [12] at the typical Te > 5 eV in the CHARLIE exper-
iment and consequently, nH− � nj. Nine processes are con-
sidered in the volume reaction rates Rj for the creation and
destruction of each species: ionization of H, (non-dissociative)
ionization and dissociation of H2, dissociative excitation and

recombination of H+
2 and H+

3 , and creation of H+
3 via the col-

lision of H+
2 with H2. The respective rate coefficients for these

inelastic collisions are taken from [12]. This selection of pro-
cesses is well suited to describing hydrogen plasmas in the
investigated pressure and power range and has already been
used in [15, 34, 35].

For each of the three positive ion species i ∈ {H+, H+
2 , H+

3 }
a momentum balance is solved for the fluid velocities ui =
ui,rer + ui,zez, i.e.

mini (∂tui + (ui · ∇)ui) = eniE −∇nikBTi

−
∑

n

μi, nniνi, nui − miSiui,

(3)

where mi denotes the ion mass, e the elementary charge and
kB Boltzmann’s constant. The advection term mini(ui · ∇)ui is
retained since at low pressures it becomes comparable to the
forces per unit volume that act on the ion fluid elements. These
are due to the electrostatic field E = Erer + Ezez, the pressure
gradient, where the ion temperature T i measured in units of
Kelvin is assumed to be equal to the experimentally obtained
Tm, elastic collisions between ions and neutrals (μi,n being the
reduced mass and ν i,n the momentum transfer frequency) and
the momentum loss associated with a newly created ion miSiui,
where Si comprises only the positive contributions of Ri. As a
boundary condition, it is assumed that the ions reach the wall
with an effective velocity ui,eff , i.e.

ui · n̂ = ui, eff, (4)

that is calculated by assuming that the velocity distribution
function of the ions is Maxwellian with a drift ui,⊥ toward the
walls. From this follows

4
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ui, eff =
1

2π1/2

(
π1/2ui,⊥

(
1 + erf

(
ui,⊥
vi, p

))

+ vi, p exp

(
−u2

i,⊥
v2

i, p

))
, (5)

where erf denotes the Gauss error function and vi, p =(
2kBTi/mi

)1/2
the most probable speed.

The electron momentum balance looks similar to that of
the ions but with the important difference that the electrons
are—in contrast to the ions—magnetized by the RF mag-
netic field. This is why the Lorentz force FL = −eue × BRF

is retained, i.e.

me (∂tue + (ue · ∇)ue) = −eE + FL − 1
ne
∇neeTe − meνe, nue.

(6)
Inertia and advection can be neglected for the r and z com-
ponents of the electron momentum balance [28]. Hence, these
components can be simplified to a drift-diffusion approxima-
tion for the electron fluid velocity

ue = μe(−E − 1
ne
∇(neTe) +

1
e

FL), (7)

with the electron mobilityμe = e/meνe,n, the electron mass me

and the momentum transfer frequency between electrons and
neutrals νe,n.

To derive a boundary condition for the electron velocity,
a Maxwellian velocity distribution function without drift is
assumed. From this follows, in analogy to equation (5), with
ue,⊥ = 0

ue · n̂ =
1

2π1/2
ve, p, (8)

where ve, p =
(
2eTe/me

)1/2
. An energy balance is solved for

the electron temperature Te, measured in electron volts

3
2
∂tneeTe +∇ · Qe = ERF − Eloss − eneue · E, (9)

where the total electron energy flux Qe is due to convection
and conduction:

Qe =
5
2

eTeneue + qe. (10)

The convective energy flux is affected by the RF magnetic field
via FL in equation (7). For the conductive heat flux, a separate
transport equation is solved [36]:

∂tqe = −5
2

neeTe

me
∇eTe −

e
me

(qe × BRF) − νe, nqe. (11)

In its r and z components the time derivative can be dropped,
as was already done in the momentum balance. Using this
approximation, equation (11) is solved for qe:

qe = −κe∇eTe + qRF, (12)

where the thermal conductivity coefficient is defined as

κe =
5
2

neeTe

meνe, n
. (13)

Note that in analogy to the electron fluid velocity from
equation (7) there is a contribution qRF to the heat flux due to
the RF magnetic field. This contribution is calculated in section
4.3. On the right-hand side of the electron energy balance
equation (9), ERF is the source term describing the RF heating,
as defined in section 4.2 and equation (22). The losses Eloss are
due to elastic collisions of electrons with the neutral species as
well as due to inelastic processes such as electronic excitation
and ionization of H as well as ionization, dissociation, singlet
and triplet state and vibrational excitation of H2, where exci-
tation of the first and second vibrational levels are included.
The rate coefficients for the elastic processes are taken from
[37, 38] while those for the inelastic processes are taken from
[12]. Electrons lose energy in sustaining an electrostatic field if
ue · E > 0, or they gain energy by Joule heating, if ue · E < 0.
As a boundary condition for the total electron energy flux, a
Maxwellian velocity distribution function without drift toward
the wall yields

Qe · n̂ = 2eTe
1

2π1/2
ve, p. (14)

To obtain the electrostatic potential φ, that results from the
space charge, Poisson’s equation

∇2φ = − e
ε0

(∑
i

ni − ne

)
, (15)

is solved within the plasma domain. Here, ε0 is the vacuum per-
mittivity. The electrostatic field is calculated as E = −∂rφer

− ∂zφez. To ensure proper development of an electrostatic
plasma sheath, φ = 0 is used as a boundary condition at the
dielectric discharge walls. Even though this boundary con-
dition is only strictly true for a metallic wall, it has been
shown that its use for dielectric walls results in only minor
changes to the spatial profiles of the plasma parameters inside
the discharge [39].

4.2. Electromagnetic model

Maxwell’s equations

∇× BRF = μ0JRF, (16)

∇× ERF = −∂tBRF, (17)

are solved for the electric ERF and magnetic BRF compo-
nents of the RF fields in the plasma and in the surrounding
air domain. The plasma current density is denoted by JRF.
At the low applied frequency of 1 MHz it is necessary to
resolve the discharge dynamics during the RF period, as was
demonstrated by Kolobov and Godyak [25]. For this reason
Maxwell’s equations are solved in the time domain. In the
Ampère’s law equation (16) the quasi-magnetostatic approx-
imation is used, i.e. the displacement field is neglected [40].
This approximation is well fulfilled in the CHARLIE experi-
ment due to the low driving frequency. The system is excited
by a surface current that is applied at the outer surface of the
RF coil. The interior of the coil wire is thus excluded from the
simulation domain. Assuming a surface current for the exci-
tation is a good approximation because the skin depth in the
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copper wire is around 65 μm, which is small compared to the
diameter of the coil wire, dcoil = 6 mm, used here. The ampli-
tude value of the surface current density Jsurf,ϕ is directed in ϕ
direction, i.e.

n̂ × BRF = μ0Jsurf,ϕ(t) sin(ωRFt), (18)

where a sinusoidal excitation at ωRF = 2π fRF is assumed.
As a result of the excitation in ϕ direction and because of
the assumed cylindrical symmetry BRF = BRF,rer + BRF,zez,
JRF = JRF,ϕeϕ and ERF = ERF,ϕeϕ. This implies that capaci-
tive coupling, i.e. electric RF field components in the r and
z directions, is precluded from the simulation. This is a good
approximation for ne > 1016 m−3 [41], which is true for the
CHARLIE experiment. Jsurf,ϕ is related to the total RF current
amplitude I0 by

I0(t) = πdcoilJsurf,ϕ(t). (19)

The RF coil does not produce a relevant far field, which
explains why the generator output power Pgenerator is either
absorbed by the plasma or lost in the RF network. Therefore,
the equation

Pgenerator = Pplasma +
1
2

RnetworkI2
0 , (20)

must be true. Here

Pplasma =

∫
Vplasma

ERF dV , (21)

is calculated self-consistently from the RF-averaged absorbed
power per unit volume

ERF =
ωRF

2π

∫ 2π/ωRF

0
ERF,ϕJRF,ϕ dt. (22)

The network resistance Rnetwork in equation (20) is a measured
model input as described in section 3 that accounts for the
losses in the RF network. For the CHARLIE experimental
setup at f RF = 1 MHz with a five turn coil as depicted in figure
2, its value is Rnetwork = 0.09Ω, as determined in [7].

An integral controller controls the value of I0 at any time t,
i.e.

I0(t) = Ki

∫ t

0
Pgenerator, set − Pgenerator, is(τ ) dτ. (23)

Here Pgenerator,set is the set generator output power that has to be
specified by the user before each simulation run. The integral
gain Ki is tuned such that the system is smoothly ramped up to
the steady state value of I0, where the actual generator power
Pgenerator,is equals the set value. Here Ki has no influence on the
steady state that is obtained, rather it only influences behavior
during the ignition phase.

The boundary conditions at the simulation domain bound-
aries are those of a perfect electric conductor, where no elec-
tric RF field component parallel to the boundary is allowed,
i.e. ERF,ϕ = 0. The dimensions of the simulation domain
r = z = 100 cm are chosen, such that the effect of this bound-
ary condition on the RF fields in the plasma and in the air
surrounding the RF coil is negligible.

4.3. Nonlinear terms

At higher driving frequencies it is often possible to only
account for the ponderomotive force (i.e. the RF averaged
Lorentz force) [27]. However, at 1 MHz, the full time depen-
dency in all equations has to be retained [25]. The RF plasma
current density JRF,ϕ, used in equation (22) to obtain ERF, is
calculated from JRF,ϕ = −eneue,ϕ. The RF electron fluid veloc-
ity ue,ϕ is determined from the ϕ component of the electron
momentum balance. The components of the RF Lorentz force
are determined as follows:

FL = −eue × BRF

= −eue,RF,ϕBRF,zer − e(ue,zBRF,r − ue,rBRF,z)eϕ

+ eue,ϕBRF,rez. (24)

The r and z components of equation (24) are used in equation
(7). The ϕ component of the electron momentum balance
equation (6) is obtained as

me

(
∂tue,ϕ + ue,r∂rue,ϕ + ue,z∂zue,ϕ +

ue,rue,ϕ

r

)
= −eERF,ϕ − e(ue,zBRF,r − ue,rBRF,z)

− meνe, nue,ϕ. (25)

Note that herein the nonlinear terms resulting from the Lorentz
force as well as the ones from the advection are retained. The
r and z components of qRF in equation (12) are obtained from

qe × BRF = qe,RF,ϕBRF,zer + (qe,zBRF,r − qe,rBRF,z)eϕ

− qe,RF,ϕBRF,rez. (26)

Considering the ϕ component of equation (11) yields

me∂tqe,ϕ = −e(qe,zBRF,r − qe,rBRF,z) − meνe, nqe,ϕ. (27)

State-of-the-art ICP fluid models that focus on the nonlinear
effects at low applied frequencies, such as the one by Si et al
[42], account for the RF Lorentz force as well as for inertia
and advection in the electron momentum balance. However,
the RF contribution to the heat flux, as given by equations (12)
and (27), is to the knowledge of the author retained for the first
time in this work.

4.4. Implementation

Weak formulations of the equations in section 4 are derived
and implemented in COMSOL Multiphysics R© that is used for
mesh generation and for solving the system of partial differen-
tial equations (PDE) [43]. The typical mesh cell length in the
plasma domain is h ≈ 10−3 m and there are smoothly decreas-
ing boundary layers down to 10−4 m directly at the walls
to ensure proper plasma sheath development. For the time
stepping, an implicit backward-difference formula is used. In
comparison with explicit time stepping methods, this has the
important advantage that no Courant–Friedrichs–Lewy con-
dition must be obeyed, which would vastly increase the time
needed to reach a steady state that is typically obtained at
around 15 RF cycles. However, since the time stepping has
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to properly resolve the RF time scale, time steps are typically
restricted to 10−8 s. The resulting linear systems at each time
step are solved with a direct solver.

The ion particle and momentum balances are dominated
by advection and therefore have to be stabilized. This is done
by adding numerical diffusion to the ion particle and momen-
tum balances. It is ensured that the amount of numerical dif-
fusion is kept as low as possible such that the ion densities
and fluxes are not affected by it. The electron momentum bal-
ance with its nonlinear terms is stabilized in a similar fash-
ion. An exponential formulation for all particle densities is
used to avoid negative densities that can appear for numer-
ical reasons especially near the walls where steep gradients
are common during the plasma ignition phase. The integral
controller from equation (23) is rewritten as an ordinary dif-
ferential equation that is solved along with the PDE system.
Linear shape functions are used for all dependent variables
resulting in typically around 60 000 degrees of freedom. The
model is solved on a 6-core workstation (Intel64 Family 6
Model 62 processors running at 3.5 GHz) with 128 GB RAM.
One run takes approximately six hours to reach a steady state
solution.

5. Model validation

The model inputs and outputs are summarized in table 1, where
the values of the calculated output quantities are obtained as a
steady state solution for the model input parameters that are
obtained from experimental evaluations.

Figure 4 shows typical spatial distributions of the steady
state quantities (averaged over one RF period) of the RF mag-
netic field, electron density, Lorentz force and electron temper-
ature. These values are obtained from the model at a pressure
of 1 Pa, i.e. nm = 6.8 × 1019 m−3, na = 3.0 × 1019 m−3 and
Tm = Ta = 740 K, Pgenerator = 800 W and Rnetwork = 0.09Ω.
In this case, the plasma absorbs Pplasma = 705 W and thus
η = 0.88. An RF coil current amplitude of I0 = 46 A devel-
ops generating a high magnetic RF field amplitude of around
20 G directly at the RF coil. The magnetic RF field (shown in
the first plot) decreases radially inwards in the plasma to val-
ues of around 10 G in the center of the discharge. Further away
from the RF coil for z > 10 cm, the RF field strength is almost
zero. Therefore, electrons are only strongly magnetized in the
vicinity of the RF coil. The electron density (shown in the sec-
ond plot) has its maximum value of around 4.5 × 1017 m−3 in
the center of the discharge and the density decreases sharply
in a radially outward direction. The main reason for this sharp
decrease is the Lorentz force, which is shown in the third
plot. In the region of the sharp density decrease, FL compen-
sates the radially outward pointing pressure gradient force, for
which reason the plasma is pushed away from the RF coil.
The RF magnetic field also affects the heat flux via qRF in
equation (12), which mainly impacts on the electron temper-
ature profile (shown in the fourth plot). Te has its maximum
value of around 9 eV at the discharge wall in the vicinity
of the RF coil and it sharply decreases radially inwards to a
value of around 6 eV. Note that quantities such as the plasma
potential, electron temperature and density as well as the axial

and radial current densities have a DC component as well as
an oscillating one including several higher harmonics. These
are generated by the RF Lorentz force, as shown by Si et al
[42]. For the quantities above the second harmonic dominates
over all higher harmonics in agreement to what was found
in [42].

5.1. Pressure variation

Figure 5 shows at a fixed Pgenerator = 800 W for pressures in
the range 0.3–10 Pa a comparison between the experimentally
obtained and modeled steady state parameters RF power trans-
fer efficiency η, electron temperature Te and electron density
ne. In all cases shown in this section, Te and ne are aver-
aged in time over one RF period as well as in space along
the radial line-of-sight at z = 0, as depicted in figure 2. To
show the importance of the nonlinear RF effects induced by
the Lorentz force FL, as given by equation (24), by the advec-
tion term in the electron momentum balance equation (25) and
by the qe × BRF term, as given by equation (26) in the heat
flux balance, numerical calculations with and without includ-
ing these terms are performed. I.e. the above terms are either
included (for brevity labeled as ‘model’ in figure 5) or set to
zero (labeled as ‘model w/o RF effects’ in figure 5).

For pressures above 3 Pa, whether or not the RF effects are
taken into account yields similar quantitative results: as the
pressure increases, η and Te decrease, whereas ne remains sub-
stantially unchanged. Note that the trend of an almost invari-
ant ne fits better with the experiment when the RF effects are
included. The decrease in η is more pronounced in the model
than in the experiment. The resulting absolute difference in η
of roughly 10% at 10 Pa is not fully understood yet because the
absolute values of ne fall within the error bars and those of Te

form a close fit. For the model to produce values of η as high as
in the experiment, an unrealistically high ne of 7 × 1017 m−3

would be necessary at 10 Pa.
For pressures below 1 Pa, the qualitative behavior of the

quantities obtained from the model and the ones from the
experiment are again similar: as the pressure decreases, η and
ne decrease, whereas Te increases. However, quantitatively,
the model results change substantially: when the RF effects
are taken into account, solutions obtained at 1 and at 0.5 Pa
produce values of η, Te and ne in good agreement with the
experimentally measured values. Note that at low pressures,
the experimental error for the evaluation of Te is quite high
because the rate coefficients for the processes that are used in
the evaluation of the OES are rather flat for Te > 10 eV. When
the RF effects are not taken into account, a steady state solution
of the model is only possible for pressures as low as 0.55 Pa.
Here Te is already close to 20 eV, so that it is scarcely possible
for the electron energy losses that are mainly at the surfaces
to be balanced by the RF input power. This coincides with an
electron density of around 1016 m−3, i.e. almost one order of
magnitude smaller than the experimentally obtained electron
density.

For pressures below 0.4 Pa, the model is not able to repro-
duce the experimental trends of the plasma parameters and η.
This discrepancy might be caused by the RF Lorentz force,
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Table 1. Model inputs and outputs.

Quantity Measured model input

Uniform atomic density na

Uniform molecular density nm

Uniform heavy particles temperatures Tm set equal to Ta and T i for i ∈ {H+, H+
2 , H+

3 }
Generator output power Pgenerator

Network resistance Rnetwork

Quantity Calculated model output as function of (r, z, t)

Electron density ne

Electron velocity ue = ue,rer + ue,ϕeϕ + ue,zez

Plasma current density JRF = −eneue,ϕeϕ
Electron heat flux qe = qe,rer + qe,ϕeϕ + qe,zez

Electron temperature Te

Ion densities for i ∈ {H+, H+
2 , H+

3 } ni

Ion velocities ui = ui,rer + ui,zez

Electrostatic potential and field φ and E = −∂rφer − ∂zφez

RF electric field ERF = ERF,ϕeϕ
RF magnetic field BRF = BRF,rer + BRF,zez

RF coil current amplitude I0

Power absorbed by the plasma Pplasma via equation (21)
RF power transfer efficiency η via equation (1)

Figure 4. Steady state (averaged over one RF period) spatial profiles of magnetic RF field, electron density, Lorentz force and electron
temperature at the operating point Pgenerator = 800 W and p = 1 Pa.

which is known to affect the electron distribution function
at these low pressures by depleting slow electrons, as was
measured by Godyak et al in a similar experimental setup [23].

5.2. Axial electron density profiles

To further validate the model, the axial ne profiles obtained
with and without including the RF effects are compared to the
experimental profile. Accordingly, the steady state values of ne

are averaged in time over one RF period and in space along the
radial line-of-sight at each axial position z. z = 0 is located at
the symmetry plane of the RF coil, as depicted in figure 2. This
comparison is performed at Pgenerator = 800 W and p = 1 Pa.

The left plot in figure 6 shows the relative axial decrease
ne/ne(z = 0). Without including the RF effects in the model
the decrease in the electron density is not sufficiently pro-
nounced compared to the decrease in the experimentally mea-
sured electron density for almost all z. On the other hand,

including the RF effects yields a relative decrease that is well
comparable to the experimental one. The right plot of figure
6 shows the absolute value of ne(z). On the one hand, the
increase in ne toward z = 0 is almost not apparent when the
RF effects are not included. Therefore the absolute values of ne

are not in agreement with the experimentally obtained values
for z < 11. As already shown in figure 5, this missing increase
in ne results in a situation where for p � 0.55 Pa the electron
density and thus the RF power transfer efficiency become so
low that no steady state solution can be achieved. On the other
hand, including the RF effects reproduces the increase in ne

toward z = 0.

5.3. RF coupling mechanism

The model fails to reproduce the experimentally observed elec-
trical and plasma parameters at low pressures when the RF
effects are not included, as shown in figures 5 and 6. What is
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Figure 5. Variation in electrical and plasma parameters as a function of pressure in the range 0.3–10 Pa at a fixed Pgenerator = 800 W. Shown
are experimental and modeled (with respectively without including the nonlinear RF effects) RF power transfer efficiency η, electron
temperature Te and electron density ne. The plasma parameters are obtained along the radial line-of-sight at z = 0, as indicated in figure 2.

Figure 6. Axial variations of the relative (left plot) and absolute (right plot) electron density (averaged in time over one RF period and in
space along the radial line-of-sight at each axial position) at Pgenerator = 800 W and p = 1 Pa.

commonly done in this case is to include collisionless heating
at pressures below 1 Pa. Two different approaches, both closely
related to the anomalous regime, are typically followed in the
literature. One, proposed by Vahedi et al [19], uses a stochastic
frequency νst in a local expression for the RF plasma conduc-
tivity. One crucial assumption in this approach is that the RF
fields decrease exponentially in an RF skin layer δ that has to
be much smaller than the discharge radius. As is shown in the
plot of the RF magnetic field at 1 Pa, in figure 4, the RF skin
effect is not fully established, i.e. the magnetic component of
the RF field does not fully decay radially inside the discharge
and the skin depth δ ≈ rplasma = 4.5 cm. An estimation of the
collisionless skin depth (as defined in [19]) using experimen-
tally obtained plasma parameters confirms this result together
with a stochastic frequency that is roughly equal to the applied
frequency, i.e. νstoc ≈ ωRF at 1 Pa. This was also found by
Rauner et al [7]. Since the decrease of the electric field is thus
also not exponential in the negative radial direction (but rather
linear due to the assumed cylindrical symmetry), it follows

that in this case νst cannot be used in a spatially resolved fluid
model to calculate the electric component of the RF field.

An approach for including collisionless heating in spatially
resolved fluid models was proposed by Hagelaar [20], where
diffusion of the RF current density caused by thermal motion
of the electrons is described by an effective viscosity coef-
ficient μeff that is incorporated in the RF component of the
electron momentum balance. Using this approach in the model
(regardless of whether the RF effects are included or not)
has the outcome that no steady state solution can be found
because it appears that the amount of diffusion introduced
by the effective viscosity coefficient μeff 	 5 × 104 m2 s−1 is
very high, which in turn increases the electric RF field needed
to sustain the discharges at low pressures. The overestimated
diffusion of the RF current density might be due to the under-
lying assumption of this approach that the RF Lorentz force
is small, which is invalid in the nonlinear regime. Moreover,
results obtained by Froese et al indicate that, if at all applica-
ble,μeff should scale with an inverse power law of the magnetic
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Figure 7. Spatial variations of the electron flux neue (upper row) and
the electron density ne (lower row), obtained without including (left
column) and including (right column) the RF effects at
Pgenerator = 800 W and p = 1 Pa.

RF field amplitude, i.e. μeff ∝ Bx
RF, where x < 0 in the non-

linear regime rather than with an inverse power law of the
RF frequency μeff ∝ ω

−1/3
RF , as is the case in the anomalous

regime. However, the author is not aware of any known ana-
lytic method for determining the effective viscosity coefficient
in the nonlinear skin effect regime. The fact that the model
reproduces the experimental parameters at low pressures when
the RF effects are included, is a first indication that the influ-
ence of the effective RF current density diffusion might be
rather small compared to the RF effects.

5.4. RF Lorentz force and RF-magnetized heat flux

As is evident from the pressure variation shown in figure 5,
for pressures below 3 Pa the nonlinear RF effects have an
important impact on the electrical and on the plasma param-
eters. It has been checked by excluding the RF-magnetization
of the heat flux (i.e. by setting qe × BRF from equation (26)
to zero) that the major influence on the electron density and
on the RF power coupling stems from the Lorentz force and
the advection, whereas the RF-magnetized heat flux mainly

affects the electron temperature profile by creating a trans-
port barrier for the heat flux in the radial direction and thus
steepening the radial electron temperature profile, as shown in
the fourth plot in figure 4. The focus of the discussion in the
remainder of this paper is thus on the Lorentz force and not on
the RF-magnetized heat flux.

The r and z components of the Lorentz force change the
electron momentum balance in the vicinity of the RF coil, as
a result of which the resulting electron flux is significantly
altered in the whole discharge. This can be seen by compar-
ing the two plots in the upper row of figure 7 that are obtained
at Pgenerator = 800 W and p = 1 Pa without (upper left plot) and
with (upper right plot) including the RF effects. When the RF
effects are not included, the electrons flow counterclockwise
in a semicircle. Including the RF effects reverses the direc-
tion of the electron flux and additionally a vortex forms in
the vicinity of the RF coil. Note also that the magnitude of
the electron flux increases by almost two orders of magnitude,
when the RF effects are included. The theoretical possibility of
non-ambipolarvortex type electron fluxes in ICPs was also dis-
cussed by Shivarova et al [44]. The radially inwards pointing
electron flux in the vicinity of the RF coil due to the r com-
ponent of the Lorentz force compresses the plasma and causes
an increase in ne. The spatial profiles of ne are shown in the
lower row of figure 7. Here the steepness of the electron den-
sity profile in radial direction increases when the RF effects are
included (lower right plot). Quantitatively, this yields a value
of the electron density in the discharge center that is around
seven times higher than when the RF effects are not included
(lower left plot). The increased steepness of the density pro-
file in axial direction that was already observed in figure 6 is
a consequence of the radial density increase that is caused by
the Lorentz force.

6. Conclusion

A self-consistent fluid model for description of the RF power
coupling in hydrogen ICPs at a low excitation frequency of
1 MHz has been established. The model is capable of repro-
ducing experimentally obtained trends of the parameters RF
power transfer efficiency as well as electron density and tem-
perature for ICPs operated at power levels of around 1 kW in
a broad pressure range from 0.5–10 Pa.

Due to the low excitation frequency, discharges at pres-
sures below 1 Pa are shown to be in the nonlinear skin effect
regime, where the nonlinear Lorentz force is important for
the RF power coupling. Hence the model focuses on the self-
consistent description of the Lorentz force in the electron
momentum balance. It has been shown that due to a high mag-
netic RF field and thus a high plasma current density in this
regime the RF Lorentz force plays an important part in shap-
ing the electron flux and density profiles by compressing the
plasma in the radial direction toward the discharge axis. For
pressures below 0.4 Pa, the results obtained with the model
substantially deviate from the experimentally obtained ones. A
likely cause is that the electron distribution function becomes
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non-Maxwellian at these lowest pressures. Hence, to investi-
gate discharges at pressures below 0.4 Pa, a kinetic description
of the electrons might be necessary.
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