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Abstract. Interactive and collaborative approaches have been successfully used in educational scenarios. For machine learning and AI, however, such approaches typically require a fair amount of technical expertise. In order to reach everyday users of AI technologies, we propose and evaluate a new interactive approach to help end-users gain a better understanding of AI: A participatory machine learning show. During the show, participants were able to collectively gather corpus data for a neural network for keyword recognition, and interactively train and test its accuracy. Furthermore, the network’s decisions were explained by using both an established XAI framework (LIME) and a virtual agent. In cooperation with a museum, we ran several prototype shows and interviewed participating and non-participating visitors to gain insights about their attitude towards (X)AI. We could deduce that the virtual agent and the inclusion of XAI visualisations in our edutainment show were generally rated positively by participants, even though the frameworks we used were originally designed for experts. When comparing both groups, we found that participants felt significantly more competent and positive towards technology compared to non-participating visitors. Our findings suggest that the consideration of specific user needs, personal background, and mental models about (X)AI systems should be included in the XAI design for end-users.
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1 Introduction

The results of the survey of the European Commission [2] in 2017 revealed that the attitude people have towards artificial intelligence strongly depends on their level of knowledge and information about these systems. Accordingly, one goal of the research community should be to provide means that help to better educate end-users of AI-based technologies and research methods by which public understanding of AI-systems can be improved. Explainable AI (XAI) refers to
methods that illustrate and make the decisions of AI-systems more understand-
able. However, authors like Miller et al. [25] point out that XAI approaches focus too much on the needs for AI-experts and do not consider the needs of end-users. Although there are first approaches that introduce X(AI) to end-users in a play-
ful way, these are targeting individuals or small groups [4]. To enable a large group of end-users to understand the abilities and limitations of AI systems, we presented a public interactive machine learning show (ML-show) in the Ger-
man museum in Munich to over 2200 visitors\(^1\). Within this show, participants were able to collectively train an artificial neural network for audio keyword recognition after collecting a corpus of audio samples. After about 20 min of training, the audience was able to test how well the keyword classifier performed to gain a better understanding of the system’s limited accuracy. After testing the network’s performance, participants were shown information, detailing why the system made right or wrong predictions. This information was presented with the help of a the visual XAI framework LIME [28] and a virtual agent, which was previously found to have a potential positive impact on user trust [37]. After the show, participants were asked to fill out a questionnaire about their personal impressions of AI and XAI as well as the virtual agent.

By comparing the questionnaire results of ML-show attendees with baseline data, which was gathered in a separate questionnaire with non-participating museum visitors, we investigated the following research questions:

1. How do end-users perceive a participatory ML-show?
2. How do ML-show attendees differ from non-participants in terms of their attitude towards AI and self-estimated competence regarding AI?
3. How do ML-show attendees differ from non-participants in terms of attitude towards technical systems in general?

In addition to these experiment-related results, our paper presents a novel, participatory approach combining virtual agents with XAI methods to introduce machine learning topics to large user groups.

2 Related Work

2.1 Virtual Agents in Education and Edutainment

The use of animated agents in education scenarios was found to have positive effects on students learning performance in various studies since the 90s. Lester et al. [21] called this phenomenon the persona effect, which links the presence of life-like agents with positive effects on student’s perception of their learning experience and motivation. This was confirmed by Mulken et al. [34], who found out that certain tests were perceived as less demanding when presented by an agent. They argued that the persona effect can also help to reduce fear that would

\(^1\) The presented study in this paper as well as the collected data have been approved by the data protection officer of University of Augsburg.
normally arise when using common educational material. Hammer et al. [8] found similar effects for social robots that were used to foster well-being of elderly people. In their study, elderly people felt more confident when interacting with the robot than with tablet computers and perceived the social robot as less complex. In the study of Jin et al. [16], similar phenomena were observed while using a virtual agent in a computer-aided educational test. During the test, users felt entertained by the virtual agent which led to increased attention and test performance. The observed positive effects during the presence of virtual agents scale with the quality of the agent: The more life-like or realistic the virtual agent appears, the better. As such, the quality of agent features such as human-like voice, gestures, facial expression, eye gaze, and body movement plays an important role [23]. In the edutainment sector, technologies like virtual reality and virtual agents are often used to make communication of knowledge playful and entertaining (e.g., virtual museums [20]). Carolis and Rossano [1] used agents to teach children about healthy nutrition in an enjoyable way. Ming et al. [26] used a virtual reality setting to help participants to learn Mandarin. Here, users interacted with a virtual agent to practice the pronunciation of words.

These examples of the successful integration of virtual agents in education and edutainment settings represent a promising approach that we used in our field study to help end-users to understand the abilities and limitations of AI systems.

2.2 Explainable AI

With the rise of advanced machine learning models such as deep neural networks in a wide application field, the resulting lack of transparency and comprehensibility of an AI’s decisions can not only be challenging for engineers and scientists, but also have negative impact on the perceived trustworthiness and user-experience of end-users [12, 33]. For this paper we adapt the view of Gilpin et al. [5], who stated that the goal of XAI is the description of a system, its internal states and its decisions, so that this description can be understood by humans. A common approach to shed light on to the decisions of deep neural networks is the highlighting of regions of the input data (e.g., images), that are important for specific decisions, resulting in visual explanations (for the interested reader, we recommend the papers of [14, 36]).

Within our user study, we used the LIME framework proposed by Ribeiro et al. [28] to highlight relevant areas within the spectrograms of audio samples that are classified as keywords by a neural network.

2.3 Trust in Technical Systems

One common definition of trust in human-agent interaction sees trust as “the attitude that an agent will help achieve an individual’s goals in a situation characterized by uncertainty and vulnerability.” [19, p. 51] The approach of Hoff and Bashir [11] distinguishes dispositional, situational, and learned trust. Dispositional trust refers to long-term tendencies based on biological and environmental
influences. Situational trust describes external aspects (e.g., the environment) as well as internal aspects (e.g., the mood of the user) in a specific situation. Learned trust refers to the experience a user has already gained, for example with virtual agents. A distinction has also be made between different types of trust, such as distrust and overtrust. Marsh and Dibben [22] present a continuum of trust, where distrust is placed on the negative end, and trust on the positive end of the trust scale. Overtrust refers to unrealistic expectations in the system, which can result in the system being ascribed skills that it does not possess and can end in its misuse [19].

In our participatory ML-show, we focus on situational and perceived trust (not distrust or overtrust), i.e., the trust in an AI system that incorporates a virtual agent for XAI purposes in a public participatory ML-show.

3 Field Study

For six months, visitors of the museum were able to take part in a participatory ML-show. Here, a neural network for audio keyword speech recognition [30] was trained to learn a new keyword live in the show. Simultaneously, a virtual agent named Gloria was displayed on a screen and communicated with the audience via speech output (see right subfigure in Fig. 1).

![Fig. 1. Left: Stand at the museum, which was used to ask museum visitors about their attitude towards AI and XAI. Right: Begin of a public participatory machine learning show visited by non-experts in the museum.](image)

Additionally, during three days, we gathered baseline data using a paper-based questionnaire oriented on the questions used in the Eurobarometer report [2]. We also recorded the affinity of museum visitors for technology using the TA-EG questionnaire [17]. We made sure that we only questioned people who did not visit our participatory ML-show (see left subfigure in Fig. 1).

3.1 Demonstrator Setup

The demonstrator (see Fig. 2) mainly consisted of a demonstration PC including a high performance GPU (Nvidia GTX 1060) for improved training performance and a smartphone which was used to record and transmit audio samples
for training and prediction of the neural network over WLAN. The demonstration PC was connected to a beamer which displayed the virtual agent, the generated spectrograms, and the XAI visualisations generated by the XAI framework. In parallel, the demonstration PC hosted a website providing audio recording and transmission functionalities on a server in the local network. An android app containing a browser window was used on the smartphone to access the site when the audience recorded the audio samples. For the recognition of audio keywords we used the neural network architecture proposed by Sainath & Parada [30]. This prediction model uses mel frequency cepstrum coefficients (MFCCs) that are calculated from audio spectrograms as input data for multiple convolutional layers for the calculation of abstract features. These features are subsequently passed on to a fully connected layer for the final target class prediction.

The moderator of the show, who was instructed in advance, operated the main application by using a step-by-step structured GUI that enabled him or her to (1) start and stop the training process of the neural network, (2) start prediction for a recorded audio sample, (3) review transmitted audio files, and (4) calculate XAI visualisations after prediction.

The virtual agent Gloria developed by Caramel2 was integrated into a separate website that was hosted locally and displayed with a browser on the demonstration PC. Communication between the virtual agent and the main application was implemented with WebSockets.

To generate a XAI visualisation for a specific prediction of our classification model, we first used the Felzenszwalb’s algorithm for image segmentation [3] to generate so-called superpixels. The LIME framework subsequently determined the most relevant superpixels for the three top predictions and colored them in green (if they contributed positively to a prediction) or red (if they contributed negatively to a prediction). In order to make the resulting XAI visualisations better readable, we used the webMAUS API [18] to highlight areas within the spectrograms that contain the phonemes of the actually spoken word (ground truth).

3.2 Study Procedure

The new keyword that was trained to the neural network was freely selected by the audience during a discussion at the start of the show (see Fig. 3 for the study procedure). Afterwards, the visitors recorded a training dataset for the selected word by passing around the smartphone with a connected high quality microphone.

As soon as about 80 audio samples were recorded and transmitted to the demonstration PC, the moderator used pre-programmed software functionalities to label the samples and merge them with a subset of the the speech command dataset provided by Warden [35] (we used data for 11 classes/keywords, 80 samples each) to create the training corpus. Then, the moderator started the training process of the prediction model. To give the participants a feeling of

2 https://vuppetmaster.de/.
Fig. 2. Demonstrator overview as used in the field study. Left: (1) Demonstration PC, running the neural network for keyword recognition and calculating the XAI visualisations. Right: (2) Beamer & PA system were used for agent displaying & sound, the XAI visualisations, and the presentation slides for the show. (3) Smartphone and microphone for recording the audio samples.

how good the classifier was after this relatively short amount of time (the typical validation accuracy was about 80%), we decided to not use any pre-trained networks and instead train the network from scratch for each show. While the model was trained, visitors were given a 20-minute lecture on how neural networks for speech recognition work and how the LIME framework can be used to understand the classifiers decisions in this context. As soon as the lecture was finished, the moderator stopped the training. Afterwards, the network could be tested by volunteering participants multiple times by speaking both known and unknown keywords into the microphone. The resulting audio samples were transmitted to the demonstration PC and passed on to the classifier. Together with prediction results, the XAI visualisations generated by the XAI framework LIME were displayed for the audience.

In parallel to the show, the virtual agent Gloria commented on the training, communicated the classifier’s prediction results, and commented on the XAI visualisations (e.g., “The most relevant phoneme for the prediction of \(<\text{keyword}\>\) was...”).

3.3 Evaluation Method

After the show, participants were asked to complete a questionnaire, either online or on paper. In addition to the collection of demographic information, the following questions were included:

*Agent & (X)AI system Evaluation.* To evaluate the virtual agent Gloria, we used 5 items on a 7-point Likert scale (e.g., “I liked Gloria”) and free-form feedback. We collected participants’ feedback about the AI system by using 3 items a 7-point Likert scale (e.g., “I would use the AI system”). To gain insights of the
**Fig. 3.** Procedure during the ML-show: An interactive audio-corpus was collected and used to train a Neural Network during a lecture about Machine Learning. Afterward, the model was tested by the participants. The virtual agent Gloria presented the results and XAI visualisations. At the end of the ML-show, participants had to answer a questionnaire.

perceived helpfulness of the XAI visualisations, we asked 1 item on a 7-point Likert scale (i.e., “Were the explanations sufficient?”) and a free-form question about which additional information would be helpful for them to understand the AI system.

*Technical Affinity.* To measure the technical affinity of participants using the TA-EG questionnaire [17] was queried.

*Trust.* Subjective trust was assessed with the Trust in Automation (TiA) questionnaire [15].

*Attitude Towards AI.* At the end of the questionnaire, additional questions about the participant’s general knowledge attitude towards AI and XAI were posed (e.g., “How would you rate your knowledge of AI?” and “In general, what is your attitude towards artificial intelligence?”).

## 4 Results

### 4.1 Information About Participants

**ML-show Participants.** A total of 65 public participatory machine learning shows with an average of 35 participants each were held. A total of 2275 museum visitors took part in the study, of which 51 completed the subsequent questionnaire. Due to missing data in some questionnaires, 47 participants (24 male, 22 female, 1 non-binary) between 13 and 80 years ($M = 42.07$, $SD = 22.6$) were included in the final analyses presented in this paper. The educational
background of the participants was mixed and ranged from “no degree” to “university degree”. Most participants had no previous knowledge or experience in the use of virtual agents, voice assistants, or audio processing. 88% of the participants stated that they have already heard of the term AI, but only 11% of them rated their AI knowledge as extensive. Most of the participants either had a balanced or a positive view about the impact on AI in the future (see left side of Fig. 4). A majority of the participants saw XAI as an important topic, especially for researchers, companies, and end-users (see right side of Fig. 4). For politicians, participants rated the importance of XAI less compared to the other stakeholders.

![Graphs showing responses to question about AI future and XAI importance]

**Fig. 4.** *Left:* ML-show attendees and non-participating museum visitors answers to the question “What future do you think we will have with AI?”. *Right:* Rating of the participants, whether XAI is important for different stakeholders (1=disagree; 7=fully agree). Error bars represent the standard error.

**Baseline Participants.** 59 museums visitors took part in our field survey which we used as baseline for the comparison with the ML-show participants. We had to remove the answers of one visitor due to too much unanswered questions. Therefore, for the following analyses, answers from 58 museum visitors (29 female, 29 male) between 8 and 66 years ($M = 30.3$, $SD = 16.5$) are considered. The educational background of the participants was mixed and similar distributed as in the ML-shows.

Most of the visitors had heard about AI in the last 12 month (97%), but only 24% of them had heard about XAI. Non-participants saw XAI and the future of AI similar than ML-show attendees (see Fig. 4).

### 4.2 Results of the ML-show

**Agent & (X)AI Rating.** Participants gave the virtual agent Gloria a rating of $M = 3.9$ which was slightly above average (7-point Likert scale). The LIME visualisations were rated with $M = 4.15$ slightly higher than the virtual agent. Investigating whether the participants would use such an AI system, the rating was with $M = 3.06$ beyond average (7-point Likert scale). In response to the
free-form question about what additional information they would have liked to see in Gloria’s explanations, users indicated that they would have liked more details (e.g., “What does Gloria calculate in the training phase?”).

**Correlations for ML-show Participants.** To examine potential connections of the educational background, gender, technical affinity, and age of the participants on questionnaire items like trust in the AI system, virtual agent impression, and the helpfulness of the XAI visualisations, we calculated pearson’s product-moment correlations.

We found a significant weak positive linear relationship between perceived trust in the presented AI system and educational background ($r = .47$, $p < .05$), where participants with an higher educational background tend to trust the AI system more. Neither age nor gender had a significant impact on subjective trust in the AI system, as we did not find any significant correlations for these variables. For the impression of the agent as well as the helpfulness of the XAI visualisations, we did not find correlations for age, gender, and educational background of the participants.

### 4.3 Comparison Between Participating and Non-participating Museum Visitors

We used two one-way MANOVAs to examine if there were any significant differences compared to the non-participating museums visitors (baseline). Holm correction for multiple testing was applied.

**Attitudes Towards AI.** We conducted a MANOVA to evaluate whether there was a difference between baseline museum visitors and ML-show participants in (1) the perceived knowledge about AI as well as (2) their attitude about the impact of AI on our lives in the future and (3) in their attitude towards AI. We found no significant differences for these three variables, $F(3, 100) = 1.76$, $p = .16$, Pillai’s Trace = 0.51.

**Technical Affinity.** To evaluate the TA-EG questionnaire, we looked at the four subscales (excitement, competence, negativity, and positivity) using a one-way MANOVA. The MANOVA showed significant differences between the groups for the TA-EG variables, $F(4, 100) = 28.58$, $p < .001$, Pillai’s Trace = 0.53. To find out on which subscales of the TA-EG significant differences exist, we then performed an ANOVA that revealed significant differences for the subscales competence $F(1, 103) = 23.15$, $p < .001$, excitement $F(1, 103) = 5.03$, $p < .03$, and positivity $F(1, 103) = 96.15$, $p < .001$.

We then used post-hoc tests to investigate the direction of these differences. For this purpose, we use t-tests or Wilcoxon tests if the requirements for the
t-test were not met\textsuperscript{3} to evaluate whether there was a difference between baseline museum visitors and ML-show participants in (1) the perceived technical competence as well as (2) their excitement towards technology and (3) their positivity towards technology. Our results (Fig. 5) show:

- **Competence**: Participants of the ML-show ($M = 3.00$, $SD = 0.63$) feel more competent about technology compared to the baseline museum visitors ($M = 2.14$, $SD = 1.08$), $Z = 692$, $p < .001$.

- **Excitement**: Participants of the ML-show ($M = 3.15$, $SD = 0.94$) do not feel more excited compared to the baseline museum visitors ($M = 2.71$, $SD = 1.03$), $t = -2.24$, $p = .05\textsuperscript{4}$.

- **Positivity**: Participants of the ML-show ($M = 3.62$, $SD = 0.83$) feel more positive towards technology compared to the baseline museum visitors ($M = 2.32$, $SD = 0.52$), $Z = 216$, $p < .001$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{chart}
\caption{Mean TA-EG ratings by category for the ML-show participants and for non-participating museum visitors. Subcategories *competence* and *positivity* indicate significant differences between the two groups (\(*p < .001\)). Error bars represent the standard error.}
\end{figure}

5 Discussion

We can overall conclude that end-users were receptive towards XAI-visualisations in our ML-show, even though visualisation methods in use were not specifically designed for end-users without any background knowledge in the research fields of AI and XAI. Furthermore, our field study helped us to gain initial insights concerning end-users’ views about (X)AI and virtual agents in a participatory ML-show, which we would discuss in the following.

\textsuperscript{3} The Mann-Whitney U-test is the non-parametric equivalent of the t-test for independent samples and is used when the conditions for a parametric procedure are not met (in our case: homogeneity of variances and a non-normal distribution of the data).

\textsuperscript{4} This result was no longer significant due to the alpha error correction.
5.1 Take Users’ Attitudes and Experiences into Account

The correlation analysis of our data revealed a connection between the educational background and the perceived trust in our AI system. This result encourages XAI design that fits the user’s educational background. As part of our study was a presentation on the basic functioning of neural networks, speech recognition and XAI, better educated participants might have been more receptive to knowledge transfer. Thus, they might have understood the XAI visualisations better which might have resulted in increased trust. Miller [24] argued that explanations for AI systems have to be based on the expectations and needs of humans. Ikeimel et al. [10] found out that more XAI information about an emotion recognition system leads not automatically to higher trust in the AI. They concluded that users tend to transfer their own mental models about emotions to the AI. Therefore, having the mental model of users in mind [29] when personalizing XAI for different stakeholders and different AI scenarios is an important step to adjust XAI to the “right amount” for individual users [32].

Here, trust models such as those of Sanders et al. [31] and Hancock et al. [9], which indicate that different components (e.g., agent characteristics, user attributes as well as situation characteristics) have an impact on trust, can be used to examine possible variables that might influence user trust in XAI scenarios.

5.2 Think About Who You Want to Reach with XAI Edutainment

The results of our study show that users who participate in an ML-show differ in aspects of technical affinity from non-participating museum visitors. Due to our study design, which did not contain a pre-study questionnaire, we cannot tell whether the differences occurred due to more technically affine museum visitors being more likely to participate in the ML-show, or whether the observed differences were a result of the ML-show itself. However, there are indications that the interaction with the AI system and the virtual agent in the ML-show could have influenced participants technical affinity. Reich-Stiebert et al. [27] reported in their study similar findings. They stated that positive attitudes towards robots increased among people who had the opportunity to be part of the prototyping process. Even though evidence suggests that virtual agents can have positive effects on user trust in XAI applications [37], it is not quite clear which factors play a role and need to be considered when designing user interfaces. According to Gulz and Haake [7], gender stereotypes is one factor that has a slight influence on the perception of virtual pedagogical agents. Whether the external appearance of a virtual agent (e.g., female or male virtual agent) plays a role in subjective trust for an AI system, or whether they can increase perceived helpfulness of an XAI setting, is still unclear.
5.3 Trust and Distrust Are Important Components in XAI Interaction Design

The ML-show participants had an average trust rating of about 4, which is slightly above average. This positive tendency towards trusting AI systems incorporating XAI and virtual agents has been previously reported by Weitz et al. [37] and demands an ethical perspective on systems that have the potential to increase user trust. In this manner, Gilpin et al. [6] stated that XAI cannot be equated with reliability and responsibility of an AI system. Hoffmann [13] makes similar statements, demanding that distrust and mistrust must also be included in the evaluation of XAI systems. We argue that ethical XAI systems should therefore be able to (1) Encourage user trust if a system performs well, (2) prevent distrust if a system performs badly, and (3) prevent overtrust if a system cannot live up to expectations.

As an average prediction accuracy of about 80% after 20 min of training was far from being perfect, a variety of wrong classifications occurred during the show and resulted in a demystification of AI systems. In fact, it might also have encouraged more distrust into XAI systems for users that were originally trusting AI systems, as they were most likely used to much better prediction models in their everyday lives.

6 Conclusion

We presented a novel public participatory machine learning show where we let visitors of a museum train a neural network together in order to clarify and demystify opportunities and limits of AI systems. During the show, we used a virtual agent and a XAI framework to provide participants with additional information about the decision-making processes of the neural network during a speech recognition task. By examining the results of a post-study questionnaire, we could deduce that the virtual agent and the inclusion of XAI visualisations in our edutainment show were generally rated positively by participants, even though the frameworks we used were originally designed for experts. We also found a correlation between trust in our AI system and the educational background of the participants. Compared to non-participating museum visitors, ML-show participants felt more competent and positive about technology. During the discussion of our results, we pointed out possible causes and limitations of our findings and concluded that consideration of specific user needs, personal background (e.g., education), and mental models is a promising approach for XAI design for end-users.
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