Quasistatic work processes: When slowness implies certainty
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The quasistatic change of a system parameter, like of a system’s volume or of an external electrical or magnetic field, provides one of the main building blocks of the theory of thermodynamic processes [1]. Such a quasistatic process can be performed in different ways, for example in thermal isolation or in contact with a heat bath. In the first case, the process is adiabatic, in the second one isothermal, and in both cases it is reversible. Likewise, in both cases, work is performed on the system. This work is defined as the change of the energy of the total system consisting of the proper system and, if present, its environment with which it may exchange energy [2–4]. For a macroscopic system in thermodynamic equilibrium, the work done in such a process is an extensive quantity, and, hence, its fluctuations vanish in the thermodynamic limit [5]. The amount of work performed on the system then agrees with the change of the internal energy for an adiabatic process and with the change of the free energy for an isothermal process. In the latter case, additionally the Jarzynski equality holds. It states that the expectation value of the negative exponentiated work per thermal energy is equal to the negative exponentiated free-energy change also taken per thermal energy [2,3,6,7]. The simultaneous validity of the Jarzynski equation and the equality of work and free-energy change verifies the above-mentioned fact that the work does not fluctuate in macroscopic thermodynamic processes [8].

In the present Letter we formulate conditions under which the work performed on a microscopic system in a quasistatic process does not fluctuate even though it can no longer be considered as an extensive quantity of a macroscopic system. These conditions cover and further specify the known cases described by classical Langevin equations [9] and Markovian quantum mechanical master equations [10,11]. In the subsequent analysis of quasistatic processes we follow two complementary routes, one based on the classical and quantum adiabatic theorems and the other one on the longtime behavior of a particular correlation function. While the conditions required by the first route often are difficult to control and also the important question how slow a particular process has to be in order to qualify as a quasistatic process often is difficult to answer, the second route provides a criterion of its validity as well as an access to the relevant timescales. The knowledge of these system-specific timescales may be used to design force protocols of finite duration with a minimal amount of work fluctuations.

Adiabatic invariance. In general, the amount of work applied to a system by a prescribed force protocol of finite duration varies with repeated realizations. The resulting work may also fluctuate for quasistatic parameter changes in isolated systems depending on their initial states as it is known from several examples [12–15]. On the other hand, the absence of work fluctuations is observed for systems undergoing quasistatic processes during which a sequence of stable and ergodic systems is realized provided that the process starts with the system in a microcanonical initial state, i.e., with a well-defined energy [16]. For classical systems, this follows from the adiabatic invariance of the phase-space volume [17] and likewise for quantum systems from the quantum adiabatic theorem [18] as will be demonstrated in more detail below.

For a stable quantum system [19,20], the total number of states \(\Omega(E, \lambda) = \text{Tr}\Theta(E - H(\lambda))\) below any energy \(E\) is finite and invariant under quasistatic changes of the control parameter \(\lambda\) if the degrees of degeneracy of the eigenenergies of the Hamiltonian \(H(\lambda)\) do not change on a variation of the parameter [18,21]. Here \(\Theta(\lambda)\) denotes the Heaviside step function. For classical systems the according quantity is given by the volume \(\Omega(E, \lambda) = \int d\Gamma \Theta(E - H(\mathbf{q}, \mathbf{p}, \lambda))\) of the phase space below the energy \(E\), where \(H(\mathbf{q}, \mathbf{p}, \lambda)\) denotes the Hamiltonian function depending on the positions \(\mathbf{q}\), momenta \(\mathbf{p}\), and the control parameter \(\lambda\); further \(d\Gamma\) specifies a dimensionless infinitesimal phase-space volume element which is chosen such that the integral \(\int d\Gamma\) formally results as the classical limit of the trace \(\text{Tr}\).
energy. Under the stated assumption of ergodicity for classical systems and the requirement that the degrees of degeneracy of the energy eigenvalues are constant throughout the protocol for quantum systems, the volume of phase space, as well as the number of states, remain unchanged by a quasistatic process starting at \( \lambda_i \) with the energy \( E_i \) and ending at \( \lambda_f \) with the energy \( E_f \) [17,18], i.e.,

\[
\Omega(E_i, \lambda_i) = \Omega(E_f, \lambda_f).
\]  

(1)

Hence, also the microcanonical entropy \( S(E, \lambda) = k_\text{B} \ln \Omega(E, \lambda) [17,22,23] \) remains constant in a quasistatic work process, i.e.,

\[
S(E_i, \lambda_i) = S(E_f, \lambda_f).
\]  

(2)

With the monotonicity of \( \Omega(E, \lambda) \) as a function of \( E \) the Eq. (1) implies the uniqueness of the final energy \( E_f \), which can be expressed in terms of the inverse function \( \Omega^{-1} \)

\[
E_f(\lambda_i, \lambda_f, E_i) = \Omega^{-1}(\Omega(E_i, \lambda_i), \lambda_f).
\]  

(3)

Accordingly, the work results as a unique function of the initial energy, the initial parameter value \( \lambda_i \), and the final one, \( \lambda_f \), given by

\[
w(\lambda_i, \lambda_f, E_i) = E_f(\lambda_i, \lambda_f, E_i) - E_i.
\]  

(4)

Because in most cases the work will depend on the initial energy [24], one might expect that quasistatic processes starting in other than a microcanonical state, namely with an initial energy distributed with a nonvanishing variance are characterized by a more or less broad distribution of work having a nonvanishing variance of the work, in accordance with the above cited works [12–15], all of which are dealing with closed low-dimensional systems.

In order to better understand the behavior of quasistatic processes in the large class of open systems, without specific assumptions being made about their dynamics, we enlarge the considered system by taking into account all of its environment until a total, thermally isolated closed system is obtained. Then the Hamiltonian of the total system \( H_{\text{tot}}(\lambda) \) is given by the sum of the Hamiltonians of the bare system \( H_s(\lambda) \), the bare bath \( H_B \) and an interaction term \( H_I \), yielding

\[
H_{\text{tot}}(\lambda) = H_s(\lambda) + H_B + H_I.
\]  

(5)

Here the controllable parameter \( \lambda \) exclusively enters the system Hamiltonian \( H_s(\lambda) \). The change in the energy of the total system due to a variation of \( \lambda \) can then be identified with the work performed on the system [3,4]. We note that the interaction part needs not be small compared to the system Hamiltonian. However, we do assume that the environment is much bigger than the system and that the system plus environment can be considered as a normal system [5,26]. As such the energy and also the entropy of the total system are extensive with respect to the number \( N \) of the constituents of the bath. Because the work is of the order \( N^0 \) compared to the initial and final energies which are of the order \( N \), the entropy at the final energy \( E_f = E_i + w(\lambda_i, \lambda_f, E_i) \) and parameter value \( \lambda_f \) can be expanded about the initial energy, yielding the following expression for the work:

\[
w(\lambda_i, \lambda_f, E_i) = T(E_i, \lambda_f)(S(E_i, \lambda_i) - S(E_i, \lambda_f)),
\]  

(6)

with corrections being of the order \( N^{-1} \). For a small system in contact with a large environment the difference of entropies with the same energy at different parameter values is indeed an intensive quantity as follows from the partial derivative of the entropy with respect to the parameter which can be expressed as \( \partial S(E, \lambda)/\partial \lambda = T^{-1}(E, \lambda)(\partial H_2(\lambda)/\partial \lambda)_g \), where \( \langle \bullet \rangle_E = e^{-\beta(E-H_{\text{tot}}(\lambda))}/\delta(E-H_{\text{tot}}(\lambda)) \) denotes a microcanonical average and \( T(E, \lambda) = (\partial S(E, \lambda)/\partial E)^{-1} \) is the microcanonical temperature, which is also intensive. The parameter dependence of the temperature is negligible because of \( \partial T(E, \lambda)/\partial \lambda = O(N^{-1}) [27] \); hence, \( T(E, \lambda) = T(E) \). Under the assumption that the total system is normal, the microcanonical and the canonical ensembles are equivalent. Using \( T(E)S(E, \lambda) = E - F(T(E, \lambda)) \) we obtain for the work [3,4,28]

\[
w(\lambda_i, \lambda_f, E_i) = F_{\text{tot}}(T(E_i), \lambda_f) - F_{\text{tot}}(T(E_i), \lambda_i) = F_3(T(E_i), \lambda_f) - F_3(T(E_i), \lambda_i),
\]  

(7)

where the free energy of the open system is determined by the difference of the free energies of the total system and the bare bath, \( F_3(t, \lambda) = F_{\text{tot}}(T, \lambda) - F_0(T) \). Most remarkably, the work depends only via the microcanonical temperature on the initial energy. Because in the thermodynamic limit the microcanonical and the canonical temperatures agree with each other [20], also for a small system the work of an isothermal process does not fluctuate and consequently coincides with the difference of the free energies of the considered open system at the end and the beginning of the protocol.

Even though this result is formally exact, for most experimental situations it will be difficult to determine whether the conditions for the adiabatic theorems are properly satisfied, in particular, because for large systems the energy spectra become very dense and hence level crossings on changes of \( \lambda \) may become quite likely. Even if no crossings occur, the timescale for which the theorems apply may be unreasonably large. This might happen for classical and for quantum systems. In the rest of this Letter we provide an alternative approach which also yields information about the required duration of a protocol to qualify as quasistatic.

**Correlation expression of the work variance.** In order to prove that the work does not fluctuate, it is sufficient to show that the variance of the work, \( \sigma_w^2 = \langle w^2 \rangle - \langle w \rangle^2 \), vanishes. The moments of the work follow from the characteristic function \( G(u) \) as derivatives at \( u = 0 \), \( \langle w^n \rangle = (-i)^n d^n G(u)/du^n \bigg|_{u=0} [29] \). For a quantum system, governed by the Hamiltonian \( H(\lambda(t)) \), the characteristic function is given by, see Refs. [4,30],

\[
G(u) = \text{Tr} e^{iuH_{\text{tot}}(\lambda(t))} - e^{-iuH(\lambda(0))} \hat{\rho}(0),
\]  

(8)

where \( H^H(\lambda(t), t) = U_{t,0}^\dagger H(\lambda(t))U_{t,0} \) denotes the Hamiltonian in the Heisenberg picture at time \( t \geq 0 \) with the time-evolution operator \( U_{t,0} \) governed by the Schrödinger equation \( i\hbar \partial U_{t,0}/\partial t = H(\lambda(t))U_{t,0} \), satisfying \( U_{t,0} = 1 \). The density matrix \( \hat{\rho}(0) = \sum_n \Pi_n \rho(0) \Pi_n \) is the diagonal part of the actual initial density matrix \( \rho(0) \) with respect to the energy eigenbasis of the Hamiltonian at the initial time \( t = 0 \) as specified by the projection operators \( \Pi_n \) onto the energy eigenstates having the energy eigenvalues \( E_n \). The same formal expression holds for a classical system if one interprets the trace as
the integral over the system’s phase space and the Hamilton operators as the corresponding Hamiltonian functions. Furthermore, the Hamiltonian operator in the Heisenberg picture corresponds to the Hamiltonian function taken at the phase-space trajectory starting at a phase-space point on which the integration is performed and being evaluated until the end of the force protocol. The initial density matrix is replaced by the initial phase-space probability density function (pdf), whereby the map \(\phi\) is ineffective for classical systems. The first two moments of the work can be expressed in terms of the difference of the Hamiltonians according to

\[
\langle w^n \rangle = \langle [H^t(\lambda, t_f) - H(\lambda_0)]^n \rangle, \quad n = 1, 2,
\]

where the average is performed with respect to the projected initial state \(\rho(0)\). For classical systems this expression holds for all \(n\), for quantum systems it does so only if the two Hamiltonians commute with each other. In the general quantum case the validity of Eq. (9) as indicated is restricted to the first two moments [31]. Writing the difference of the Hamiltonians as an integral of the total derivative of the time-dependent Hamiltonian, one obtains with \(dH^t(\lambda(t), t)/dt = \partial H^t(\lambda(t), t)/\partial \lambda\big|_{\lambda=\lambda(t)}\) expressions for the first two moments of work in terms of the generalized coordinate \(Q(t) = \partial H(\lambda)/\partial \lambda\big|_{\lambda=\lambda(t)}\), which is conjugate to the parameter \(\lambda\) [32]. As for the Hamiltonian the upper index \(H\) indicates the Heisenberg picture. The average work then becomes

\[
\langle w \rangle = \int_0^{t_f} dt \dot{\lambda}(t) \langle Q^H(t) \rangle
\]

and the variance

\[
\sigma_w^2 = \int_0^{t_f} dt \int_0^{t_f} dt_2 \dot{\lambda}(t_1) \dot{\lambda}(t_2) \langle \delta Q^H(t_1) \delta Q^H(t_2) \rangle

= 2 \int_0^{t_f} dt \int_0^{t_f} ds \dot{\lambda}(t) \dot{\lambda}(t-s) C(t, s),
\]

where \(\delta Q^H(t) = Q^H(t) - \langle Q^H(t) \rangle\) denotes the fluctuation and \(C(t, s) = \langle \delta Q^H(t) \delta Q^H(t-s) \rangle + \langle \delta Q^H(t-s) \delta Q^H(t) \rangle]/2\) denotes the symmetrized autocovariance of the generalized coordinate. All averages are again taken with respect to the initial projected density matrix \(\rho(0)\) or the respective classical pdf. These expressions for the first two moments are valid for quantum and classical systems and for any protocol. For classical systems, the Heisenberg picture of the generalized coordinate has to be replaced by \(Q(\Gamma(t, \gamma), \dot{\lambda}(t))\) with \(Q(\gamma, \lambda) = \partial H(\gamma, \lambda)/\partial \lambda\) and \(\Gamma(t, \gamma)\) being the solution of the Hamiltonian equations of motion starting at the phase-space point \(\Gamma(0, \gamma) = \gamma\).

**Quasistatic protocols.** Any quasistatic protocol \(\Lambda_{qs}\) can be obtained from a conveniently chosen protocol \(\Lambda = \{\lambda(t) \mid 0 \leq t \leq t_f\}\) of finite duration \(t_f\), performed at a finite speed, by means of a uniform scaling of the time. The quasistatic protocol is then obtained by performing the limit \(\epsilon \to 0\) of the corresponding \(\epsilon\) protocol \(\Lambda_{qs} = \lambda(\epsilon t)\). It can be formally expressed as \(\Lambda_{qs} = \lim_{\epsilon \to 0} \lambda_{qs}(\epsilon t) \mid 0 \leq t \leq t_f/\epsilon\). Under the assumption that the considered system is stable for all parameter values during the protocol, the average generalized coordinate will be a bounded function of \(t\) for all values of \(\epsilon\) and hence the average work will approach a finite value for all values of \(\epsilon\) including the quasistatic limit leading to a bound of the average work given by \(\langle |w| \rangle \leq C \max_{\epsilon \in [0, t_f/\epsilon]} \langle |Q^H(t)| \rangle\), where \(C = \int_0^{t_f} dt \langle |\lambda(t)| \rangle\). Likewise, the variance is bounded with \(\sigma_w^2 \leq C \max_{\epsilon \in [0, t_f/\epsilon]} \langle (\delta Q^H(t))^2 \rangle\). The variance of work becomes in the quasistatic limit

\[
\sigma_w^2 = 2 \lim_{\epsilon \to 0} \epsilon^2 \int_0^{t_f/\epsilon} dt \int_0^{t_f/\epsilon} ds \dot{\lambda}(t) \dot{\lambda}(t-s) C(t, s).
\]

This expression can be further analyzed under the assumption that the fluctuations of the generalized coordinate become uncorrelated at largely separated times, i.e., that the symmetrized autocovariance \(C(t, s)\) vanishes with increasing separation \(s\). Then the integration in Eq. (12) can be split into a triangular part up to a characteristic time \(t_c\) beyond which the autocovariance becomes negligible, \(C(t, s) \approx 0\) for \(s > t_c\), and a trapezoid part, i.e., symbolically \(\int_0^{t_f/\epsilon} dt_1 \int_0^{t_f/\epsilon} ds_1 = \int_0^{t_f/\epsilon} dt_1 \int_0^{t_f/\epsilon} ds + \int_0^{t_f/\epsilon} ds_1 \dot{Q}(t_1) \ddot{Q}(t_s)\). The triangular part yields a finite contribution to the integral on the right-hand side of Eq. (12) which, together with the \(\epsilon^2\) factor, results in a vanishing contribution to the work variance in the quasistatic limit. Taking into account the vanishing of \(C(t, s)\) for \(s > t_c\), the trapezoid domain can be reduced to a rectangular one, \(\int_0^{t_f/\epsilon} dt_1 \int_0^{t_f/\epsilon} ds \rightarrow \int_0^{t_f/\epsilon} dt_1 \int_0^{t_f/\epsilon} ds\). In this integral, the \(s\) dependence of \(\dot{\lambda}(t-s)\) can be neglected. The remaining \(s\) integral can be expressed as \(\int_0^{t_f/\epsilon} ds \int_0^{t_f/\epsilon} C(t, s) = \vartheta(t)\langle (\delta Q^H(t))^2 \rangle\), where \(\vartheta(t)\) is the correlation time [33] which is of the same order of magnitude as the characteristic decay time \(t_c\). For a protocol visiting only stable systems, both \(\vartheta(t)\) and the variance of the generalized coordinate \(\langle (\delta Q^H(t))^2 \rangle\) are bounded functions of the time. Therefore the \(t\) integral is proportional to \(t_f/\epsilon\) and, finally, in combination with the \(\epsilon^2\) factor the work variance vanishes in the quasistatic limit proportionally to \(\epsilon\). This fact is also of practical importance because it opens the possibility to find a compromise of a tolerable noise level of the work at a finite protocol duration.

The vanishing of the autocovariance of the generalized coordinate is known as mixing and requires a sufficiently irregular dynamical system. As the considered system as it can be expected for an open system as a small part of a much larger system. However, also for closed classical chaotic systems [34] their ensuing ergodic and mixing behavior [35] entails the decorrelation of the fluctuations of the generalize coordinate at large time separations. For quantum systems a generally accepted definition of chaos is still lacking [36]. Also the fact that for systems with a finite-dimensional Hilbert space the autocovariance of any observable is an almost-periodic function strictly speaking makes it impossible that it vanishes for all time lags beyond a particular time \(t_c\). However, already for modestly large Hilbert space dimensions the almost recurrence time \(t_p\) after which the equal-time value of the autocovariance is nearly recovered, typically is astronomically large, such that for any experimentally relevant situation with \(t_c < t_f/\epsilon < t_p\) the fluctuations of the work are considerably suppressed. Only if the duration of the process approaches the recurrence time \(t_p\), the work fluctuates like it does for short experiments with \(t_c > t_f/\epsilon\). Even for the best possible isolation of a system, those interactions that can safely be neglected during a long initial period may become effective on the scale of the recurrence time and most likely will destroy...
those subtle coherences in the system that are necessary for a recurrence.

For open systems at any interaction strengths between the system and its environment [28], the presence of the environment will typically induce enough randomness into the dynamics of the proper system such that a decay of the generalized coordinate autocovariance can be expected independent of the particular nature of the open system’s dynamics, whether it is Markovian or not. A rough estimate of the characteristic time $t_c$ can be obtained as the maximal autocovariance decay time taken over the set of autonomous systems with frozen parameter values.

Conclusions. Two complementary approaches are presented to explain the particular behavior of quasistatic work processes of isolated as well as open systems. One approach is based on the adiabatic theorems of classical and quantum mechanics providing the conditions under which the work performed on the system does not fluctuate. While this approach is based on statistical mechanical notions characterizing the phase space of the considered system, the second approach is focused on dynamical aspects of the generalized coordinate that is conjugate to the slowly varied parameter causing the forcing. Whenever the fluctuations of the generalized coordinate become uncorrelated on a timescale that is much shorter than the duration of the forcing, the variance of the work vanishes. Knowing this specific timescale opens the possibility to run work processes within finite time with only small fluctuations. For small engines this means that a high efficiency at finite power may be achieved.
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[8] The vanishing of work fluctuations under these conditions is based on the mathematical fact that a random number $x$, with $\langle x \rangle = 0$ and $\langle e^x \rangle = 1$ assumes the only value $x = 0$. Here the random number $x$ in question is given by the difference of work and free energy change, both taken per thermal energy, $x = \beta(w - \Delta F)$.
[19] A stable system is confined in space. Its energy is bounded from below. For a quantum system the eigenenergies then form a discrete spectrum which accordingly is bounded from below [20]. For classical systems, all subsets $G_p = \{ q \in H(q, p) \leq E \}$ of the phase space with a given maximal energy $E$ are bounded and hence possess a finite volume. For unstable quantum systems the energy spectrum is unbounded from below or it possess continuous parts and accumulation points, properties all leading to diverging numbers of states below a given energy. For classical systems the subsets $G_p$ are unbounded for some or possibly all energies $E$.
[24] An exception from this rule is provided by a harmonic oscillator which is linearly and quasistatically driven by an external force that couples to the coordinate [25]. The work applied to the oscillator in such a process depends on the initial and the final parameter values but not on the initial energy.

[26] Any system made of subsystems with local, i.e., short ranged, mutual interactions becomes a normal system in the thermodynamic limit [5].

[27] Using the definition of temperature one obtains $\partial T(E, \lambda)/\partial \lambda = -T^2(E, \lambda)\partial^2 S(E, \lambda)/\partial E \partial \lambda$. Because, as demonstrated above, $\partial S(E, \lambda)/\partial \lambda$ is intensive, its derivative with respect to $E$ is $O(N^{-1})$.


[32] The generalization to parameters with more than a single component leading to a multi-component generalized coordinate is straightforward.


