Efforts to specify the ethical issues of artificial intelligence (AI) predominantly rely on a principled approach. A recent and comprehensive review of guidelines for ethical AI found 11 overarching ethical principles, each summarizing further principles, 63 in total.\(^1\) The most frequent issue was communicating to patients how results were achieved, identified in 73 out of 84 guidelines (87%). To support this demand, a series of terms are used: transparency, understandability, comprehensibility, intelligibility, demonstrability, explainability, and interpretability. These terms have been bundled under the umbrella concept of explicability.\(^2\)

The high frequency with which these terms are stated in general guidelines invites us to explore how they have been translated into practice, taking the specialty of radiology as an example. We will first provide an empirical overview on white papers issued by radiological associations on the ethical use of medical AI. We address three questions: Are there references to explicability or a similar concept? What are the reasons for such inclusion? Which ethical concepts are referred to?
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radiological associations by addressing three questions: (a) Are there references to explicability or a similar idea? (b) What are the reasons for such inclusion? (c) Which ethical principles are referred to? In the Discussion, we conduct a conceptual-ethical analysis of the relation between explicability and the four ethical principles by addressing the following question: Is it conceptually necessary to treat explicability as a principle for assessing medical AI? This is important because it has recently been stated that a five-principle framework that includes explicability is suitable for assessing ethical AI in general. Interestingly, this approach has been directly applied to radiology, where explicability may accompany the four traditional principles of biomedical ethics.

In the conceptual-ethical analysis, we proceeded step-wise addressing three questions: First, what are the advantages of recognizing explicability as a fifth principle? Second, is explicability already covered by any of the four traditional bioethical principles autonomy, beneficence, non-maleficence, and justice? Lastly, does explicability have a value in itself? Before analyzing how the advent of medical AI in radiology relates to the four bioethical principles we need to specify the key idea that is on trial. A crucial element of medical examinations is to be able to communicate findings to the patient at a sufficient level to facilitate informed consent about future procedures. Informed consent to a medical diagnosis or treatment contains five aspects: (a) information disclosure to safeguard autonomous decisions, (b) the patient’s capacity to understand the decision, (c) voluntariness of the decision, (d) the competence to make decisions, and (e) the decision itself. At first sight, two agents are involved in this communication and two different types of explanations are required. Physicians demand explicability as domain experts who need to assume the responsibilities of avoiding harm and informing patients. Patients may demand explicability as autonomous agents that want to decide over a therapeutic process or simply inquire about their condition and its assessment. The use of complex tools to assist diagnosis demands a degree of openness on how doctors reach a certain conclusion. Therefore, technology developers come into play as a third agent when physicians require them to explain how an AI system arrived at a diagnosis.

To encourage this openness reference is made to the concepts we have grouped under “explicability.” Although these concepts all aim at improving communication, they have different ethical implications. For instance, transparency usually appeals to not withholding information. At a minimum level, transparency involves mostly negative duties. In contrast, explainability and demonstrability not only ask health professionals to refrain from hiding information but also demand that information is made understandable to patients. In other words, these two concepts involve the positive duty to deliver the information and request a substantial effort to make sure patients understand how this information came about and what it implies. In the following we refer to this latter, more demanding task in our use of the principle of explicability.

In the literature, there is a split opinion on whether to include such an additional principle. On the one hand, explicability is considered crucial for ethical AI on technological grounds. The moral responsibility of clinicians to provide reasons or a rationale for decisions in individual cases has traditionally been emphasized in this regard. Fostering trust in the results by being able to understand how they were achieved is considered important to increase the acceptance of diagnosis. On the other hand, commentators state that the ability to produce accurate results for decisions in medicine is more important than the ability to explain how results are produced. The technological background is that there is a tradeoff between accuracy and explicability: the more explicit an AI system is, the less accurately it performs. Here, the need to offer medical accuracy is seen as the prevailing value.

We contribute to the discussion by analyzing how the inclusion of explicability is justified in the medical domain by taking radiology as an example. Within the wide field of AI, machine learning (ML) is most often used in radiology due to its capabilities to autonomously label imaging data after training. ML can use supervised learning to generate an output within predefined classifications using an algorithm whose parameters are computed during a training phase. The most often used type of ML in radiology is deep learning (DL) that uses multiple hidden layers between the input and output
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layers. Afterwards, the accuracy of the algorithm is tested on new data and thus the algorithm’s capability to generalize. Applications in radiology include medical imaging (computer-aided detection of abnormalities and its characterization, organ segmentation, etc.), workflow optimization, triaging, decision support, and improving image quality.

By examining white papers on ethical AI authored by radiological associations, we are able to elaborate the following argument. First, radiological associations consider explicability important due to the new technological challenges of medical AI in imaging (e.g., its black-box character, risk of bias in the training data, overfitting and generalization problems). Second, radiological associations justify the claim for explicability with a variety of reasons: avoiding harm to patients, need to justify judgements, and building trust in AI. Third, avoiding harm is demanded by the principle of non-maleficence and informed consent is required from the principle of respecting the patient’s autonomy. Fourth, the four bioethical principles are sufficient within the medical domain. We conclude that the concept of explicability merely offers an additional safety protocol for the technological specificities of medical AI.

2 | MATERIALS AND METHODS

In a document analysis, we investigated how the inclusion of explicability and similar ideas are justified in white papers and statements on medical AI authored by radiological associations. Radiology was chosen on three grounds. First, radiology is among the medical specialties where AI systems are most advanced. There are already over 80 Food and Drug Administration (FDA) cleared AI algorithms in radiology that are commercially available and used in clinical practice. Second, most of the medical AI research output comes from this field. Third, nearly three quarters of medical AI research using DL deals with diagnostic imaging.

Within the field it is considered urgent to develop new publication venues and reporting guidelines that are specific for AI and ML research since the topic represented 25% of published research in one eminent journal in 2018. Radiologists perceive themselves as being on the forefront of the digital era in medicine and may “now guide the introduction of AI in healthcare.”

White papers authored by radiological associations were searched in PubMed with the formula (artificial intelligence AND (radiology) AND (white paper) OR statement) on October 8, 2020 (n = 97; Figure 1). After removing duplicates and checking for eligibility, seven white papers or statements were included in the document analysis. The document analysis aimed at answering three questions:

(a) Are there references to explicability or a similar idea?
(b) What are the reasons for including explicability or a similar idea?
(c) Which ethical principles are referred to?

To answer question (a), a close reading of the full text of the included articles was conducted. To answer question (b), reasons for including explicability were extracted by a process similar to a systematic review of reasons. Recurrent reasons were pooled only minimally, because the small dataset did not show much variance. The results are charted in Table 1. To answer question (c), we identified which ethical guidelines or superordinate policies the authors of white papers refer to. Superordinate policies are guidelines for ethical AI, reporting guidelines for research, or legal regulations like the European Union’s (EU) General Data Protection Regulation (GDPR).

As a second step, to analyze the results in detail and answer the conceptual-ethical question of whether the inclusion of explicability is conceptually necessary, we surveyed how explicability is conceived in selected guidelines for ethical AI. The inclusion criteria were that the guidelines include explicability or a similar principle and also apply the four bioethical principles. We built on the findings of three recent reviews of general guidelines for ethical AI. These reviews were found by manual searches and they allow us to gain an overview of the involved principles: Jobin et al. (2019) conducted a scoping review of 84 guidelines for ethical AI. Their content analysis revealed 11 overarching principles of which transparency was the most common. Floridi and Cowsis (2019) synthesized six guidelines authored by high-profile initiatives with 49 principles into a five-principle approach for ethical AI.

Hagendorff (2020) analyzed 22 guidelines with 18 principles to highlight overlaps and omissions.
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3 | RESULTS

The seven white papers we analyzed were issued between 2018 and 2020. Explicability is a recurrent idea therein, but the meaning and scope differ significantly. Some white papers address transparency as the disclosure of competing interests in developing medical AI, others as obtaining informed consent from patients regarding their data for training purposes, or as the technological particularities of “black-box algorithms,” i.e., their opacity. In what follows we will treat each of the seven documents separately beginning with national, to international and multisociety statements. This is a narrative synthesis of our empirical findings.

1. An AI working group within the Canadian Association of Radiologists has elaborated recommendations for the introduction and implementation of AI in imaging.27 The working group had the mandate to discuss and deliberate on practice, policy, and patient care issues. In terms of education, the working group recommends training radiologists in the understanding of medical AI. Because algorithms are prone to bias, the authors warn of significant ethical issues. These ethical issues are not discussed in detail except data privacy and misdiagnosing that can harm patients.

2. The same AI working group issued another white paper specifically on the ethical and legal issues related to AI in radiology.28 They provide a framework for ethical and legal issues like patient data (privacy, confidentiality, ownership, and sharing), algorithms (levels of autonomy, liability, and jurisprudence), and practice (best practices and current legal framework). The transparent and safe design of algorithms in order to minimize their black-box character is discussed in the context of James H. Moor’s approach of just consequentialism. According to Moor, policy should be guided by balancing the principle of justice with the expected positive consequences (reducing harm, increasing happiness).29 In its consequentialist emphasis for the common good this approach goes beyond basic moral virtues like Google’s former motto “Don’t be evil.”

3. An AI group of the French Radiology Society and the French College of Radiology Teachers have issued a white paper about AI in radiology on behalf of the French radiology community.30 The authors explicitly promote that algorithms should comply with ethical principles and have therefore translated the 23 Asilomar principles to the needs of radiologists. Important for the topic of explicability are two principles: “Failure transparency: If an AI system causes harm, it should be possible to ascertain why” (Principle no. 7) and “Judicial transparency: Any involvement by an autonomous system in judicial/medical decision-making should provide a satisfactory explanation auditable by a competent human authority” (Principle no. 8).31 A central argument concerns the justification of results provided by AI. The authors state that diagnosis must be justified in healthcare. If the result of an algorithm cannot be explained by the physician to the patient, the algorithm must not be used, not even as a second opinion. Due to the black-box character of neural networks, intelligibility and demonstrability raise ethical challenges.32 Transparency and comprehensibility may help to overcome these challenges. The authors suggest that AI systems “be founded on the principle of justification, based on possibilities instead of probabilities, in order to maintain some level of demonstrability of the results.”33 By demanding transparent justification of judgements, the authors refer to the principle of explicability. Furthermore, they demand that a “radiologist must understand the technical basis of a tool,”34 thereby pointing to education and structured training of radiologists. While explicability is often discussed in this statement, its centrality is down-played because the authors state that radiologists remain responsible for any decision. It is argued that neither machines nor
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<table>
<thead>
<tr>
<th>No.</th>
<th>Issuing association</th>
<th>Are there references to explicability or a similar idea?</th>
<th>What are the reasons for including explicability or a similar idea?</th>
<th>Which ethical principles are referred to?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Canadian Association of Radiologists (2018)</td>
<td>Understandability (implicit)</td>
<td>Radiologist must understand value, weaknesses, and potential errors of AI systems performing image analysis; opacity of AI systems</td>
<td>Not specified</td>
</tr>
<tr>
<td>2</td>
<td>Canadian Association of Radiologists (2019)</td>
<td>Transparency</td>
<td>Fear of suspicion and public backlash; disclosing financial interests for for-profit AI systems; opacity of AI systems</td>
<td>Not specified</td>
</tr>
<tr>
<td>3</td>
<td>Artificial Intelligence Group of the French Radiology Society and French College of Radiology Teachers on behalf of the French Radiology Community (2018)</td>
<td>Transparency; comprehensibility; intelligibility; demonstrability</td>
<td>Failure and judicial transparency; improving quality and safety; justification of judgements; opacity of AI systems</td>
<td>23 Asilomar principles (2017)</td>
</tr>
<tr>
<td>4</td>
<td>Royal Australian and New Zealand College of Radiologists (2019)</td>
<td>Transparency; explainability; interpretability</td>
<td>Radiologist must be capable of interpreting the basis on which a result was reached; understand and explain how a result can impact patient care; opacity of AI systems</td>
<td>Not specified</td>
</tr>
<tr>
<td>5</td>
<td>European Society of Radiology (2019)</td>
<td>Understandability (implicit)</td>
<td>Radiologist must understand how and why decisions were made; opacity of AI systems</td>
<td>Asimov’s three laws of robotics (1942)</td>
</tr>
<tr>
<td>6</td>
<td>Joint European and North American Multisociety Statement (2019)</td>
<td>Transparency; interpretability; explainability</td>
<td>Patient and provider trust in AI as to how decisions are made; EU’s General Data Protection Regulation demands consent to automated decision making; opacity of AI systems</td>
<td>Not specified</td>
</tr>
<tr>
<td>7</td>
<td>International Society of Radiographers, Radiological Technologists, and the European Federation of Radiographer Societies (2020)</td>
<td>Understandability (implicit)</td>
<td>Avoid errors; important for decision making; opacity of AI systems</td>
<td>Not specified</td>
</tr>
</tbody>
</table>
algorithms are autonomous moral or legal entities. Therefore, the physician is responsible for diagnostic procedures even if decision-making is automated. AI systems are considered merely as assistants that answer specific questions with no high level of autonomy. This can be observed in one of the "ten principles of AI in radiology" the authors created for the French radiology community: "AI tools should be used as a complement to the imaging study process to improve quality and safety in radiology." We conclude that "improving quality and safety" as well as the Asilomar principles 7 and 8 resemble the principles of beneficence and non-maleficence.

4. The Royal Australian and New Zealand College of Radiologists authored a statement called "Ethical principles for artificial intelligence in medicine" intended to guide more stakeholders than only radiologists. Beside "Principle Four: Transparency and Explainability" there are eight further principles: safety, privacy and protection of data, avoidance of bias, respecting human values, decision making on diagnosis and treatment, teamwork, responsibility for decisions, and governance. Transparency and explainability mean that a physician must be able to understand and explain a result produced by an algorithm.

5. The European Society of Radiology refers to Isaac Asimov’s three laws of robotics, transferring them to medical AI imaging software. According to the first law indicates that "AI tools should achieve the best possible diagnosis to improve patient's healthcare." Secondly, "AI must be properly trained," and a radiologist must ensure clinically meaningful outputs. Third, AI software may rapidly become outdated and obsolescent when technology evolves, and therefore be replaced by the new state of the art. Strong emphasis is put upon the black-box character of AI when discussing the question "who is responsible for the diagnosis," especially if it is incorrect.

6. In the European and North American Multisociety Statement, the four bioethical principles are not explicitly mentioned, but the ethical use of AI in radiology "should promote wellbeing, minimize harm, and ensure that the benefits and harms are distributed among the possible stakeholders in a just manner. This statement resembles three of the four bioethical principles, i.e., beneficence, non-maleficence, and justice. Patient and provider trust must be secured by transparency, interpretability, and explainability, clarifying how decisions are made by AI systems. ML algorithms do have biases due to training data and entail biases in using them. Automation bias leads physicians to favor the suggestion made by a machine. Explicability is considered to mitigate both aforementioned biases. It is referred to the EU’s GDPR with its emphasis on consent to automated decision making.

7. The joint statement of the International Society of Radiographers, Radiological Technologists, and the European Federation of Radiographer Societies was included because it supplements the statements of the radiological associations through another perspective on the clinical application of AI. Explicability or a similar concept are not mentioned explicitly, but it is stated that the radiographer must "understand how algorithms arrive at decisions and probability errors within these decisions to enable effective communication of findings to patients."

4 | DISCUSSION

4.1 | Explicability in white papers of radiological associations

The reasons why explicability was deemed important for medical AI differed significantly except for one element. All white papers justified explicability due to the technological peculiarities of AI/ML systems. These systems are black boxes that are characterized by a tradeoff between accuracy and explicability. This tradeoff results in a dilemma, i.e., one has to decide what the prevailing value is: a high degree of accuracy entails opacity while increasing explicability comes at the cost of accuracy. The radiological associations tend to value explicability, because they see AI/ML systems merely as complementary tools for the radiologist who remains responsible for medical decisions. The basic attitude common to all associations is that the responsibility towards patients demands that radiologists are able to explain how decisions are reached and to double-check whether AI processes indeed benefit the patient. We conclude that this resembles the bioethical principle of beneficence.

We found that the four bioethical principles are only implicitly referred to. There was no reference to one of the recent general...
ethical frameworks for ethical AI that use a five-principle approach.\textsuperscript{49} There was only reference to two ethical frameworks, i.e., the 23 Asilomar principles and Asimov’s three laws for robotics.\textsuperscript{50} These frameworks have been translated to the needs of radiologists. Important for explicability are the Asilomar principles 7 (Failure transparency: If an AI system causes harm, it should be possible to ascertain why,) and 8 (Judicial transparency: Any involvement by an autonomous system in judicial decision-making should provide a satisfactory explanation auditable by a competent human authority.). The American writer Isaac Asimov (1920–1992) formulated the three laws of robotics in the short story “Runaround”:

First Law: A robot may not injure a human being or, through inaction, allow a human being to come to harm. Second Law: A robot must obey the orders given it by human beings except where such orders would conflict with the First Law. Third Law: A robot must protect its own existence as long as such protection does not conflict with the First or Second Law.\textsuperscript{51}

The Asilomar principles have in common with Asimov’s laws the aim of harm reduction as does the bioethical principle of non-maleficence.

The repeated references to the harm reducing character of explicability should not lead us to think that this concept has only an instrumental character. A commitment to harm reduction has a long history in radiology due to the extensive use of radioactive materials and radiation in the first decades of the last century.\textsuperscript{52} Yet we need to recognize that radiologists value explicability also for intrinsic reasons, such as promoting the greater good of patients, the satisfaction of scientific curiosity or learning the details about alternative processes to identify a pathogen. Therefore, not all reasons in favor of explicability are grounded on medical ethics, but also on epistemic interest within the radiological community.

We found that explicability is considered crucial to support clinical decisions. What this means in clinical practice becomes clear from a recent survey among radiologists: 56% said that they currently use some sort of AI in at least one of the following five domains: (a) triaging images to first review critical patients; (b) optimizing workflow for overall productivity; (c) partly automating image analysis; (d) providing clinicians with decision support; (e) enhancing imaging quality.\textsuperscript{53}

In the same survey, two barriers were identified that impede radiologists from applying medical AI more broadly: first, radiologists from applying medical AI more broadly: first, radiologists express skepticism about its current diagnostic capabilities, and second, the lack of regulatory approval. However, the FDA in the US and the Medical Device Regulation in the EU already allow approval to be given to medical AI as a “Software as Medical Device.”\textsuperscript{54} The American College of Radiology provides a list of over 80 already cleared AI algorithms in radiology.\textsuperscript{55} However, there are still paramount challenges concerning continual learning ML tools like catastrophic forgetting, i.e., new data interferes with what the model has already learned and decreases its performance.\textsuperscript{56} Therefore, the FDA has so far only granted approvals for locked systems.

### 4.2 Explicability in reporting guidelines

Transparency was mentioned in conjunction with two reporting guidelines.\textsuperscript{57} This is instructive for the research domain as there have been repeated calls for AI systems to be robust and accurate. On the one side there is the Standards for Reporting Diagnostic Accuracy (STARD) statement, which aims at improving completeness and transparency of accuracy studies.\textsuperscript{58} On the other side there is the Transparent Reporting of a multivariable prediction model for Individual Prognosis Or Diagnosis (TRIPOD) statement, which aims at studies that report predictive models.\textsuperscript{59} Transparency is mentioned in both checklists, but they do not aim primarily on AI systems.

The recent Standard Protocol Items: Recommendations for Interventional Trials–Artificial Intelligence (SPIRIT-AI) and Consolidated Standards of Reporting Trials–Artificial Intelligence (CONSORT-AI) extensions are important because they will shape how research in medical AI will be reported in the future.\textsuperscript{60} These two reporting checklists are intended for applications like triage, diagnosis, and treatment.

\textsuperscript{49}Flordi & Cowie, op. cit. note 3.  
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explicability has not systematically been introduced as an additional principle to the four bioethical principles, as Floridi and Cowlis (2019) proposed. These authors synthesized six guidelines authored by high-profile initiatives into a five-principle approach for ethical AI. They explicitly built upon Beauchamp’s and Childress’ classic work and added explicability. Floridi and Cowlis (2019) argue that explicability complements the four bioethical principles because it meets the technological needs of ethical AI. In their understanding, explicability incorporates both intelligibility (“How does an AI system work?”) and accountability (“Who is responsible for the way it works?”). Overall, we found five ethical frameworks in the literature that are based on the four bioethical principles and added explicability as a principle.

The introduction of this approach can also be observed from within the radiological community. Akinci D’Antonoli and colleagues endorse the five-principle approach with explicit reference to the four bioethical principles with the addition of explicability. The sources for this five-principle approach are first and foremost Beauchamp and Childress, complemented by the AI4People framework, the European Commission’s guidelines for trustworthy AI, the 23 Asilomar principles, and the 10 principles of the Montreal Declaration for a Responsible Development of Artificial Intelligence. The majority of these sources tend to emphasize explicability in one way or another. Most influential is the AI4People framework. It has been developed by a multi-stakeholder group of the European Commission, the European Parliament, civil society organizations, industry and the media under the lead of Luciano Floridi.

The question arises as to why explicability is considered important for medical AI both in general guidelines and in radiological white papers. Two reasons are conceivable, namely (a) the explanation that explicability has been adopted from superordinate policies and (b) the justification with arguments highlighting the new technical peculiarities of “black-box algorithms.” Regarding (b), radiological associations deem it important to emphasize explicability on technological grounds, as algorithms are becoming exponentially more complex in contrast to the relatively linear technological improvements of machines traditionally used in the profession. Regarding (a), there is the FDA in the US as a regulatory body that requires explicability for “Software as Medical Device.” In the EU there are the article 22 of the GDPR (“right to explanation”) and the Medical Device Regulation of 2017. The principle of transparency, the limited interpretability of ML and DL, and explainability of AI outcomes are explicitly
emphasized in the European Commission’s white paper on artificial intelligence. There is a need to address the technological peculiarities of AI/ML systems.

4.4 Explicability and the four principles of biomedical ethics

At least since the 1970s, a principilism approach to medical ethics gained ground to become today’s dominant approach. Despite their wide acceptance, there have been efforts to enrich the four bioethical principles with additional ethical principles. In nuclear medicine, 16 principles for ethical AI are proposed, among which we find the four bioethical principles and explicability. In intensive care there are five principles, including explicability.

Is explicability a free-standing principle of biomedical ethics? In light of the different needs of medical specialties, at first sight, one may be tempted to answer yes. The technological particularities of AI may require the adaptation of specific principles. As discussed above, the black-box character of AI is a special challenge for informed consent. Moreover, AI may make it more difficult for physicians to maintain oversight of the different diagnosis processes and fulfill their medical responsibility of non-harm.

There are good reasons to avoid expanding the number of principles. Beauchamp and Childress base their principles on common morality that can be conceived as universal norms. Specifying additional principles may come at the risk of losing this already debatable universal character. Augmenting the number of principles may have the effect of watering down the importance of each principle and makes it more complex to follow their interactions. As long as the properties of explicability are covered by at least one of the four principles of biomedical ethics, explicability may not have to be recognized as a free-standing principle.

The white papers we examined tend to justify explicability in terms of harm reduction. The principle of explicability can thereby be subsumed under the principles of non-maleficence and beneficence, giving explicability mostly an instrumental character. By asking doctors to explain the processes involved in reaching their conclusions, patients can count on a certain degree of human oversight in AI assisted decision-making. Furthermore, by referring to their professional duties, doctors have an argument to insist that technology producers develop explicable AI-systems to adequately fulfill their responsibility of avoiding harm. As an element facilitating informed consent, explicability also has an intrinsic value. Patients may value intrinsically that procedures were followed correctly independently of the outcome. In this position, explicability relates to the principles of justice and respect for autonomy. Health professionals would be failing to respect patients as autonomous agents if they do not recognize them as agents capable of receiving and processing the information that affects them. A communicative process that truly recognizes others as autonomous agents requires a dialogue seeking mutual understanding. In addition, independently of whether their condition can be treated or not, patients may want to understand their individual situation and how it was assessed.

In relation to the principle of justice, patients may claim that they are being discriminated against when they are not given similar opportunities to clear their doubts compared to others. Patients may also appeal to a right to justification when they are concerned that decisions that negatively affect another fundamental right, such as access to healthcare, are being made on unjust or erroneous grounds. Under a social arrangement where people have agreed on a set of rights, everyone has a legitimate claim to a justification of why they are being denied a protected good that they can reasonably expect to access.

Does explicability have an independent value that needs to be recognized as such in medical practice? If we recognize that patients have a right to justification as a demand of justice, the principle of explicability would be reduced to a subcomponent of the broader principle of justice. In spite of this conclusion, an explicit reference to the concept of explicability has an added value. It highlights the fact that communicating to patients involves a greater effort than merely disclosing information. It requires a reflection on how findings were reached and a substantial effort to effectively communicate the involved epistemic processes and their implications in view of the patient’s knowledge base.
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goals can be achieved without treating explicability as a principle. By being aware of the challenges of explicability doctors may gain clarity on whether they are indeed addressing the four principles when informing patients.

5 | CONCLUSIONS

Is a fifth bioethical principle conceptually necessary against the backdrop of medical AI? As we have shown, the properties of explicability are already covered by the four bioethical principles and therefore there is no need for explicability as a fifth principle for biomedical ethics. However, considering explicability honors the epistemic value of AI/ML systems instrumentally for harm prevention and obtaining informed consent.

More specifically, we have examined the reasons that justify the addition of explicability as follows: prevention of harm in case of performance errors, doctors must understand how a result is obtained and communicate it to patients, transparent decision making, the need for informed consent in healthcare, superordinate policies like the EU’s General Data Protection Regulation require it, and the technological peculiarities of AI/ML (“black-box algorithms”). Almost all of these reasons are justifications that are already covered by the principles of respect for autonomy, beneficence, and non-maleficence. The adoption from superordinate policies and the new technological peculiarities of AI/ML are explanations for the promotion of explicability in the specialty of radiology.

The conceptual analysis that builds upon the document analysis of white papers shows that explicability mostly is a vehicle for the principle of non-maleficence because there is a wish to reduce harms inflicted by performance errors of medical AI. This is directed at both patients and radiologists because there is the fear of increased liability in case medical AI’s high level of automation leads to errors. This is in line with most of the radiological associations that consider explicability in case medical AI’s high level of automation leads to errors. Moreover, liability issues demand from radiologists a substantial amount of trust towards technology producers. This is why radiological associations consider training and educating radiologists in understanding algorithmic decision making important. Furthermore, the opacity of AI/ML systems as a new technological challenge requires elaboration of the explicability of medical AI in imaging. Lastly, superordinate legal policies like the EU’s General Data Protection Regulation require the explicability of medical AI. This implies that opaque AI/ML systems must not be applied in clinical practice unless they provide a certain degree of explicability. What this certain degree should be must be the topic of further research.

The original question was whether there is a need to add a fifth principle, i.e., explicability, to the four bioethical principles of autonomy, beneficence, non-maleficence, and justice. Since the instrumental justification of explicability (avoiding harm and facilitating informed decision-making) is already included in non-maleficence and informed consent follows from the principle of respect for autonomy, the four established bioethical principles are sufficient to guide good medical practice. The intrinsic value of explicability is addressed by the concepts of both justice and autonomy. Independently of treatment availability, autonomy requires to know about the situation one is in and why others have assessed it in such a way. Justice requires that others are treated as subjects one can engage in a communicative process as peers of equal standing. Unwillingness to adequately explain issues that are important to another person, particularly in the context of patient-physician relationship, would fail to meet this demand of justice. The wish to integrate explicability into the specialty of radiology is understandable, but medical ethics already has the key principles to handle the new technological specificities of medical AI.
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